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The Problem 
Many analysts mistakenly use the framework of linear 
regression (OLS) models to model variables of Time 
series data and to predict change over time or 
extrapolate from present conditions to future 
conditions. 
Time series data are different from randomly selected 
data and time series techniques must be used to 
analyze time series data  
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Random Sample vs Time Series Data
Random Sample

• Randomly sampled
• No dependency
• Assumptions: errors are 

independent, variance of errors is 
constant

• Unless these assumptions are 
satisfied, results from sample 
data cannot be used to make 
inference on the relationship 
between population parameters. 

Time Series
• NOT randomly sampled
• Observations come in a very 

particular order - time ordering,
ordered time intervals 

• Errors correlated over time
• Errors from one time period are 

carried over into future time periods 
(Serial correlation/auto-correlation)

• Trending data over time data 
series may look like they are 
related, but really is ‘spurious’ 
(biased coefficients)
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Random Sample Data vs Time Series Data
Random Sample Analysis Techniques

• Simple regression - OLS technique, is 
primarily used to predict the 
relationship among population 
parameters

Time Series Analysis Techniques

• Autoregressive moving average 
ARIMA model. The general model 
introduced by Box and Jenkins (1976) 

• when using non stationary variables 
in OLS you run into the potentially 
fatal issue of spurious regression

• Check for stationarity- checking for 
stationarity isn't about improving the 
accuracy of the model per se, it is 
about keeping the model stable
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Random Sample Data vs Time Series Data
Analysis Techniques

• Simple regression - OLS technique, is 
primarily used to predict the 
relationship among population 
parameters

Analysis Techniques
• Apply Time series analysis techniques
• Test series stationarity, a common 

assumption in time series techniques 
is that the data are stationary - For 
useful issues associated with 
stationarity please refer to Mohamed, 
Ismail E. (2008) Time Series Analysis 
Using SAS-Part I: The Augmented 
Dickey- Fuller (ADF) Test, 21st Annual 
Conference of the NESUG 

• Deal with periodic fluctuations
• .. 
• Model the relationship
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Univariate Time Series 
Time series data means that data is in a series of  particular time periods or intervals.
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Time Series Analysis Techniques

OLS: Ordinary least squares; 
VAR: Vector autoregressive; 
ARDL: Autoregressive distributed lags; 
ECM: Error correction models.
Source: Shresthaa and Bhatta (2018). Selecting appropriate methodological framework for time series data analysis. The Journal of 
Finance and Data Science Volume 4, Issue71:89
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Cointegration

If two or more series are individually integrated (in the time series sense) but some 
linear combination of them has a lower order of integration, then the series are 
said to be cointegrated
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Why Time Series data is different? 

The stationarity or otherwise of a time series can 
strongly influence its behavior and properties
If the variables in the regression model are not 
stationary, then it can be proved that the standard 
assumptions for asymptotic analysis will not be valid. 
In other words, the usual “t-ratios” will not follow a t-
distribution, so we cannot validly undertake 
hypothesis tests about the regression parameters.
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TECHNIQUES

To present simple discussion and SAS programming 
coding techniques specifically designed to simulate 
the steps involved in time series data analysis 
specifically, modelling long-run relationship and 
examining time series variables long-run relationships 
(cointegration).
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Techniques – Step 1
Estimate the long-run relationship 

yt =a + bxt
and get the residuals series (et) of the regression
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Techniques – Step 1
*SAS code;
PROC REG DATA= REG_SERIES; MODEL y = x;
OUTPUT OUT = RESIDS
R = y_residuals;
RUN; QUIT;



SAS and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc. in the USA and other countries. ® indicates USA registration. Other brand and product names are trademarks of their respective companies.

#SASGF

Step 1:  SAS data output

Estimated Residual series resulted from fitting the x and y regression in step 1
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Techniques – Step 1
Apply stationarity test on the residuals series (et): If 
(et) series is non-stationary then we will reject 
cointegration.



SAS and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc. in the USA and other countries. ® indicates USA registration. Other brand and product names are trademarks of their respective companies.

#SASGF

Techniques – Step 2
Step 2: stationarity test on the residuals series (et) -
residual ADF testing
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SAS Code
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Thank you!
Contact Information

Ismail.Mohamed@fhfa.gov

Reminder:
Complete your session survey in the conference mobile app. 
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