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The Centers for Medicare & Medicaid Services (CMS) launched the Chronic Conditions Data Warehouse 
(CCW), a research database, in response to the Medicare Modernization Act of 2003 (MMA).

Section 723 of the MMA outlined a plan to improve the quality of care and reduce the cost of care for 
chronically ill Medicare beneficiaries. In addition to chronic conditions, the CCW supports health policy 
analysis and other CMS initiatives.

Managed by HealthAPT (joint venture between NewWave Technologies and General Dynamics Information 
Technology), the CMS Virtual Research Data Center (VRDC) within the CCW is an alternative solution that 
provides timelier access to Medicare and Medicaid program data in a more efficient and cost effective 
manner.

The CCW VRDC provides federal agencies, health policy analysts, and researchers with Medicare, Medicaid, 
assessment, and Part D data linked by beneficiary enabling longitudinal analysis across the 
continuum of care. With over 30 data sources, the CCW VRDC has SAN capacity of 4 PBs and contains 
over 322 billion records (1 billion records added monthly) for 115+ million beneficiaries.

CCW Overview
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As a trusted health solutions organization for more than 30 years, General Dynamics Federal 
Civilian Health, part of General Dynamics Information Technology, provides end-to-end solutions 
and professional services to health organizations in the defense, federal civilian government, 
state and local government, commercial and international sectors.

Healthcare management services include: 
◦ Database architecture
◦ Data access and dissemination
◦ Applications
◦ Security
◦ Data science services

About GDIT Federal Health
General Dynamics Overview
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Differences Between True Batch Job vs SAS EG on LSF
What is a “True Batch Job” SAS EG on LSF

 Not interactive.  Interactive front end.

 Not child process of interactive process that 
launched it.

 Uses only one server grid as exec host by default.

 Completely independent of interactive process 
that launched it.

 Has background processes that are child 
processes of interactive session.

 I/O environment same as that of interactive 
process that launched it.

 Can leverage multiple servers on grid but only 
with complex SAS wrapper code.  These are still 
not independent batch sessions. If the 
interactive parent session ends; so do the 
multiple grid job child sessions.

4



SAS EG True Batch Job on LSF
SAS code is saved under file system available to EG.

Batch job uses full Load Sharing Facility (LSF) grid capabilities.

Batch job is completely independent of SAS EG session.

Results of batch job are available in same directory as SAS program launched in batch. 

Depending on how EG environment is set up, no change in SAS code may be necessary to run 
job in batch. 

Note: Any macro or script for true batch in EG will work identically on the command line.
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Grid Configuration for True Batch
Second grid metadata server with XCMD turned on or sasgrid & WorkspacesServer.sh script 
edited to give XCMD capability to users approved for true batch processing.

Example of WorkspaceServer.sh modification:

cmd="$SAS_COMMAND $USERMODS_OPTIONS"
arg='-noxcmd'
batch_group_found=`/usr/bin/groups $USER | grep 'sas_batch' | wc -l`

if [[ $batch_group_found -ne 0 ]]
then

arg="-xcmd"
fi

cmd="$cmd $arg"
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Flow of True Batch Job from EG
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Questions?
Adam Hendricks, Sr. Principal Systems Analyst, General Dynamics Federal Civilian Health
◦ Adam.Hendricks@gdit.com

Derek Grittmann, Sr. Principal Systems Analyst, General Dynamics Federal Civilian Health
◦ Derek.Grittmann@gdit.com
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