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Abstract

Nowadays, the recommender system is a popular tool for online retailer business to predict the customers’ next-product-to-buy (NPTB). Based on the information collected by the retailer and statistical techniques, an efficient recommender system can suggest customers with meaningful NPTB. A useful suggestion can reduce customer’s searching time for a wanted product and improve buying experience, which would increase the chance of cross-selling for online retailers, helping them build customer loyalty. Within a recommender system, how to combine advanced statistical techniques with information available (customer profiles, product attributes, good selling products, etc.) is the key part to bridge the retailer’s database with the useful suggestion of NPTB for customers. This paper illustrates how to create a recommender system with SAS RECOMMEND procedure for online business. Using the recommender system, we can produce the prediction, compare the performance with different predictive models (i.e. decision tree, multinomial discrete-choice models etc), and make business-oriented recommendations from the analysis.

Introduction

A recommender system refers to software tools and techniques that provide suggestions for an item to be adopted by a user. Item is the general term used to denote what the system recommends to users, which can include products, services and so on. Recommender system development initiated from a rather simple observation: individuals often rely on recommendations provided by others in making routine, daily decisions. For instance, individuals may rely on the comments of film critics when selecting for a movie to watch, or ask their friends for opinions with regard to which hotel to book. Recommender system mimics this behavior and produces useful and effective suggestions for the users who lack sufficient experience or capacity to evaluate the overwhelming number of alternatives.

A recommender system can play various roles depending on whom is using it. Generally speaking, a service provider could benefit from it by increasing the number of items sold, selling more diverse items, increasing the users’ satisfaction and fidelity, and better understanding what the users want. On the other hand, a user wants to use the recommender system in order to find some or all good items, recommend a sequence or bundle, just browse, find credible recommender, express himself, or even influence others.

In this article, we will demonstrate how recommender system can be deployed to improve cross-selling, a term describing the action or practice of selling an additional product (category) or service to the existing customers. Cross-selling is a term which refers to the “sales of a number of related products which can occur concurrently with the sale of a major product”(Nash and Sterna-Karwat, 1996). Deighton et al. (1994) and Nash (1993) describe cross-selling as “encouraging a company’s customers who have already bought product A to buy its product B”. Typical examples of cross-selling include a life insurance company suggesting its customer sign up for car or health insurance, a wholesale mobile retailer suggesting a customer choose a network or carrier after one purchases a mobile, a laptop seller offering a customer a mouse, pen-drive, and/or accessories.
Companies use cross-selling as a tool of customer relationship management (CRM), and it not only helps increase company revenue, but also reduce/prevent the churn. In order to succeed in cross-selling, it is important to create customer intimacy through knowledge about the customer’s preferences and needs. However, customers may react in a negative way when they are aware of what they are observed. The perceived risk may explain why sometimes there is lack of information about socio-demographics in the customers’ database.

In comparison to using an intuitive model, it is effective to use a Next-Product-To-Buy (NPTB) model to optimize the cross-selling. An NPTB model will use information about the customer to predict what product (category) they are most likely to purchase from next. There are some steps in developing an NPTB model: 1) compile data, which consists of requiring customer-specific data of a certain time period t, being the independent or predictor variables, and an observation of a purchase at time t+1, being the dependent variable. 2) select a statistical model (i.e., regression, decision tree, neural network, etc. predictive models). 3) estimate and evaluate the model: estimate the coefficients of the model needed to make the predictions. 4) score and target customers: customers are scored with probabilities generated by the best performing model and targeted based on the scores (Knott, Hayes and Neslin, 2002).

Methodology

In this section, we will first elaborate on the technique of the recommender system. Secondly, we will discuss the discrete-choice model (especially the use of the multinomial logit model) and the decision tree model. Then we compare the performance of the above predictive models built for an online business case and make business-oriented recommendations.

Recommender system

Our cross-selling model is built upon an individual customer’s previous purchase behavior. It is more comparable to explore the user-based collaborative filtering to build recommender systems. In order to implement its core function, identifying the useful items for the user, a recommender system must predict that an item is worth recommending. In order to do this, the system must be able to predict the utility of some of them, or at least compare the utility of some items, and then decide what items to recommend based on this comparison. One major feature used to classify the recommendation systems is especially in regard to the recommendation algorithm, i.e., how the prediction of the utility of a recommendation is made. Burke, R (2007) distinguishes between six different types of recommendation approaches.

- Content-based: The system learns to recommend items that are similar to the ones that the user liked in the past. The similarity of items is calculated based on the features associated with the compared items.
- Collaborative filtering: The simplest and original implementation of this approach recommends to the active user the items that other users with similar tastes liked in the past. The similarity in taste of two users is calculated based on the similarity in the rating history of the users.
- Demographic: This type of system recommends items based on the demographic profile of the user. The assumption is that different recommendations should be generated for different demographic niches.
- Knowledge-based: Knowledge-based systems recommend items based on specific domain knowledge about how certain item features meet users’ needs and preferences, and ultimately how the item is useful for the user.
- Community-based: This type of system recommends items based on the preferences of the users’ friends. Evidence suggests that people tend to rely more on recommendations from their friends than on recommendations from similar but anonymous individuals.
• Hybrid recommender systems: These RSs are based on the combination of the above mentioned techniques. A hybrid system combining techniques A and B tries to use the advantages of A to fix the disadvantages of B.

The collaborative filtering is the main technique used by PROC RECOMMEND. In general, user-based recommender system recommends the top N products by computing the highest purchase probability for a particular group of customers. Firstly we identify the active customers who are the most similar to the group of customers in the database. Principal Components Analysis is used to reduce the predictors due to the high number of variables and their high multicollinearity. Then hierarchical clustering is applied to cluster the customers of the training sample. Afterwards k-mean clusters are created to obtain the many similar users. Each product category is rated based on their frequency inside a group/cluster. Then the highest weight item is selected for each customer and finally the union of the products purchased by each cluster/group can be computed. In order for it to be comparable to our other predictive cross-sell models we chose to recommend product categories instead of products and predicted only one category as opposed to multiple categories. As a final step, we select certain product categories from the union of each cluster. We recommend the item with the highest rating that has not been purchased yet to the active customers.

Within this framework, the method used to determine the k most similar users and the scheme used to determine the importance of the different items plays the most critical role in the overall performance of the algorithm. Commonly, the similarity between the users is computed by treating them as vectors in the item-space and by measuring similarity via the correlation coefficient functions, whereas the importance of each item is determined by how frequently it was purchased by the k most similar users (Han and Karypis, 2005).

Discrete-choice model

As people have finite resources, they tend to have a priority structure of products. Products for more basic objectives are generally acquired before products for more advanced objectives. Acquisition pattern analysis provides insight into the order in which customers acquire such products. In fact, acquisition patterns deduced from cross-sectional data can predict future product acquisitions by individuals, though not the timing of acquisition. Also, cross-sectional data do not provide insight into divergent orders of acquisition. Divergence means that different segments of customers in a population follow different orders for acquiring products (Paas, Vermunt and Bijmolt, 2007). These drawbacks can be overcome by the use of certain types of models; this will be explained in the following paragraphs.

The discrete-choice process states that each individual will choose the option that gives him/her the greatest utility. The most popular discrete choice models are the multinomial probit model and the generalized extreme value (GEV) models. The probit class can model more flexible covariance structures for disturbances, but is not intuitive to use. The GEV class, containing the Multinomial Logit (MNL) and nested logit models, requires homoscedastic disturbances (Zeng, 2000).

Multinomial logit is a popular discrete choice model which is easy to implement. The many alternatives of choices can easily be taken care of in a computationally convenient way. In addition, the likelihood function is a concave curve, which facilitates the computations (Hausman and Mcfadden, 1984). Multinomial logit is a frequently used method to predict the next-product-to-buy (NPTB). It is especially useful when only one product can be purchased at a time, proceeding from the fact that the customer will make a choice for the next purchase out of all categories offered by the company. The multinomial logit model takes into account that not every consumer can choose from all options, while making a choice for NPTB. This implies that every consumer has a subset of the total alternatives of choices. The MNL is expressed by
\[ P_i(j) = \frac{e^{x_i j \beta}}{\sum_{k \in C} e^{x_i k \beta}} \]  

Where \( k \) is a subset of the total of choices \( C \) and where \( x \) is the matrix of the independent variables and \( \beta \) is the set of parameters estimated by the model. It is very clear that when \( k = 2 \) this equation is reduced to a binary logit (Akiva and Lerman, 1991).

The big drawback of this method is the independence from irrelevant alternatives (IIA). This implies that the ratio of the probabilities of choosing any two alternatives is independent of the attributes of any other alternative in the choice set (Hausman and McFadden, 1984). In other words, the unobservable components of utilities should be mutually independent and homoscedastic (Munizaga, Heydecker and Ortùzar, 2000).

**Decision tree**

Decision tree is a predictive model which represents the mapping between the object value and the object attributes. A decision tree consists of two main elements, namely a node and a branch. Each node represents an object; this node point corresponds to the attribute value which indicates a path from the root of the leaf node to the end of the leaf node. Every branch path represents a certain attribute value. Therefore, decision tree is a powerful tool for profiling customers with respect to a particular target variable which is usually categorical or outcome. Moreover, Berry and Linoff (2004) also stated the decision tree is not only used to calculate the probability that a given record belongs to each of the categories, but also as a classification tool. This last purpose means that a record can be classified by assigning it to the most likely classification.

Classification and regression trees are the usual practice of describing the partitioning process which could be graphically represented as decision tree. In the classification tree the dependent variable should take a finite number of unordered values, with the prediction error measured in as a misclassification cost. In the regression tree, the dependent variables take continuous or ordered discrete values. The prediction error is typically measured by the squared difference between the observed and the predicted values (Loh, 2010).

However, sometimes irrelevant attributes are ignored. To avoid the over-fitting issue, the technique of pruning is applied. By pruning the decision trees, more compact trees with better classification accuracy can be produced. Moreover, pruning decision trees could handle the noisy data, because they will ignore attributes rendered meaningless by noise (B. Chandra, Ravi Kothari & Pallath Paul, 2010). Another reason for pruning a tree is to make them smaller, so that they are more intuitive and efficient to use.

**An online retailer business application**

Our model is based on a dataset of 1044532 transactions, which is generated by 103916 unique customers. We use full year of 2014 as the dependent period, starting from the 1st of Jan 2014 until the 31 of Dec 2014. We sampled our customers and based our end of the dependent period on the date of the dependent purchase. In our research we computed RFM (recency, frequency and monetary values) variables for our analysis. i.e. those provides the in-depth insights of length of the relationship, how often the customer purchase the product (categories), and (total) amount of purchase on the product (categories).

The following table gives an overview of Abbreviations of the dependent variables.

<table>
<thead>
<tr>
<th>Product group</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV</td>
<td>TV001</td>
</tr>
<tr>
<td>Home cinema/theatre system</td>
<td>TV002</td>
</tr>
</tbody>
</table>

We have built predictive modellings like recommender system, multinomial logit model and decision tree model. To investigate the quality of prediction in terms of sensitivity and specificity, PCC (percentage correctly classified)/ accuracy is examined. Based on the PCC values, we can say that the multinomial logit model is of better performance, namely 53.15%, than the recommender system and the decision tree, respectively 48.51% and 33.33%. However, we have to be careful with comparing both models, since we had to limit the recommender systems to a certain extent. We evaluate the NPTB model in terms of its ability to correctly classify cases in all classes. Given the objective and the class balance, we conclude that the multinomial logit model has a better performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial logit model</td>
<td>53.15%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>33.33%</td>
</tr>
<tr>
<td>Recommender system</td>
<td>48.51%</td>
</tr>
</tbody>
</table>

**Multinomial logit model**

<table>
<thead>
<tr>
<th>observed _category</th>
<th>Predicted category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>20%</td>
</tr>
<tr>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>3</td>
<td>24%</td>
</tr>
</tbody>
</table>

The majority of the observations were predicted as Video, namely 52.64%. Another 20% were predicted as HIFI. The best predicted category is Video with a correct classification of 99%.

**Conclusions and Recommendations**

In this paper we aim to build predictive models to increase cross-selling for online retailer business. Cross-selling can help companies increase the revenues gained from their existing customers, as an existing customer delivers a higher profit than a prospect (Prinzie and Van den Poel, 2004). Cross-selling can be also used as a CRM-tool in order to reduce/prevent customer churn. An NPTB model will
use customers’ information to predict which product (category) they are most likely to purchase in the future (Knott, Hayes and Neslin, 2002).

An overview of the methodology is presented regarding the creation of a NPTB model. One method frequently used for predicting the next-product-to-buy is the recommender system. ‘Feature-Based Recommendation System’ and ‘Collaborative Filtering’ are the two main techniques applied in the recommender system. Feature-Based Recommendation System makes recommendations based on products which have similar features (Han and Karypis, 2005). Collaborative filtering recommends items which are purchased by similar users (Yu, Xu and Kriegel, 2001). Another popular discrete-choice model is the multinomial logit model because it is easy to implement. This model takes into account that not every customer can choose from all options, while making a choice for the next-product-to-buy (Zeng, 2000). Then we introduced the decision tree model, which is a predictive model that represents the mapping between the object value and the object attributes. A decision tree consists of two elements, namely a branch and a node. This technique is not only used to predict probability that a given record belongs to each of the categories, but is also used as a classification tool (Berry and Linoff 2004).

Then we presented a case study of online retailer as an example. The first step was to determine the time window. We defined the dependent period as starting from 1 Jan 2014 until 31 Dec 2014. With regards to the independent variables, we computed the following groups of variables based on previous research in this domain: breadth of purchase, depth of purchase and recency.

Practical insight of the implementation of the models has been discussed. Based on PCC, our best model is multinomial logit model. We can conclude that 99% of Video is the predicted product category.

Based on these results we would like to make a few recommendations to this online retailer:

First, we recommend them to invest in improving customers’ data. Since the socio-demographical information available on their database is limited, it will be beneficial to collect such information to facilitate predictive modeling, which will eventually lead to better performance of the recommender system, i.e. understand what has impact on customers’ purchasing behavior. Secondly, we suggest to collect the information such as Promotion Sensitivity to observe how customers react on the promotion.
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