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First introduced in 2013, the Cloudera Data Science Challenge is a rigorous competition in which
candidates must provide a solution to a real-world big data problem that surpasses a benchmark
specified by some of the world's elite data scientists. The Cloudera Data Science Challenge 2 (in 2014)
involved detecting anomalies in the United States Medicare insurance system. Finding anomalous
patients, procedures, providers, and regions in
sets required industrial-strength tools for data wrangling and machine learning. This paper shows how |
did it with SAS®.

The objective of the Cloudera Data Science Challenge 2 was to uncover anomalous patients, procedures,
providers, and regions in the United States g o v e r n rvMledicar® realth insurance system (Cloudera
2014). | approached the discovery of such abnormal patients, procedures, providers, and regions in the
Challenge data by using many different techniquesd techniques that validated and augmented one
another whenever possible. | also used several different types of data visualization to explore the
Challenge data and assess my results.

This paper first summarizes the problems that were specified and data that were supplied by the
Challenge sponsors at Cloudera. Then it outlines the techniques and technologies that | used to complete
the Challenge, followed by sections that describe in greater detail the approaches | used for data
preprocessing and for completing the Challenge deliverables. Results are also discussed for each part of
the Challenge, and this paper concludes with some brief recommendations for future work.

Supplemental materials, including solution source code and sample data, can be downloaded from
http://support.sas.com/resources/papers/proceedings15/SAS2520-2015.zip.

PROBLEM SUMMARY

The Challenge was divided into the following three parts, each of which had specific requirements that
pertained to identifying anomalous entities in different aspects of the Medicare system:

91 Part 1: Identify providers that overcharge for certain procedures or regions where procedures are
too expensive.

1 Part 2: Identify the three providers that are least similar to other providers and the three regions
that are least similar to other regions.

1 Part 3: Identify 10,000 Medicare patients who are involved in anomalous activities.

The Challenge rules mandated that solutions for each part be packaged into specific deliverables and
submitted to Cloudera by a specified deadline.
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DATA SUMMARY

Completing the different parts of th€hallengeequired using severalatasourceghat havevarying
formats.My solutions for Brts 1 and 2were basedn financial summary data from 201that were
made available bthe Centers for Medicare and Medicaid Services (GM&)th commaseparated
value (CSMprmat and Microsoft Excdbrmat from the following CM$nks:

1 Inpatient financial summary data:
https://www.cms.gov/ResearcistatisticsDataand-Systems/Statistic3 rendsand-Reports/MedicareProviderChargeData/Inpatient.html

9 OQutpatient financial summary data:
https://www.cms.gov/ResearcstatisticsDataand-Systens/StatisticsTrendsand-Reports/MedicareProviderChargeData/Outpatient.html

Part 3 of the @allengerequired preprocessing and analy oflarge XML tablethat contain patient
demographic information and large AS@klimited text(ADT filesthat contain patientprocedure
transaction informationBecause ofmedical recorgrivacyregulations the datafor Part 3were
simulated by the Challenge sponsors at Clouderazaadot publidy available.

The supplemental materials provided with this paper include the summary CMS data in CSVThemat.
original patient demographicéMLfile andpatient-proceduretransactional ADTilesare not availablén the
supplemental materials provided with this pappreprocessed and samplatmographic and transactional
SAS data sets are provided

METHODS SUMMARY

Table 1 shows the wide variety ddita preprocessinganalysisand visualization techniqudbat |
appliedto complete the three parts of the Challga

Contest Part | Analytical Techniques Visualization Techniques
1 Descriptive statistics Box plots
Sraightforward data manipulation | Pie charts
2 Qustering Satter plots

Deep neural networks
Euclidean distances
Linear regression

3 Associatioranalysis Constellation plots
Qustering

Graph representations
Matrix factorization

Table 1. Analytical and Visualization T echnique s Used for Each P art of the Challenge

TECHNOLOGIES SUMMARY

Althoughsize was not the most significedifficulty presented bythe Challenge data, the patient dateere
large enough to requirgpecial consideration. Moreoveefficiently producing the requested deliverablésr
each part of the challengequiredthe appropriateuseof software toolsand hardwareplatforms | used
disk-enabled multithreadedsoftware tools coupled with a solid state drive (S&D# single machin®r data
preprocessinganalysis and visualizatiom the first two parts of the Giilenge. FoPart 3 of the (hallenge |
usedboth the samesinglemachineplatform anda distributed platformn whichdata were allocated to
numerous compute nodes.


https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/Medicare-Provider-Charge-Data/Inpatient.html
https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/Medicare-Provider-Charge-Data/Outpatient.html

The following list summarizes the technology thased:

1 Computing platforms:
0 Singlemachine:24-core blade server with28 GB RAM argD0 GB SSD
o Distributed 24-node Teradatalatabaseappliance
Source code management: Git
Datapreprocessingbash sriptingand Base SA®n the singlemachine platform
Part 1. Base SABdSAS/GRAPHN the singlemachineplatform
Part 2:Base SASAS/STATand SASEnterprise Minel on the singlemachineplatform
Part 3: Base SAfBd SAS Enterprise Miner tire singlemachineplatform; SAS High-Performance Data
Miningand SAS High-PerformanceTextMining on the distributed platform
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| downloaded thesummary CMS data tbS\Mformat andimported them into SASormat by using SAS DATA
step and macr@rogramming techniquesthe PNTSDUMP.xrfile that was provided by Cloudetantains
numerous table®sf simulatedpatient demographic datal split thslargeXMLfile into separate tableby
using the bash applications grep, head, sed, @ildl then imported each table into SAgusingthe XML
LIBNAMENgine | imported he numerous simulated, transactional AfI€s provided by Cloudera usiray
brute-force approacha SA®ATAstepread each character of th&DTfiles, caching lines and tokenizing
them by using the respective ASCII record and unit delimitenporting single files took no longer than
several minuteger file in all casesAll imported Challenge dataeke then validatedby usingconventional
technigues such as building frequency tables and airadynissing and extreme values.
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that converts the summary CMS data to SAS tables.

METHODS

| usedDATA steprogrammingmacro programmingand the SORTrpcedure in Base SA@manipulake the
CMS summary dataalsoused the MEARand UNIVARIATEoceduresin Base SAIS calculate descriptive
statistics from the samsummarydata.

The ccpds.sas file contains the complegelution SAS code for Part 1.

TESTING AND VALIDATION

| used DATA step programmingitoplementa simple checksum scheme to validate data manipulaticimes.
CMS summary dateontained 13Quniquemedicalprocedurecodes My code counted distinct levels of
medicalprocedure codes itablesthat werebuilt from several sorts and joinalwaysensuringthat they
summed to 130 distinct levels.

RESULTS

Part 1A: Highest Cost Variation

The threemedicalprocedureghat had the most widely varyingpst to the patien{whether or notthe
procedure was expensive tegin with are Level | Excisions and Biopslesvel | Hospital Clinic Visits, and
Level Il Eye Tests and Treatmeiitise results in Fige 1 indicate thatsomeproviders charg extremely large



amounts for certairmedicalprocedures, despite each procedure code being associated with a set level of
severityandeach proceduréavingrelatively low mean and median cgst
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Figure 1 ClaimedCharges for theThree ProceduresThat Have theHighest Coefficient of VariatiorfRelative
Variation)

Notable highcost outliers includ€entinelaand Whittier HospitaMedical Centergboth in Los Angeles, GA
whichcharge an average ofmore than$20,000for Level 1Excisions and Biopsidsower Bucks Hospitaf
Philadelphia, PAhargesan average of $980 for Level | Hospital Visits, and Ronald Reagan UCLA Medical
Center chargsan average of $487 for Level Il Eye Tests and Treatmefitsther research should be
undertaken to understand whether thidentified medicalprocedures havgenuinelyariable costand
whethersomelegitimate or illegitimate relationship exisbetween the abnormally highost procedures
delivered in Los Angeles, CA

Parts 1B and 1C: Highest-Cost Claims by Provider and Region

The three providers who claim the highest charges for the most number of proceai@Bsyonne Hospital
Centerof BayonneNJ CrozerChester Medical Centef PhiladelphiaPA and Stanford Hospitadf Stanford,
CA Althoughit is logical that a large, waléspected hospitastuch asStanford would account for a substantial
numberof the highest-costprocedures it is unclear whyower-profile providerssuch aghe othersnoted in
Figure 2a should acount for such a large proportion tfe highest-cost procedurs.

The three regions in which patients are charged the highest amount for the medicalprocedures are
Contra Costa County, San Mateo Couahd the Santa Cruz region, iallthe San Fransto Bay area of
California Althoughsuch geographical clustering could be representadifieaud, these findingsombined
with the findings in Part 1Are more likely indicative of the high cost of living in these arBasause nine
regions in @lifornia account for 80% of the highesbst procedures, research into the high cost of health
care inthat state could result in considerable savirigsthe Medicare systentigure 2b illustrates the large
proportion of highestcost procedureshat are performed in California.



PERCENTAGE OF HIGHEST CLAIMS FOR A PROCEDURE
BY PROVIDER
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Figure 2aPercentageof Procedures forwhich the Noted Provider Charges theHighestAmount

PERCENTAGE OF HIGHEST CLAIMS FOR A PROCEDURE
BY REGION
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Figure 2b. Percentage of Procedures thich the Noted Regiotharges theHighestAmount

Part 1D: Highest Number of Procedures and Largest Differences between Claims and
Reimbursements

The three providergsvho havethe highest numbef procedures with the largeslifference betweertheir
claimedcharges to patients and theieimbursement from Medicare are Bayonne Hospital Ceinter
Bayonne, NandCrozer Chester Medical Center and Hahnemann University Ho$italin Philadelphia,
PA Disproportionate differences between claimed charges and Medicare reimbursamight alsoindicate
the highcost of living irthe suburbs of majoEast Coast citieswhere these providers are locatedowever,
these providersnightwarrant more detaled researchbecause lhey are outside th@reviously discovered
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anomaloushhigh-cost regions of California and thalfaccount for a disproportionat number of the
absolute highestost procedureshat wereidentified inPart 1B.

METHODS

Beforeconducting outlier analysesaugmented the information in the original numeric featui®susirg
DATA stepprogramingand macro programming tengineemew numeric features from the provided text
data. | generatal binary indicatorgo flag provides asbeinga university hospitakndto flag regiors as
containing a university hospitdlcreated interval features for the number ofmedicalprocedures of each
levelthat were performed by a provideandin a regionoutpatient level information was extracted from the
procedure codes and new levels were assigned to inpatient procedures based omskeagqe of chronic
conditions.| used theCORRnocedure in SAS/STAT to measBearson correlatiobetween allthe originally
providedfeaturesandthe newengineered featuresOne featureeachfrom a small number otorrelated
feature pairs was rejecteddém further analyssto eliminate redundancy.

| combined two distancdased unsupervised learning approaches to idemtifintsthat were the most
different from all othermpointsin both the provider and region summary data. | first calculated entire
Euclidean distance matrof a particularfeature spacéy usng the DISTANCEogedure in SAS/STABy
using the mean ofachfeature as the origin ahat space, pointshat werefarthest from the originwere
identified aspotentially the least similar points in the summary dato supplement these findingsysed

the FASTCLUBocedure in SAS/STATapply k-means clusteringp the same feature spacand| alsoused
the alignedbox criterion (ABC) to estimate the best number of clustiensthe particularfeature space(Hall
et al.2013. The aligned bx criterionis available throulg the NOC option of the HPLCUSgedure inSAS
Enterprise MinerThe clustering resultenabledme topinpointthe farthest Euclidean distance outliers that
alsoformedtheir own cluster far from other cluster$o visualize the combined results of both approaches, |
usedthe NEURALrpcedure in SAS Enterprise Miner to implemeiy@e ofdeep neural network, known as
a stacked denoising autoencoder,docuratelyprojectthe newly labeledpointsfrom the particularfeature
space into a twalimensional spacéHinton and Salakhutdino\x2006)

Because thedrthest Euclidean distance outliease highprofile, wellrespected providers, theseemed
uninteresting from a frauddetectionperspective | usedthe REG mcedure in SAS/STATgerform
traditional regressiomutlier analysioon the provided summary data identify more subtleanomalous
points.

The ccpds.sas file contains the complete solution $a&e for Part 2.

TESTING AND VALIDATI ON

| usedk-means clusteringyith the aligned box criterion (AB@)r estimating the best number of clustetis
validatethe findings from the direct calculation of the full Euclidean distance méttign | used deep
neural network to project the combined results into a tdonensional space for further exploration and
validation.Regression outlier analysis also found the identified Euclidean distartibers to be leverage
points, wtereasthe regression outlierthat hadlarge studentized residualgere sometimesfound to be
pointsthat resided at the edges of clusters in the cluster analysis.



RESULTS

Part 2A: Providers Least Like Others

The three providers that are least like all otharsthe Cleveland Cliniaf Cleveland, &; UCSF Medical
Centerin San Francisco, C#&jdthe Lahey Clinic Hospitaf Burlington, MA Figire 3ais an optimal,
nonlineartwo-dimensional projection of the provider feature spadecontans Medicare billing information,
the numberand severity of procedures billed, and an indicator of whether the provider is a university
hospital.Becauseéhe new axes were generated by aga neural network in which the inp@¢atures ae
recombined many times ovethey are quite difficult to interpretln both the initial feature space and the
two-dimensional projection, the Cleveland Clinic, UCSF Medical Center, and Lahey Clinic Hospital reside in
their own clustesthat arefar from the origin of the space arfdr from all other clusters. That theseojmts
were placed in their own clusters lak-means methodhat usesABQto estimate the best number of
clustersis especialy significan because th&-meansmethod prefers spherical clusters of a similar size. In
short, there is statistical support for the hypothesis that these providers are unique.

| alsoperformed a more traditional regression outlier analysith the hope of identifying loweprofile
providers who are different ifess obviousvays.l usedresidualsand leveraggointsfrom a regression
of providerstzlaims againstproviderYeimbursement angrovider€humbers of billed procedures to
locate provideravho are charging disproportionately high prices for the amount of Medicare
reimbursement they areaceiving and the number of procedures they are billing. These potentially
anomalousproviders are Bayonne Hospital CentBayonne, NJDoctors Hospital of Manteca
(Manteca, CA)and Delaware County Memorial Hospitarexel Hill, PAFigire 3b presentshese
providers as pointthat havehigh studentized residual valsand low leverage valise
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Figure 3a. Provider Clusters Projected into Two Dimensions with Labeled Euclidean Distance Outliers
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Outlier and Leverage for Average Provider Charge
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Figure 3b. Providers Plotted by Studentized Residual and Leverage with Labeled Extreme Outliers

Part 2B: Regions Least Like Others

Following the same logic amgbproachess inPart 2A, | foundthe followingthe regiongo be the most
different fromall other regionsBoston, MA Cleveland, OtHand Los Angeles, CA. The marsdmalous
regression outlierare Palm Springs, ClAudson, Fland Tyler, TX.

PART THREE: IDENTIFY PATIENTS INVOLVED IN ANOMALOU S ACTIVITIES
METHODS

| used natrix factorization followed by cluster analysis along vaitbriori association analyste group10,000
Medicarepatients withMedicarepatientswho hadnot beenpreviouslyselectedfor manual review! then
aggregated a fraud score fpreviously unselectegatients from both the cluster analysis atite association
analysis to determine which patients were the most anomalbused DATA step programmitmtransform
patient transactiordatainto a spase matrix in dense coordinatést (COO) format.fen | used the HPTMINE
procedure in SAS HidgPerformance Text Mingto decomposehat sparse matrixirectly from the COO
representation into 10 singular value decomposition (SVD) featlites HPDMDPBrocedure wasised to
encode nominatiata about patients into numerical featurebhe SVD features were merged with numeric
encodings of patient demographdata andthe HROLUSprocedurewas used to creaté,000k-means
clusters Patiens who were previouslyunselectedfor manual reviewn clusterswhere ahighproportion of
the otherpatientswere previouslyselected for manual review wegiven anonzeropreliminarypotential
fraud score The higher the proportion of patienggeviously selectefbr manual review in a clustethe
higher thepreviouslyunselectedpatientsin that cluster were scored for possible fraud.

The DMDB procedure and the ASSOCettore in SAS Enterprise Miner were used fpriari association
analysis to identify frequent sets ofedicalprocedures among the general patient population @amdong

8



the patients flagged for manual revie@ts ofmedicalprocedureghat werefrequentwithin the flagged

patient groupbut infrequent in the general population were assumed to be evidence of anomalous behavior.
Ly dzyf I 6 S tp&dtialithud dc@eMmiagircremented for each anomalous set of transadtierns
sheparticipated in. To @ate a final ranking of the 10,000 most suspicious patientsptiential fraud

scores from both theluster and association analysseiere combinedvith approximately equal weighting
andthe patientswho hadthe highest overall scores were submittéd additional review

The ccpds.sas file contains the complete solution SAS code for Part 3. Tus.gopl and ccfals.spk files
contain the diagram and model package necessary to recreate phieraassociation analysis in SAS
Enterprise MinerTheccp-ds.sas program, cegs.xml diagram, and cegis.spk model package uSAS tables
containingdemographic and transactional datsat were sampledfrom preprocessedontest datasets

TESTING AND VALIDATI ON

Patients who were identified as potentially anomalous by both cluster analysis and association analysis were
the most likely to be submitted for additional revielnprofiled duster results andound thatthe clusters

that contained the highest proportiorof manually flagged patients were homogenolgsed the Association

node in SAS Enterprise Miner to generatmstellation plotof the frequent transactions in the general

patient population andamongpatients flagged for manual reviewnd| found the two graphsto be
conspicuouslylissimilar

RESULTS

The six patient clustethat hadthe highest proportions of patients flagged for manual review
(therefore the six most suspicious patient clus)exgre found to be homogenous groufisat were
composedprimarily of highefincome females in the age rangé6574. Several dozen additional
clusters of anomalous patients were identifjethd theseexhibitedvarying demographic characteristics.

The frequent transactionsf the general patient population indate that most patients received one of
several most frequent procedures aacsmall number of other less frequent procedurkisely
indicating a pattern of receiving one of many routine procedures followealbgs common followup
procedure Manuallyflagged patientson the other handpften received aeries ofmany different
procedures a patternthat could beused to identify possible frawdent behavior in the futureFigures
4a and 4lcompare the constellation plots that represent undirected grapfithe normal patient€
transactionsandthe flagged patient&ransactions respectivelyln both figureslarger node and link
size and brighter node and link color represent increasing frequency.



Figure 4a. Frequent Transactions in the General Patient Populatio

Figure 4b. Frequent Transactions in the Patient Population Flagged for Manual Review
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