ABSTRACT

Credit card usage modelling is a relatively innovative task of client predictive analytics compared to risk modelling such as credit scoring. The credit limit utilization rate is a problem with limited outcome values and highly dependent on customer behavior. Proportion prediction techniques are widely used for Loss Given Default estimation in credit risk modelling (Belotti and Crook, 2009; Arsova et al, 2011; Van Berkel and Siddiqi, 2012; Yao et al, 2014). This paper investigates some regression models for utilization rate with outcome limits applied and provides a comparative analysis of the predictive accuracy of the methods. Regression models are performed in SAS/STAT® using PROC REG, PROC LOGISTIC, PROC NLMIXED, PROC GLIMMIX, and SAS® macros for model evaluation. The conclusion recommends credit limit utilization rate prediction techniques obtained from the empirical analysis.

INTRODUCTION

A credit card as a banking product has a dual function both as a convenient loan and a payment tool. This fact makes the task of the profitability prediction for this product more complex than for standard loans. Moreover, a credit card has a fluctuating balance, and its accurate forecast is an urgent problem for credit risk management, liquidity risk, business strategies, customer segmentation and other aspects of bank management. The use of traditional techniques gives acceptable empirical results, but a majority of the industrial models are simplified and make a lot of assumptions. Whilst risk modelling techniques like credit scoring give reliable predictive results and are accepted by industry, the credit business parameters modelling like credit card usage and profitability are less accurate in practice. In particular, this is caused by more complex customer behaviour types – ‘wishing to use and how to use’ - in comparison with customer risk model – ‘must to pay’. Credit products, especially credit cards are sensitive both to macroeconomic trends, cycles and fluctuating factors – systematic components, and to individual behavioural patterns of the customer like desire to spend and personal financial literacy.

The initial research into customer behaviour arose from works dedicated to the economic organization of households (for instance, Awh et al, 1974; Bryant W. K., 1990) and has become the basis for further investigations in the credit products usage and risk modelling literature. The first set of the investigations in the area of credit cards usage paid attention to the consumer credit demand (White, 1976; Dunkelberg and Stafford, 1971; Duca, Whitesell, 1995) and to the probability of credit card use (White, 1975; Dunkelberg, Smiley, 1975; Heck, 1987). The splitting by customer usage can also be applied to improve the predictive accuracy of the scoring model (Banasik J.et al, 2001).

There is a lack of fundamental works dedicated to the lines of credit and credit cards utilization rate prediction in academic literature. Kim and DeVaney (2001) applied the Ordinary Least Squares (OLS) method for the outstanding balance prediction with the Heckman procedure. It has been found that the sets of characteristics related to the probability of having an outstanding balance and to the amount of outstanding balance are different. Agarwal et al (2006) made a point that there is dependence between credit risk and credit line utilization. So limit changes in our investigation show correlation with risk level and previous customer behaviour.

The proportion prediction techniques are widely used for Loss Given Default estimation in credit risk modelling (Belotti and Crook, 2009; Arsova et al, 2011; Van Berkel and Siddiqi, 2012; Yao et al, 2014). This paper is dedicated to the cross-sectional analysis at the account level with use of a number of approaches for proportion prediction. We perform a comparative analysis of a set of methods for the
utilization rate (usage proportion) prediction: i) five direct estimation techniques such as ordinary linear regression, beta regression, beta transformation plus general linear models (GLM), fractional regression (quasi-likelihood estimation), and weighted logistic regression for binary transformed data, ii) two-stage models with the same direct estimation methods and the logistic regression at the first stage for the probability of full use estimation.

DATA SAMPLE

The data set for the current research contains information about credit card portfolio dynamics on account level and cardholders applications. The data sample is uploaded from the data warehouse one of the European commercial banks. The account level customer data sample consist of three parts: i) application form data such as customer socio-demographic, financial, registration parameters, ii) credit product characteristics such as credit limit and interest rate time-dependent, and iii) behavioural characteristics on the monthly basis such as the outstanding balance, days past due, arrears amount, number and types of transactions, purchase and payment turnovers. The macroeconomic data is collected from open source and contain the main macroindicators such as GDP, CPI, unemployment rate, and foreign to local currency exchange rate. The data sample is available for 3 year period. The total number of accounts available for the analysis for whole lending period is 153 400, but not all accounts have been included into the data sample.

Month numeration is calculated in backward order. For example, Month 1 – current month, observation and calculation point in time, Month 2 – previous month (or -1 month).

<table>
<thead>
<tr>
<th>Month name</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month Num</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

June is current month, month of characteristics calculation and prediction. Thus, AvgBalance (1-6) is average balance for Jan-Jun, AvgBalance (1-3) is average balance for Apr-Jun. The characteristics are presented in the Table 1. List of characteristics. The dictionary is not full.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavioural characteristics (transactional) – Time Random</strong></td>
<td></td>
</tr>
<tr>
<td>b_AvgBeop13_to_AvgBeop46</td>
<td>Average Balance EOP in the last 3 month to Average Balance in months 4-6</td>
</tr>
<tr>
<td>b_maxdpd16</td>
<td>Maximum days past due in the last 6 months</td>
</tr>
<tr>
<td>b_Tr_Sum_deb_to_Crd_16</td>
<td>Sum of Debit transactions amounts to Credit transactions amounts for months 1-6</td>
</tr>
<tr>
<td>b_Tr_Sum_deb_to_Crd_13</td>
<td>Sum of Debit transactions amounts to Credit transactions amounts for months 1-3</td>
</tr>
<tr>
<td>b_Tr_Avg_deb_to_Crd_16</td>
<td>Average Debit transactions amounts to Average Credit transactions amounts for months 1-6</td>
</tr>
<tr>
<td>b_Tr_Avg_deb_to_Crd_13</td>
<td>Average Debit transactions amounts to Average Credit transactions amounts for months 1-3</td>
</tr>
<tr>
<td>b_TR_AvgNum_deb_16</td>
<td>Average monthly number of debit transactions for months 1-6</td>
</tr>
<tr>
<td>b_TR_AvgNum_Crd_16</td>
<td>Average monthly number of credit transactions for months 1-6</td>
</tr>
<tr>
<td>b_TR_MaxNum_deb_16</td>
<td>Maximum monthly number of debit transactions for months 1-6</td>
</tr>
<tr>
<td>b_TR_MaxNum_Crd_16</td>
<td>Maximum monthly number of credit transactions for months 1-6</td>
</tr>
<tr>
<td>b_TR_max_deb_to_Limit16</td>
<td>Amount of maximum debit transaction to limit for months 1-6</td>
</tr>
<tr>
<td>b_TR_sum_crd_to_OB13</td>
<td>Sum of credit transaction to average outstanding balance for month 1-3</td>
</tr>
<tr>
<td>b_TRsum_deb16_to_TRcrd16</td>
<td>Sum of debit to sum of credit transactions for month 1-6</td>
</tr>
<tr>
<td>b_NoAction_NumM_16</td>
<td>Number of month with no actions for months 1-6</td>
</tr>
<tr>
<td>b_NoAction_NumM_13</td>
<td>Number of month with no actions for months 1-3</td>
</tr>
<tr>
<td>b_pos_flag_0</td>
<td>POS transaction indicator for current month</td>
</tr>
<tr>
<td>b_pos_flag_13</td>
<td>POS transaction indicator for the previous 3 month</td>
</tr>
</tbody>
</table>
### Characteristic Description

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>b_atm_flag_0</td>
<td>ATM transaction indicator for current month</td>
</tr>
<tr>
<td>b_atm_flag_13</td>
<td>ATM transaction indicator for the previous 3 month</td>
</tr>
<tr>
<td>b_pos_flag_used46vs13</td>
<td>POS transaction in month 4-6 but no transaction in month 1-3</td>
</tr>
<tr>
<td>b_pos_flag_use13vs46</td>
<td>POS transaction in month 1-3 but no transaction in month 4-6</td>
</tr>
<tr>
<td>b_atm_flag_used46vs13</td>
<td>ATM transaction in month 4-6 but no transaction in month 1-3</td>
</tr>
<tr>
<td>b_atm_flag_use13vs46</td>
<td>ATM transaction in month 1-3 but no transaction in month 4-6</td>
</tr>
<tr>
<td>No_dpd</td>
<td>Flag if account was in delinquency</td>
</tr>
</tbody>
</table>

#### Application characteristics – Time fixed

- **Age**
  - As of the date of application
- **Gender**
  - Assumption that status constant in time
- **Education**
  - Assumption that status constant in time
- **Marital status**
  - Assumption that status constant in time
- **Position**
  - The position occupied by an applicant
- **Income**
  - As of the date of application

#### Macroeconomic characteristics – Time random

- **Unemployment Rate ln lag3**
  - Log of unemployment rate with 3 month lag
- **GDPCum_In yoy**
  - Log of cumulative GDP year to year to the same month
- **UAH-EURRate_In yoy**
  - Log of exchange rate of local currency to Euro in compare with the same period of the previous year
- **CPIYear_In yoy**
  - Log of the ratio of the current Consumer Price Index to the previous year the same period CPI

Table 1. List of characteristics

---

**MODEL BUILDING**

The usage of credit limit may be changed during a lifetime period. The utilization rate \( Ut \) is defined as the outstanding balance \( OB \) divided by credit limit \( L \) \( Ut = OB/L \).

Under the assumption that the credit limit is fixed the utilization rate dynamics is completely dependent on the outstanding balance. In current investigation we are concerned with to the utilization rate that is the percentage of the balance relative to a customer credit limit. In our opinion the utilization rate approach is able to give more adequate customer behaviour estimation than direct outstanding balance prediction in sense of consumption habits and customer demand on money, and also is corresponding with bank credit policy.

The credit limit depends on credit policy rules and is defined particularly according to the customer risk profile. The same behavioural customer segments have various outstanding balances correlated particularly with the credit limit. Thus customer segment does not have a typical outstanding balance, but a typical utilization rate as proportion of the credit limit.

The prediction of utilization rate instead of the outstanding balance amount is used to avoid the possible disproportion in behaviour modelling caused by i) different start terms such as bank’s credit policy and product parameters changes which may affect on the initial credit limit for the same category of customers, ii) hypothesis that credit card customer behaviour is affected mainly by the available balance as part of the credit limit and then by the amount of the available balance.
Because of the inconsistencies in the behavioural characteristics calculation (lack of history) and the differences in the utilization rate dynamic at the early and late credit history stages we allocated a separate model for the low MOB period. In our case two periods have been chosen: MOB from 1 to 5 and MOB more than 6. The utilization rate has rapid growth during first 5 month on book showing in Fig.3, but after a peak at 6-8 month on book it stabilized and had slight monotonic decrease.

As it can been seen from the Figure 3. The utilization rate distribution slightly less than 20% of the observations have the utilization rate from 0% to 5% and approximately 20% of observations have the utilization rate from 95% to 100%. Other cases are distributed almost uniformly from 5% to 80%, and the slight increase of the observations can be observed after 85% rate value. However, in 5% cases, the utilization rate exceeds one hundred percent indicates that the use of loan funds is higher than the set credit limit. This can be explained by i) credit overlimit of the outstanding balance; ii) technical accrual of the interest rates, fees and commissions on the principal account. For the further analysis purposes this cases are replaced by 100% utilization to avoid misinterpretation of the utilization rate and according to the business logic. However, the set of cases can be allocated as a separate category to investigate the reasons and drivers of the credit overlimit.
Figure 3. The utilization rate distribution

Figure 4. The Utilization Rate, balance and limit distribution by Position type (example) shows the examples of dependence between utilization rate and client characteristics. Top managers have the highest limits, but the lowest utilization rate in compare with other positions. This means that the outstanding balance is not as different as the credit limit.

METHODOLOGY AND MODELS

We apply five proportions prediction methods for the utilization rate both for one-stage and two-stage models. They are the following:

i) linear regression (OLS)

ii) fractional regression (quasi-likelihood)

iii) beta-regression (non-linear)
iv) beta-transformation + OLS/GLM;

v) weighted logistic regression with data binary transformation.

This section describes methods overview and used SAS code. The comparative analysis of results is presented in the section 'Modelling results'.

LINEAR MODEL BASED APPROACH

The linear regression is tested for proportion modelling (Belotti and Crook, 2012; Arsova et al, 2011)

\[ y_i = \beta_0 + \beta^T x_i + \epsilon_i \]

\[ \epsilon_i \sim N(0, \sigma^2) \]

We assume the utilization rate depends on behavioural, application, macroeconomic characteristics, and also on the previous periods utilization rate with time lag.

\[ UT_{i,t+T} = \phi \cdot UT_{i(t-i)} + \sum_{k=1}^{K} \beta_b \cdot B_{bit} + \sum_{l=1}^{L} \alpha_a \cdot A_{ai} + \sum_{m=1}^{M} \gamma \cdot M_{mt} \]

\( \phi, \alpha, \beta, \gamma \) are regression coefficients (slopes)

\( B_{bit} \) is behavioural factor \( b \) for case \( i \) in period \( t \), for example, average balance to maximum balance, maximum debit turnover to average outstanding balance, maximum number days in delinquency – time varying;

\( A_{ai} \) is application factor \( a \) for case \( i \), for example, client’s demographic, financial and product characteristics such as age, education, position, income, property, interest rate – time constant;

\( M_{mt} \) is macroeconomic factor \( m \) in period \( t \) such as GDP, FX, Unemployment rate changes – time varying;

\( UT_{i,t+T} \) is the utilization rate for case \( i \) in period \( t \);

\( I \) is time lag between current point in time and characteristics calculation slice;

\( T \) is the period of prediction in months.

However, time parameter \( t \) for this task is used to identify the point in time for lag an each behavioural characteristics and in case the cross sectional analysis the behavioural characteristics and macroeconomic variables are not time varying.

One of the weaknesses of the linear regression application for the utilization rate modelling is the unlimited range of the function outcome. It can be fixed with the conditional function as the following

\[ f(x) = \begin{cases} 
0, & f(x) < 0 \\
\frac{f(x)}{f(x) + 1}, & f(x) \in [0;1] \\
1, & f(x) > 1 
\end{cases} \]

Linear regression approach can be a reason of high concentration of the rate values on bounds 0 and 1. Moreover, such shape of the distribution function is not continuous and has broken points of inflection what is often non-corresponding with real economic processes. However, this approach is easy to use and it can be applied for quick preliminary analysis of correlations and general trends.

Hereinafter SAS code describe step-by-step all stages of the modelling with the same data source, target and predictors.
BETA-REGRESSION APPROACH

One of the ways to set bounds for target variable is to apply a transformation of the empirical distribution to the theoretical with appropriate limits. A beta distribution can be applied to match the distribution shape with borders, in our case it is 0 and 1. The approach proposed by Ferrari and Cribari-Neto (2004) for LGD modelling is applied for the utilization rate prediction.

The Beta-distribution can be bounded between two values and parameterized by two positive parameters, which define the shape of the distribution. Generally the empirical probability density function of the utilization rate distribution is U-shape. The parameters \( \alpha \) and \( \beta \) should be set up to match the density function shape to minimize the residuals between the empirical and theoretical distribution.

The beta distribution probability density function is

\[
 f_X(x) = \frac{1}{B(\alpha, \beta)} x^{\alpha-1} (1-x)^{\beta-1}
\]

where \( \alpha, \beta > 0 \).

The parameters \( \alpha \) and \( \beta \) are estimated to match the theoretical distribution close to empirical one. Beta distribution function can be represented via Gamma function as

\[
 Beta(y, \alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} y^{\alpha-1} (1-y)^{\beta-1}
\]

Because the outcome is in the range between 0 and 1 the logistic transformation is used to find the dependences between predictors \( x(a) \) and regressor

\[
 \mu(a) = L(x(a), \beta) = \frac{e^{x(a)\beta}}{1+e^{x(a)\beta}}
\]

Log-likelihood function is the following:

\[
 I(\mu, \phi) = \log \Gamma(\phi) - \log \Gamma(\mu, \phi) - \log \Gamma((1-\mu, \phi) + (\mu, \phi - 1) \log y_i + (1 - \mu, \phi) - 1) \log (1 - y_i)
\]
The inverse beta-transformation with cumulative distribution function is applied to find real rate value according to the estimated one. After this transformation the logistic regression is applied to estimate dependence between beta-function and predictors, and then inverse transformation from cumulative probability function is applied to get the utilization rate.

BETA-TRANSFORMATION PLUS OLS

The algorithm uses the beta distribution to transform the original target. First stage is to find the beta-distribution coefficients (alpha and beta) to fit the development sample distribution using the non-linear regression procedures. Secondly, replace real target variable by the ideal beta-distributed. Thirdly, find appropriate normal distributed value. Then, run OLS or Generalized Linear Mixed Model to find regression coefficients. After this stage it is need to perform the inverse transformation for normal distribution and then inverse for the beta regression. To obtain a prediction it is necessary to transform linear regression results with normal and then beta regression with the constant alpha and beta coefficient found at the first stage.
from
(select mean(Target_UT_plus6_p) as samp_mean,
     var(Target_UT_plus6_p) as samp_var
     from DevSample);
run;

proc nlmixed data=&r.Tr_plus6m_nl_beh;
   /*using MM estimates as starting points*/
   parms /bydata data=test_MM_Est(drop=samp_mean samp_var
       rename=(alpha_moments=alpha_mle
       beta_moments=beta_mle));
   ll=log(gamma(alpha_mle+beta_mle))-
       log(gamma(alpha_mle))-
       log(gamma(beta_mle))
       +(alpha_mle-1)*log(Target_UT_plus6_p)+(beta_mle-1)*log(1-
       Target_UT_plus6_p);
   model Target_UT_plus6_p~general(ll);
run;

/* Put alpha and beta for Beta distribution from PROC NLMIXED results */
%let alpha = 0.2909;
%let beta = 0.3049;

/* Transform to Beta distribution */
data DevSample;
set DevSample;
Target_UT_plus6_p_beta = cdf("BETA", Target_UT_plus6_p, &alpha, &beta);
run;

/* Find quantile for Normal distribution for Beta distribution value */
data DevSample;
set DevSample;
Target_UT_plus6_p_beta_prob = quantile("NORMAL", Target_UT_plus6_p_beta);
run;

/* Run GLIMMIX or REG procedures */
proc glimmix data=DevSample;
   model Target_UT_plus6_p_beta_prob = &RegAMB_nl;
   output out = DevSample pred=Target_UT_plus6_p_beta_prob_pr;
run;
/*or*/
proc reg data=DevSample;
   model Target_UT_plus6_p_beta_prob = &RegAMB_nl;
   output out = DevSample pred=Target_UT_plus6_p_beta_ols;
run;

/* Inverse transformation from Normal to Beta distribution for results*/
data DevSample;
set DevSample;
Target_UT_plus6_p_beta_prob_res =
    quantile("BETA",cdf("NORMAL",Target_UT_plus6_p_beta_prob_pr),&alpha,&beta);
run;
Beta transformation approaches widely used for LGD modelling, but empirical researches show not high predictive power results (Arsova et al., 2011; Loterman et al., 2012; Bellotti and Crook, 2009).

**UTILIZATION RATE MODELLING WITH FRACTIONAL LOGIT TRANSFORMATION (QUASI-LIKELIHOOD)**

The utilization rate is bounded between 0 and 1 and required appropriate methods to keep the predicted value in this range. One of the techniques is fractional logit regression proposed by Papke & Wooldridge (1996). The Bernoulli log-likelihood function is given by

\[ l_i(b) = y_i \log[G(x_i,b)] + (1 - y_i)\log[1 - G(x_i,b)] \]

The quasi-likelihood estimator of \( \beta \) is obtained from the maximization of

\[ \max_b \sum_{i=1}^{N} l_i(b) \]

Crook and Bellotti (2009) apply the Fractional logit transformation for the Loss Given Default parameter modelling:

\[ T_{RR} = \log(RR) - \log(1 - RR) \]

where RR – is recovery rate.

The LGD parameter has the same features as the Utilization rate such as U-shape and bimodal distribution. Thus the similar techniques can be applied for the modelling and parameters estimations.

The utilization rate UT is transformed to \( UT_{TR} \) for regression estimation

\[ UT_{TR} = \ln(UT) - \ln(1 - UT) \]

The inverse transformation of the predicted value is the following:

\[ UT = \frac{\exp(UT_{TR})}{1 + \exp(UT_{TR})} \]

The quasi-likelihood methods used to estimate the parameters in the model.

The SAS procedure GLIMMIX is used for the regression coefficients estimation. Procedure GLIMMIX performs estimation and statistical inference for generalized linear mixed models (GLMMs). A generalized linear mixed model is a statistical model that extends the class of generalized linear models (GLMs) by incorporating normally distributed random effects.
/*Fractional regression with Quasi-likelihood methods */
/* Preparation for fractional - quasi-likelihood regression */

if Target_UT_plus6 = 0 then Target_UT_plus6_p = 0.0001;
else if Target_UT_plus6 = 1 then Target_UT_plus6_p = 0.9999;
else Target_UT_plus6_p = Target_UT_plus6;
Target_UT_plus6_log=log(Target_UT_plus6_p)-log(1-Target_UT_plus6_p);

proc glimmix data=DevSample;
  _variance_ = _mu_*2*(1-_mu_)*2;
  model Target_UT_plus6_p = &RegAMB_nl / link=logit;
  output out=DevSample pred(ilink)=ut0_quasi_pred;
run;

Alternatively can be used PROC NLMIXED for fractional response from Yao (2014) as following:

Program 2. Fractional response regression
proc nlmixed data=MyData tech=newrap maxiter=3000 maxfunc=3000 qtol=0.0001;
  parms b0-b14=0.0001;
  cov_mu=b0+b1*Var1+b2*Var2+...+b14*Var14;
  mu=logistic(cov_mu);
  loglikefun=RR*log(mu)+(1-RR)*log(1-mu);
  model RR~general(loglikefun);
  predict mu out=frac_resp_output (keep=instrument_id RR pred);
run;

WEIGHTED LOGISTIC REGRESSION WITH BINARY TRANSFORMATION APPROACH

The relatively innovative approach is the use of the weighted logistic regression with binary transformation of the data sample. The logit function is bounded between 0 and 1 and traditionally applied for the probability prediction. To apply logistic regression which used binary distribution the target proportion variable need to be transformed from continuous to binary form. The utilization rate can be considered as the probability to use the credit limit by 100%. For example, the utilization rate 75% can be presented as 75% probability to use full credit limit and 25% probability not to use the credit limit. This approach is used by Siddiqi (2012) for the Loss Given Default prediction. Each observation is presented as two observations (or two rows) with the same set of predictors according to the good/bad or 0/1 definition used in logistic regression. The outcome with target 1 corresponds to the rate \( r \), which determines the weight equal to this rate \( r \). The outcome with target 0 corresponds to the rate \( 1-r \), which determines the weight equal to \( 1-r \). The logistic regression probability of event is the utilization rate estimation.

The data sample is transformed according to the following scheme:

<table>
<thead>
<tr>
<th>Utilization Rate</th>
<th>Binary recovery – target</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( R, 0&lt;r&lt;1 )</td>
<td>1</td>
<td>( r )</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1-( r )</td>
</tr>
</tbody>
</table>

The set of methods is used for the rates modelling as LGD account level prediction. Stoyanov (2009) investigated, in particular, the following approaches to LGD account level modelling as binary transformation of the LGD using uniform random numbers, binary transformation of the LGD using manual cut-off. Arsova et al (2011) applied both direct approaches to the LGD modelling such as OLS
regression, beta regression and fractional regression and indirect approaches such as logistic regression with binary transformation of LGD by random number, logistic regression with binary transformation of LGD by weights, and also multi-stage models like Ordinal Logistic Regression with nested Linear Regression.

This study uses weighted logistic regression with binary transformed sample for rate estimations. In common logistic regression matches the log of the probability odds by a linear combination of the characteristic variables as

$$\logit(p_i) = \ln\left(\frac{p_i}{1-p_i}\right) = \beta_0 + \beta \cdot x_i^T,$$

where

$pi$ is the probability of particular outcome, $\beta_0$ and $\beta$ are regression coefficients, $x$ are predictors.

$P_i = E(Y_i | x_i, \beta) = \Pr(Y_i = 1 | x_i, \beta)$ is the probability of event for $i^{th}$ observation.

In general this approach can be interpreted as the following: the utilization equal to 10% is the same as from accounts 10 accounts have utilization equal 100% and 90 accounts have utilization equal 0%. Thus the weighted logistic regression with proportions transformed to weights can be applied in SAS/STAT.

```sas
/*Weighted Logistic Regression with data sample binary transformation */
/* --- Create binarized sample --- */
/* Development Sample Binary Tranformation*/

data DevSample_wb;
set DevSample;
good=0;
bad=1;
ut_weight=Target_UT_plus6; run;

data DevSample_wb_ne;
set DevSample;
good=1;
bad=0;
ut_weight=1-Target_UT_plus6; run;

data DevSample_wb_reg;
set DevSample_wb DevSample_wb_ne; run;

/* --- Run Model --- */
proc logistic data=DevSample_wb_reg outest = r_Ut_wb_est;
model good = &RegAMB_nl / selection = stepwise slentry = 0.05 slstay = 0.05;
output out=r_ut_wb_out predicted=pr_ut; weight ut_weight; run;

/* Extract real sample for analysis - drop doubles after binary transformation step */
data wlog_nl_dev (keep = Target_UT_plus6_p pr_ut);
set r_ut_wb_out;
if good=0; run;
```
The predicted outcome from the logistic regression is used as the utilization rate estimation. For validation purposes we need to come back to original data set by dropping the doubled rows (account). For example, if we define the full utilization as ‘bad = 1’ and ‘good=0’ we need to keep this cases in sample and drop ‘good=1’ cases where the outcome estimation is equal to the 1-utilization rate.

MODELLING RESULTS

ONE-STAGE MODELLING APPROACHES SUMMARY

We applied five methods for direct proportion prediction for three types of models: Less than 5 MOB, MOB 6+ with No changes in Limit, and MOB 6+ with Limit Changes.

The factors chosen for the model validation are R square, mean absolute error (MAE), root-mean-square deviation (RMSE) and mean absolute percentage error (MAPE). The key factor are R square and MAE. The highest value of the R2 for all 3 types of the models: MOB 6 and more with no limit change – 0.5522, MOB 6 and more with limit changes – 0.5066 and MOB 1-5 – 0.4535) is given by weighted logistic regression approach. However, the fractional regression approach has shown close coefficient of determination results. Other methods such as OLS, Beta regression (non-linear mixed procedure) and beta-transformation + OLS have shown weaker results. The least coefficient of determination value has Beta-regression plus OLS approach, but on contrary this approach has the least value of MAE coefficient (0.1779, 0.1831 and 0.2051 for MOB 6+ no limit change, MOB 6+ limit change and MOB 1-5 respectively). For comparison the weighted logistic regression has MAE 0.1922, 0.1941 and 0.2169 for the same types of models. In fact OLS gives results which are not significantly worse than the fractional regression, but the outcome value does not have limitation in range from 0 to 1, and OLS method can give results out of the defined range of permissible values.

<table>
<thead>
<tr>
<th>One-Stage Model</th>
<th>Method</th>
<th>Development Sample</th>
<th>Validation Out-of-sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R2</td>
<td>MAE</td>
</tr>
<tr>
<td>Month on Book 1-5</td>
<td></td>
<td>OLS</td>
<td>0.4481</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional (Quasi-Likelihood)</td>
<td><strong>0.4513</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta regression (nlmixed)</td>
<td>0.4075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta transformation + OLS</td>
<td>0.3324</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Logistic Regression</td>
<td><strong>0.4535</strong></td>
</tr>
<tr>
<td>Month on Book 6 or more</td>
<td>Limit NO Change</td>
<td>OLS</td>
<td>0.5010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional (Quasi-Likelihood)</td>
<td><strong>0.5040</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta regression (nlmixed)</td>
<td>0.4877</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta transformation + OLS</td>
<td>0.4246</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Logistic Regression</td>
<td><strong>0.5066</strong></td>
</tr>
<tr>
<td>Month on Book 6 or more</td>
<td>Limit Changed</td>
<td>OLS</td>
<td>0.5498</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional (Quasi-Likelihood)</td>
<td><strong>0.5502</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta regression (nlmixed)</td>
<td>0.5341</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beta transformation + OLS</td>
<td>0.4698</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Logistic Regression</td>
<td><strong>0.5522</strong></td>
</tr>
</tbody>
</table>

Table 2. Summary validation of the regression methods for three utilization rate models

The comparative analysis results given from development and out-of-sample validation have shown that the best proportion prediction model for the utilization rate direct estimation are fractional regression (quasi-likelihood) and weighted logistic regression with binary transformation of the data sample.

Arsova et al (2011), Loterman et al (2012) have shown the same best methods for Loss Given Default prediction, thus our utilization rate modelling results with regressions confirm obtained before for another proportion predictions.
We provide the detailed results for Limit No Change model. For Limit Change and MOB 1-5 models the distributions and proportions keep similar trends and mainly differ in scales only.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>OLS</th>
<th>Fractional</th>
<th>Beta regression</th>
<th>Beta+OLS</th>
<th>Weighted Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.53520</td>
<td>0.53893</td>
<td>0.50482</td>
<td>0.53220</td>
<td>0.53516</td>
</tr>
<tr>
<td>Std Deviation</td>
<td>0.28105</td>
<td>0.28297</td>
<td>0.25019</td>
<td>0.37851</td>
<td>0.28243</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.36165</td>
<td>-0.34751</td>
<td>-0.26532</td>
<td>-0.23848</td>
<td>-0.35561</td>
</tr>
<tr>
<td>Uncorrected SS</td>
<td>76937</td>
<td>78008</td>
<td>66833</td>
<td>89795</td>
<td>77090</td>
</tr>
<tr>
<td>Coeff Variation</td>
<td>52.5123</td>
<td>52.5070</td>
<td>49.5595</td>
<td>71.1215</td>
<td>52.7744</td>
</tr>
<tr>
<td>Sum Observations</td>
<td>112680</td>
<td>113465</td>
<td>106284</td>
<td>112048</td>
<td>112671</td>
</tr>
<tr>
<td>Variance</td>
<td>0.07899</td>
<td>0.08007</td>
<td>0.06259</td>
<td>0.14327</td>
<td>0.07976</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-1.19212</td>
<td>-1.37168</td>
<td>-1.35845</td>
<td>-1.59755</td>
<td>-1.35032</td>
</tr>
<tr>
<td>Corrected SS</td>
<td>16630</td>
<td>16859</td>
<td>13178</td>
<td>30163</td>
<td>16793</td>
</tr>
<tr>
<td>Std Error Mean</td>
<td>0.00061</td>
<td>0.00062</td>
<td>0.00055</td>
<td>0.00082</td>
<td>0.00062</td>
</tr>
</tbody>
</table>

Table 3. Statistic parameters for predicted distributions for Limit NO Change Model

As it can be seen the mean values are around the 0.53 value for all approaches exclude beta regression which has in average underestimated results. On the other hand Beta transformation with OLS shows the highest standard deviation and variation.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>OLS</th>
<th>Fractional</th>
<th>Beta regression</th>
<th>Beta+OLS</th>
<th>Weighted Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% Max</td>
<td>1.1187</td>
<td>0.9821</td>
<td>0.9495</td>
<td>1.0000</td>
<td>0.9829</td>
</tr>
<tr>
<td>99%</td>
<td>0.9440</td>
<td>0.9251</td>
<td>0.8713</td>
<td>0.9962</td>
<td>0.9188</td>
</tr>
<tr>
<td>95%</td>
<td>0.8960</td>
<td>0.8845</td>
<td>0.8287</td>
<td>0.9789</td>
<td>0.8804</td>
</tr>
<tr>
<td>90%</td>
<td>0.8647</td>
<td>0.8626</td>
<td>0.8053</td>
<td>0.9663</td>
<td>0.8581</td>
</tr>
<tr>
<td>75% Q3</td>
<td>0.7843</td>
<td>0.7987</td>
<td>0.7346</td>
<td>0.9079</td>
<td>0.7940</td>
</tr>
<tr>
<td>50% Median</td>
<td>0.5985</td>
<td>0.6153</td>
<td>0.5543</td>
<td>0.6285</td>
<td>0.6103</td>
</tr>
<tr>
<td>25% Q1</td>
<td>0.2753</td>
<td>0.2551</td>
<td>0.2608</td>
<td>0.0997</td>
<td>0.2568</td>
</tr>
<tr>
<td>10%</td>
<td>0.1177</td>
<td>0.1152</td>
<td>0.1333</td>
<td>0.0057</td>
<td>0.1103</td>
</tr>
<tr>
<td>5%</td>
<td>0.0770</td>
<td>0.0904</td>
<td>0.1143</td>
<td>0.0025</td>
<td>0.0850</td>
</tr>
<tr>
<td>1%</td>
<td>-0.0045</td>
<td>0.0562</td>
<td>0.0872</td>
<td>0.0007</td>
<td>0.0446</td>
</tr>
<tr>
<td>0% Min</td>
<td>-0.3780</td>
<td>0.0055</td>
<td>0.0232</td>
<td>0.0000</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

Table 4. Outcome Distributions for five prediction methods for Limit NO Change Model

The predicted with OLS utilization rate distribution has U-shape with some values below zero and higher than 1 (see Figure 5. Linear regression predicted outcome distribution). To avoid the values out of interval without use of conditional function like if value less than 0 let it be 0 we apply another approaches with outcome values in range.

Four other approaches have outcome values strictly between 0 and 1. Figure 6. Beta regression, Beta-transformation, Fractional regression, and Weighted logistic regression distributions. The U-shape distribution corresponds with original utilization rate distribution in the data sample. However, at the right side (high proportion values) pick is not in the value 1 as expected, but in the area of 0.85-0.9 what has made the prediction biased. Beta regression (NLMIX) distribution is similar to fractional one but the left pick of low utilization is higher than the area of high utilization. This means that the prediction can be underestimated. The U-shape of the beta-transformation approximated with OLS has the most fitted shape with the original distribution. However, the validation results are weakest among all models (Table 2. Summary validation of the regression methods for three utilization rate models). An approach with weighted logistic regression also has right peak not at the high bound, but in 0.85-0.9 area. The predicted outcome can be underestimated for high utilization values, but the statistical validation results have shown the best values. Weighted logistic and Fractional response regressions give similar distributions and higher predictive power in compare with other approaches.
Figure 5. Linear regression predicted outcome distribution

Beta regression

Figure 6. Beta regression, Beta-transformation, Fractional regression, and Weighted logistic regression distributions
Table 5. Parameters estimation comparative analysis for Ordinary Least Squares example
Models for APP, BEH NL and BEH CL used different sets of characteristics is shown in Table 5. Parameters estimation comparative analysis for Ordinary Least Squares example. The application parameters are used for all segments, but long term behavioural predictors are not used for APP and limit changes are used for BEH CL only. We provide OLS method estimations here for the comparative analysis of the model segments. As it can be seen from the table 4 the same characteristics have different estimations and t-values for APP, BEH NL and BEH CL. For example, current utilization rate is less significant for limit changed account than for the account without limit changes (170 and 104 t values respectively). Some characteristics can have opposite trend for behavioural and application model such as education level and the indicator of the POS use only for the last 3 month. Thus the same drivers impact on the utilization rate and customer behaviour in the different way.

TWO-STAGE MODEL SUMMARY

Two-stage model means that at the first stage the probability to get a boarder value as 0 and 1 is calculated, and then the proportion estimation in the interval (0;1) are applied.

At the first stage the probability that an account has zero utilization (Pr(Ut=0)) and then that an account has full utilization (Pr(Ut=1)) in the performance period is calculated with binary logistic regression. At the second stage the proportion between 0 and 1 excluding 0 and 1 values is calculated according to the set of the approaches used for one-stage direct estimation (Figure 7. Two-stage regression model schema).

The two-stage model utilization rate is calculated with the following formula:
$$U_t = (1 - Pr(U_t = 0))(Pr(U_t = 1) + (1 - Pr(U_t = 1)))$$
$$E(U_t | Ut \neq 0, Ut \neq 1)$$

Where Pr(Ut=0) and Pr(Ut=1) are the probability the utilization rate is equal to 0 or 1 respectively.
$$E(U_t | Ut \neq 0, Ut \neq 1)$$ is the utilization rate proportion estimation for the utilization rates not equal zero and not equal to 1.

![Figure 7. Two-stage regression model schema](image)

Two-stage model consist of two parts: the probability of zero utilization and full utilization with use of logistic regression and the proportion estimation with use of the set of the same methods as for one-stage model.

In general two-stage models have shown better model accuracy and prediction results for development and validation samples, but the difference in forecasts errors are insignificant. For example, for Limit No Change model for OLS method for one-stage and two-stage approaches $R^2 = 0.5498$ and $0.5534$, MAE= 0.1930 and 0.1913 respectively. However, if we compare Stage 2 model with one-stage direct estimation it can be seen that one-stage model gives better results. For example, one-stage and stage 2 of two-stage model $R^2 = 0.5498$ and $0.4310$, MAE= 0.1930 and 0.1948 respectively. But this difference
is compensated high prediction performance of the Stage 1 model – logistic regression, which has KS = 0.6262 and 0.5931, Gini = 0.7479 and 0.7243 for probability the utilization rate is equal to zero and the utilization rate is equal to 1 respectively.

### Table 6. Two-stage models comparative analysis

The two-stage models for other two segments: Limit Changed and Month on Book less than 6 have shown approximately the same results for models quality assessment and validation. Difference is in scale only. For example, MOB 1-5 model shows low KS and Gini parameters (~0.30 and ~0.40 respectively) what is normal and expected for the application scoring.

**CONCLUSION**

The main task of this paper is to find more accurate method for the credit limit utilization rate. We applied a number of methods already used for proportions prediction as Loss Given Default and compared obtained results with published. The general proportion models accuracy evaluations for LGD are confirmed for the utilization rate too (Belotti and Crook, 2009; Arsova et al, 2011; Yao et al, 2014). We applied five methods: i) linear regression (OLS), ii) fractional regression (quasi-likelihood), iii) beta-regression (non-linear), iv) beta-transformation + OLS/GLM, v) weighted logistic regression with data binary transformation in one-stage direct model and two-stage model with logistic regression for the probability of bounded values estimation.

The best validation results have been shown by for both one- and two-stage models are:

i) fractional regression and

ii) weighted logistic regression with data binary transformation.

However, OLS results are not differ dramatically and describe the similar distribution shape. Beta transformation has the most similar distribution shape but has the worst validation results.

Two-stage models show slight better result for all five approaches than one-stage model. The probabilities estimation models for the utilization rate bound values 0 and 1 have high performance results for credit risk behavioural models.

We also segmented our population and use three separate groups of models for customer with less than 6 month on balance, customer with 6 and more month on balance and no changes limit, and customer with 6 and more month on balance and increased limit. These three model segment has different sets of characteristics. For example, additional limit changes parameters or limited number of behavioural characteristics for MOB less than 6 accounts. Models for changed limit are slight stronger than MOB 6+
without limit change rather because of additional parameters, models for MOB less than 6 show weaker predictive power because of short behavioural history and these models rather based on application data.

Business contribution is in use of the utilization rate for the profitability estimation in credit limits strategy and marketing strategies at the account level. Credit limit utilization rate depends on the customer behavioural pattern and revolvers and transactors can have different utilization rates.

The next stages of the investigation for the utilization rate modelling can be dedicated to the use of other methods prediction like discrete choice, CHAID, SVM etc. and based on LGD modelling experience can give even higher performance results than regression.
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