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Abstract

Version 9 of SAS/STAT software delivers a wealth of
tools and functionality for statistical modeling and data
analysis. Areas covered by new or enhanced soft-
ware include multiple imputation, conditional logistic
regression, robust regression, general linear models
for proportional hazards, regression diagnostics, sur-
vey data analysis, power and sample size analysis,
statistical distance computations, statistical graphics,
and parallelization.

Introduction

This presentation overviews facilities and enhance-
ments for statistical modeling and data analysis in
Version 9 of SAS/STAT software. These develop-
ments were motivated by three factors: requests and
feedback from SAS users; advances in the field of
statistics; and challenges posed by large data sets
and complex data.

In order to respond to this spectrum of requirements,
the development for each new release of SAS/STAT is
balanced across a combination of experimental pro-
cedures, procedures which are achieving production
status for the first time, and incorporation of new fea-
tures in standard procedures. Experimental software
provides a vehicle for introducing new functionality.

The features and syntax of experimental software are
subject to change based on user feedback, and they
are documented in papers which are available for
download at http://www.sas.com/statistics. Typically,
experimental procedures attain production status in
the following release through additional development
and testing, as well as standard documentation.

Note: At the time of this writing, complete information
concerning experimental features in Release 9.1 of
SAS/STAT software was not available. This informa-
tion, with more details and examples, will be provided
in the final version of this paper, which is planned for

download availability at http://www.sas.com/statistics
to coincide with SUGI 28.

Multiple Imputation

Multiple imputation provides a useful strategy for deal-
ing with missing values. Instead of filling in a single
value for each missing value, Rubin’s (1987) multi-
ple imputation procedure replaces each missing value
with a set of plausible values that represent the un-
certainty about the right value to impute. These mul-
tiply imputed data sets are then analyzed by using
standard procedures for complete data and combin-
ing the results from these analyses. No matter which
complete-data analysis is used, the process of com-
bining results from different imputed data sets is es-
sentially the same. This results in statistically valid
inferences that properly reflect the uncertainty due to
missing values.

Version 8 of SAS/STAT software introduced the ex-
perimental MI and MIANALYZE procedures for creat-
ing and analyzing multiply imputed data sets for in-
complete multivariate data. The MI procedure cre-
ates multiply imputed data sets for incomplete p-
dimensional multivariate data. It uses methods that
incorporate appropriate variability across m imputa-
tions. Once the m complete data sets are ana-
lyzed using standard SAS/STAT procedures, PROC
MIANALYZE can be used to generate valid statistical
inferences about these parameters by combining the
results.

The MI procedure provides three methods for imput-
ing missing values and the method of choice depends
on the type of missing data pattern. For monotone
missing data patterns, you can use a parametric re-
gression method that assumes multivariate normal-
ity or a nonparametric method based on propensity
scores. For an arbitrary missing data pattern, you can
use a Markov chain Monte Carlo (MCMC) method that
assumes multivariate normality.
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In Version 9, the MI procedure includes predictive
mean matching for the MCMC and monotone meth-
ods. For the monotone methods, a separate imputa-
tion model can be used for each imputed variable.

In addition, classification variables can be used either
as covariates or as imputed variables for the mono-
tone methods. The logistic and discrimination meth-
ods can be used to impute classification variables.

MIANALYZE procedure updates for Version 9 include
a simplification of the input data sets. The proce-
dure allows the use of the PARMS= option without
the associated COVB= or XPXI= option when the
PARMS= data set contains parameter estimates and
associated standard errors computed from imputed
data sets. The procedure can also read the param-
eter estimates and associated standard errors from a
DATA= data set. In addition, the updates also include
a TEST statement for assessing the significance of
linear combinations of the parameters.

Conditional Logistic Regression

Conditional logistic regression has often been used
in epidemiology where a retrospective study matches
subjects, or cases, having an event of interest with
similar subjects, or controls, who do not have the
event. More recently, conditional logistic regression
has also been applied to highly stratified data and
crossover studies. With highly stratified data, there
may be a small number of subjects per stratum, and
thus a small number of subjects relative to the number
of estimated parameters. Consequently, the sample
size requirements for unconditional logistic regression
based on maximum likelihood estimation may not be
met.

Version 9 brings conditional logistic regression to the
LOGISTIC procedure via a new STRATA statement.
In the past, the PHREG procedure, which is intended
for proportional hazards regression analysis, was of-
ten used for conditional logistic regression by tak-
ing advantage of special computational equivalences.
This workaround is no longer necessary.

Robust Regression

Modern robust regression provides powerful tech-
niques for dealing with outliers in regression analysis.
Robust regression produces stable estimates in the
presence of outliers, but it is more commonly used to
detect and remove outliers, so that the analysis can
proceed using traditional methods.

The types of outliers which can be addressed with
robust regression include problems in the response
direction, problems in the covariate space (leverage
points), and problems in both directions. Three gen-

eral methods of robust regression are commonly em-
ployed. Huber M-estimation (Huber 1973) is the sim-
plest approach and is appropriate when you can as-
sume that the outliers are mainly in the response
direction; it is not robust with respect to leverage
points. Least Trimmed Squares (LTS) is a high
breakdown method introduced by Rousseeuw (1984).
Rousseeuw and Yohai (1984) introduced another high
breakdown method that can be more efficient than
LTS estimation. Finally, MM-estimation, introduced by
Yohai (1987), combines both high breakdown estima-
tion and M-estimation. All of these methods are avail-
able in the ROBUSTREG procedure, which is pro-
duction software in Release 9.1. For more details
concerning the ROBUSTREG procedure, see Chen
(2002).

General Linear Models for Proportional Hazards

For many years, users have requested that a CLASS
statement be implemented in the PHREG procedure.
In Version 9, a CLASS statement is included in the
TPHREG procedure, which is a test version of the
PHREG procedure. This means that you can spec-
ify interaction terms for your model as in the GLM
procedure. In addition, the CLASS statement sup-
ports various nonsingular parameterizations as in the
LOGISTIC procedure.

The PHREG procedure has been enhanced with new
model-checking techniques due to Lin et al. (1993,
2002), which provide assessments of the functional
form of a covariate and the validity of the proportional
hazards assumption. This functionality, which is ex-
perimental in Release 9.1, is described by Johnston
and So (2003a).

In Release 9.1, the PHREG procedure can be used
to fit a proportional means regression model for the
mean cumulative number (or cost) of events up to time
t in the analysis of data from recurrent events. This
application is described by Johnston and So (2003b).

Regression Diagnostics for Generalized Linear
Models

In Release 9.1, new model-checking methods based
on the cumulative residuals approach of Lin et al.
(1993,2002), are available in the GENMOD proce-
dure for assessing the functional form of a covariate
in the linear predictor and the form of the link func-
tion in generalized linear models and marginal models
for dependent responses (GEEs). This functionality is
described by Johnston and So (2003a).

Survey Data Analysis

Many researchers use sample surveys to collect
their information, relying on probability-based com-
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plex sample designs such as stratified selection, clus-
tering, and unequal weighting. To make statistically
valid inferences, the analysis of the data must ac-
count for the design of the study. Traditional SAS pro-
cedures, such as the MEANS and GLM procedures,
are inappropriate for this purpose because they com-
pute statistics under the assumption of simple random
sampling from an infinite population.

In Version 8, SAS/STAT introduced three procedures
for sample survey selection and survey data anal-
ysis. The SURVEYSELECT procedure selects a
probability-based sample and produces an output
data set with selected units, selection probabilities,
and sampling weights. The SURVEYMEANS pro-
cedure computes estimates of survey population to-
tals and means, estimates of their variances, con-
fidence limits, and other descriptive statistics. The
SURVEYREG procedure performs regression analy-
sis for sample survey data, fitting linear models and
computing regression coefficients and the covariance
matrix.

In Version 9, SAS/STAT provides two new proce-
dures for the analysis of sample survey data. The
SURVEYFREQ procedure produces one-way to n-
way frequency and crosstabulation tables for sur-
vey data. Like the other survey procedures, PROC
SURVEYFREQ computes variance estimates based
on the sample design used to obtain the survey data.
The design can be a complex sample survey design
with stratification, clustering, and unequal weighting.
PROC SURVEYFREQ also provides design-based
tests of association between variables. And for 2x2
tables, the procedure computes estimates of risk dif-
ferences, odds ratios, relative risks, and their confi-
dence limits.

The experimental SURVEYLOGISTIC procedure per-
forms logistic regression for categorical responses in
sample survey data. The analysis, which incorpo-
rates design aspects such as stratification and clus-
tering, is based on theoretical work by Binder (1981,
1983) and Roberts, Rao, and Kumar (1987). The
SURVEYLOGISTIC procedure provides much of the
general flexibility of the LOGISTIC procedure.

Power and Sample Size Analysis

Version 9 brings comprehensive facilities for power
and sample size computation to the SAS System in
the form of two new procedures in SAS/STAT software
and a web application. The POWER procedure per-
forms power analysis for a variety of statistical tests;
it determines the sample size required to get a sig-
nificant result with adequate probability and charac-
terizes the power of a study to detect a meaningful
effect. Analyses covered by PROC POWER include

means, proportions, correlation, regression, ANOVA,
and survival analysis. The GLMPOWER procedure
provides similar functionality for linear models.

The Power and Sample Size Application (PSS) is a
web application that provides power and sample size
computations via a point-and-click interface. A vari-
ety of statistical tasks are covered, including t-tests,
ANOVA, confidence intervals, proportions, equiva-
lence testing, linear models, and survival analysis.
The application provides multiple input parameter op-
tions, stores results in a project format, displays power
curves, and produces appropriate narratives for the
results. PSS can be run locally or from a server.

Statistical Distances

Distance matrices are used frequently in data min-
ing, genomics, marketing, financial analysis, manage-
ment science, education, chemistry, psychology, biol-
ogy, and various other fields. The new DISTANCE
procedure, production in Release 9.1, computes var-
ious measures of distance, dissimilarity, or similar-
ity between the observations (rows) of a SAS data
set. These proximity measures are stored as a lower
triangular matrix or a square matrix in an output
data set (depending on the SHAPE= option) that can
then be used as input to the CLUSTER, MDS, and
MODECLUS procedures. The input data set may
contain numeric or character variables, or both, de-
pending on which proximity measure is used.

Statistical Graphics

Effective graphical displays are essential in modern
data analysis, statistical modeling, and data min-
ing. Traditionally, SAS users have produced statistical
graphics by modifying output data sets from statistical
procedures and using generic graphics procedures.
This forces the user to reconstruct analytical context
that is available within the procedures.

Version 9 of SAS/STAT and SAS/ETS introduces an
extension to the Output Delivery System (ODS) which
enables procedures to automatically create graphical
displays. This approach is analogous to the way in
which procedures create tables with ODS. The ODS
template language is being extended with statements
which control the layout and appearance of displays
such as scatter plots, histograms, contour plots, and
box-and-whisker plots. As with tables, statistical pro-
cedures create output objects which are bound with
statistical graphics templates written by the procedure
developer. The displays–which are integrated with
tabular output–can then be rendered in several ODS
destinations, including HTML. Although the primary
goal of this work is to completely automate the pro-
duction of displays which are commonly needed in
statistical analysis, the user can customize the dis-
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plays by modifying the templates or by changing the
attributes of graph style elements.

Release 9.1 represents the first major step to-
ward comprehensive support for automated statistical
graphics using ODS. The subsets of SAS/STAT and
SAS/ETS procedures which will offer this functionality
in Release 9.1 will be described in the final version of
this paper.

Parallelization

The Threaded Kernel (TK) architecture introduced
in Version 9 enables SAS to incorporate high per-
formance parallel computing enhancements. SAS
procedures have traditionally been single-threaded,
meaning that computational steps are processed
strictly sequentially and one at a time. In contrast,
TK-enabled SAS can run in multiple threads, allowing
different pieces of code to run simultaneously, or in
parallel. With several threads executing concurrently,
a single program can divide its work between several
processors, and thus run faster.

Replacing single-threaded computational algorithms
with multi-threaded algorithms requires subtle re-
source management and complex task coordination.
However, if this is done well, then multi-threading can
deliver dramatic performance improvements. Among
the critical procedures that take advantage of TK
in Version 9 are the REG and GLM procedures
in SAS/STAT, as well as the DMREG procedure in
SAS Enterprise Miner. For more details, see Cohen
(2002).

Enhancements to Existing SAS/STAT Procedures

Many of of the updates in each new release of
SAS/STAT software are enhancements to existing
procedures in response to customer suggestions and
feedback. In Version 9, these enhancements include
the following:

• CLASS statement extension in PROC
GENMOD comparable to the CLASS statement
in PROC LOGISTIC

• SCORE statement in PROC LOGISTIC for scor-
ing new data, which computes posterior proba-
bilities and fit statistics

• performance enhancements for exact logistic
computations in PROC LOGISTIC

• improved confidence intervals for the survivor
function in PROC LIFETEST, which are based
on transformations

• exact p-values for multivariate tests in PROC
GLM

• exact confidence intervals for 2 × 2 tables in
PROC FREQ

• exact confidence limits for the common odds ra-
tion in PROC FREQ

• PARAM=REFERENCE option and improved
syntax in PROC CATMOD

• sparse method of computing degrees of free-
dom in PROC LOESS

• stratified k-sample test in PROC LIFETEST us-
ing the GROUP= option in the STRATA state-
ment

• new tests in PROC LIFETEST (Tarone-Ware,
Peto-Peto, Fleming-Harrington G-ρ in addition to
logrank and Wilcoxon tests)

• trend tests in PROC LIFETEST for detecting or-
dered alternatives of hazard rates

References

Binder, D. A. (1981), “On the Variances of
Asymptotically Normal Estimators from Complex
Surveys,” Survey Methodology, 7, 157–170.

Binder, D. A. (1983), “On the Variances of
Asymptotically Normal Estimators from Complex
Surveys,” International Statistical Review, 51,
279–292.

Chen, C. (2002), “Robust Regression and Outlier
Detection with the ROBUSTREG Procedure”,
Proceedings of the Twenty-Seventh Annual SAS
Users Group International Conference, Cary, NC:
SAS Institute Inc.

Cohen, R. A. (2002), “SAS Meets Big Iron:
High Performance Computing in SAS Analytic
Procedures”, Proceedings of the Twenty-Seventh
Annual SAS Users Group International Conference,
Cary, NC: SAS Institute Inc.

Huber, P. J. (1973), “Robust regression: Asymptotics,
conjectures, and Monte Carlo”, Ann. Stat., 1.
799–821.

Johnston, G. and So, Y. (2003a), “Let the Data Speak:
New Regression Diagnostics Based on Cumulative
Residuals”, Proceedings of the Twenty-Eighth Annual
SAS Users Group International Conference, Cary,
NC: SAS Institute Inc.

Johnston, G. and So, Y. (2003b), “Analysis of
Data from Recurrent Events”, Proceedings of the
Twenty-Eighth Annual SAS Users Group International
Conference, Cary, NC: SAS Institute Inc.

Lin, D. Y., Wei, L. J., and Ying, Z. (1993), “Checking
the Cox Model with Cumulative Sums of Martingale-
Based Residuals,” Biometrika, 80, 557-572.

4

SUGI 28 Statistics and Data Analysis



Lin, D. Y., Wei, L. J., and Ying, Z. (2002),
“Model-Checking Techniques Based on Cumulative
Residuals,” Biometrics, 58, 1-12.

Roberts, G., Rao, J. N. K., and Kumar, S (1987),
“Surveylogistic Regression Analysis of Sample
Survey Data”, Biometrika, 74, 1–12.

Rousseeuw, P. J. (1984), “Least Median of Squares
Regression”, Journal of the American Statistical
Association, 79, 871–880.

Rousseeuw, P. J. and Yohai, V. J. (1984). “Robust
regression by means of S-estimators. In Robust and
Nonlinear Time Series”, J. Franke, W. Hardle and D.
Martin, eds.)Lecture Notes in Statistics, 26 256–272.
Springer, New York.

Rubin, D. B. (1987), Multiple Imputation for
Nonresponse in Surveys, New York: John Wiley &
Sons, Inc.

Contact Information

Maura Stokes, SAS Institute Inc., SAS Campus Drive,
Cary, NC 27513.

SAS, SAS/STAT, and SAS/ETS are registered trade-
marks of SAS Institute Inc. in the USA and other coun-
tries.  indicates USA registration.

5

SUGI 28 Statistics and Data Analysis


	SUGI 28 Title Page
	SUGI 28 Conference Leaders
	Section Keynotes
	2003 SASware Ballot Results
	Upcoming SUGI Conferences
	Wrapup of SUGI 27
	Advanced Tutorials
	SUGI 28:  Multi-platform SAS(r), Multi-platform Code
	SUGI 28:  Reducing the CPU Time of Your SAS(r) Jobs by More than 80%: Dream or Reality?
	SUGI 28:  Indexing and Compressing SAS(r) Data Sets: How, Why and Why Not
	SUGI 28:  Hashing: Generations
	SUGI 28:  Version 9 Epiphanies
	SUGI 28:  Developing SAS/AF(r) Applications with Form Viewers and Table Viewers
	SUGI 28:  Fast and Easy Ways to Advance on Your Beginning SAS(r) Coworkers!
	SUGI 28:  Advanced Analytics with Enterprise Guide(r)
	SUGI 28:  Categorical Data Analysis with Graphics
	SUGI 28:  A Serious Look at Macro Quoting
	SUGI 28:  Generating Custom Excel Spreadsheets Using ODS
	SUGI 28:  The Power of Pictures and Paint: Using Image Files and Color with ODS, SAS(r), and SAS/GRAPH(r)
	SUGI 28:  Web Enabling Your Graphs with HTML, ActiveX, and Java Using SAS/GRAPH(r) and the Output Delivery System
	SUGI 28:  PROC REPORT: Doin' It In STYLE!
	SUGI 28:  Fancy MS Word Reports Made Easy: Harnessing the Power of Dynamic Data Exchange
	SUGI 28:  Using Different Methods for Accessing Non-SAS(r) Data to Build and Incrementally Update That Data Warehouse
	SUGI 28:  SAS/ACCESS(r) to External Databases: Wisdom for the Warehouse User
	SUGI 28:  Undocumented and Hard-to-Find SQL Features
	SUGI 28:  Tips from the Hood: Challenging Problems and Tips from SAS-L

	Applications Development
	SUGI 28:  %WINDOW: Get the Parameters the User Wants and You Need
	SUGI 28:  Next Generation Data _NULL_ Report Writing Using ODS OO Features
	SUGI 28:  Hot Links: Creating Embedded URLs Using ODS
	SUGI 28:  ODS to RTF: Tips and Tricks
	SUGI 28:  XML in the DATA Step
	SUGI 28:  Using SAS(r) Software to Analyze Web Logs
	SUGI 28:  Developing SAS/AF(r) Applications Made Easy
	SUGI 28:  The One-Time Methodology: Encapsulating Application Data
	SUGI 28:  SAS(r) Helps Those Who Help Themselves: Creating Tools to Aid in Your Application Development
	SUGI 28:  'Watch Your Language!' -- Using SCL Lists to Store Vocabulary
	SUGI 28:  Application Refactoring with Design Patterns
	SUGI 28:  Using IOM and Visual Basic in SAS(r) Program Development
	SUGI 28:  Using AppDev Studio(tm) and Integration Technologies for an Easy and Seamless Interface between Java and Server-Side SAS(r)
	SUGI 28:  A Pinch of SAS(r), a Fraction of HTML, and a Touch of JavaScript Serve Up a Grand Recipe
	SUGI 28:  Web Enable Your SAS(r) Applications
	SUGI 28:  Producing American Community Survey Edit Analysis Reports Dynamically Using SAS/IntrNet(r)
	SUGI 28:  Using a Dynamic SAS/IntrNet(r) Application to Create Statistical Comparison Reports and Download as SAS(r) Data Sets
	SUGI 28:  'The California Template' or 'How to Keep from Reinventing the Wheel Using SAS/IntrNet(r), JavaScript, and Process Reengineering'
	SUGI 28:  UNIX Meet PC: Version 8 to the Rescue
	SUGI 28:  A Table-Driven Solution for Clinical Data Submission
	SUGI 28:  A Programming Development Environment for SAS(r) Programs
	SUGI 28:  StARScope: A Web-Based SAS(r) Prototype for Clinical Data Visualization
	SUGI 28:  Dynamically Building SQL Queries Using Metadata Tables and Macro Processing
	SUGI 28:  Make Your SAS/ACCESS(r) Query More Efficient
	SUGI 28:  Building Metadata Repository for Data Sets
	SUGI 28:  Big Brother for SAS/IntrNet(r) Security and Tracking Agent
	SUGI 28:  Advanced CRM Solution Using Java Applications
	SUGI 28:  Automotive Warranty Data Analysis on the World Wide Web
	SUGI 28:  Developing Data-Driven Applications Using JDBC and Java Servlet/JSP Technologies
	SUGI 28:  GoodsHound -- Building Multi-functional Web-Based Applications with SAS/IntrNet(r) and JavaScript
	SUGI 28:  Developing Custom Analytic Tasks for SAS(r) Enterprise Guide(r)

	Beginning Tutorials
	SUGI 28:  A Beginner's Guide to Incorporating SAS(r) Output into Microsoft Office Applications
	SUGI 28:  Mouse Clicking Your Way to Viewing and Manipulating Data with Versions 8 and 9 of the SAS(r) System
	SUGI 28:  Connecting the SAS(r) System to the Web: An Introduction to SAS/IntrNet(r) Application Dispatcher
	SUGI 28:  Describing and Retrieving Data with SAS(r) Formats
	SUGI 28:  Nine Steps to Get Started Using SAS(r) Macros
	SUGI 28:  How Regular Expressions Really Work
	SUGI 28:  Beyond Debugging: Program Validation
	SUGI 28:  Errors, Warnings, and Notes (Oh My): A Practical Guide to Debugging SAS(r) Programs
	SUGI 28:  Introduction to the SAS(r) Custom Tag Library
	SUGI 28:  DHTML -- GUI on the Cheap
	SUGI 28:  Tips for Manipulating Data
	SUGI 28:  Data Warehouse Administrator: Step by Step
	SUGI 28:  Java Syntax for SAS(r) Programmers
	SUGI 28:  Java Servlets and Java Server Pages for SAS(r) Programmers: An Introduction
	SUGI 28:  Date Handling in the SAS(r) System
	SUGI 28:  SAS(r) System Options Are Your Friends
	SUGI 28:  Easy, Elegant, and Effective SAS(r) Graphs: Inform and Influence with Your Data
	SUGI 28:  SAS(r) Enterprise Guide(r) -- Getting the Job Done
	SUGI 28:  Getting Up to Speed with PROC REPORT
	SUGI 28:  SAS(r) Reporting 101: REPORT, TABULATE, ODS, and Microsoft Office

	Coders' Corner
	SUGI 28:  Space Odyssey: Concatenate Zip Files into One Master File
	SUGI 28:  The URL-y Show: Using SAS(r) LE and the URL Access Method to Retrieve Stock Quotes
	SUGI 28:  So Many Files, So Little Time (or Inclination) to Type Their Names: Spreadsheets by the Hundreds
	SUGI 28:  Splitting a Large SAS(r) Data Set
	SUGI 28:  Comparative Efficiency of SQL and Base Code When Reading from Database Tables and Existing Data Sets
	SUGI 28:  Automatically Combining the Data from a Variety of DBMSs with ODBC and PROC SQL
	SUGI 28:  Automatic Data File Retrieval from Different Database Engines
	SUGI 28:  UNLOADing Data from Informix
	SUGI 28:  Return Code from Macro; Passing Parameter by Reference
	SUGI 28:  If Only 'Page 1 of 1000'
	SUGI 28:  Don't Dither About Your Data, Let SAS/GRAPH(r) Trending Box Plots Drive Decision Making
	SUGI 28:  A Handy Use of the %LINE Annotate Macro
	SUGI 28:  A Drill-Down Diet: An Example of a Dynamic Detail Access on the Web Using SAS/GRAPH(r) and ODS
	SUGI 28:  Make Your Life and Little Easier:  A Collection of SAS Macro Utilities
	SUGI 28:  More _Infile_ Magic
	SUGI 28:  The Power of Recursive SAS(r) Macros -- How Can a Simple Macro Do So Much?
	SUGI 28:  Continuous or Not: How One Can Tell
	SUGI 28:  Identifying Continuity in Longitudinal Data
	SUGI 28:  Determining the Dimensionality of Data: A SAS(r) Macro for Parallel Analysis
	SUGI 28:  Using a SAS(r) Macro to Document the Database
	SUGI 28:  An Automated MS Powerpoint Presentation Using SAS(r)
	SUGI 28:  A Macro Using SAS(r) ODS to Summarize Client Information from Multiple Procedures
	SUGI 28:  Multiple Graphs on One Page: The Easy Way (PDF) and the Hard Way (RTF)
	SUGI 28:  Taking Control of Macro Variables
	SUGI 28:  PROC SQL vs. Merge -- The Miller Lite Question of 2002 and Beyond
	SUGI 28:  An Efficient Approach to Combine SAS(r) Data Sets with Voluminous Variables That Need Name and Other Changes
	SUGI 28:  Danger: MERGE Ahead! Warning: BY Variable with Multiple Lengths!
	SUGI 28:  The DOW (Not that DOW!!!) and the LOCF in Clinical Trials
	SUGI 28:  MACRO Function with Error Handling to Automatically Generate Global Macro Date Variables
	SUGI 28:  Report? Make It Easy -- An Example of Creating Dynamic Reports into Excel
	SUGI 28:  Another Shot at the Holy Grail: Using SAS(r) to Create Highly-Customized Excel Workbooks
	SUGI 28:  Combining Summary Level Data with Individual Records
	SUGI 28:  RETAINing Information to Identify Entity Characteristics
	SUGI 28:  Randomized Rounding
	SUGI 28:  Logicals from Libraries: Using Storage as a Bridge between Sessions
	SUGI 28:  %Fun &With %SYSFUNC
	SUGI 28:  Creating Display Manager Abbreviations and Keyboard Macros for the Enhanced Editor
	SUGI 28:  Build a SAS(r) Development Environment under Windows
	SUGI 28:  Using SAS(r) Catalogs to Develop and Manage DATA Step Programs
	SUGI 28:  Let's Play a Game: A SAS(r) Program for Creating a Word Search Matrix
	SUGI 28:  SAS/CONNECT(r): The Ultimate in Distributed Processing
	SUGI 28:  Run Time Comparison Macro
	SUGI 28:  Parallel Processing on the Cheap: Using Unix Pipes to Run SAS(r) Programs in Parallel
	SUGI 28:  Date Parameters for Interval Reporting
	SUGI 28:  Keep Those Formats Rolling: A Macro to Manage the FMTSEARCH= Option
	SUGI 28:  A Simplified and Efficient Way to Map Variables of a Clinical Data Warehouse
	SUGI 28:  Renaming All Variables in a SAS(r) Data Set Using the Information from PROC SQL's Dictionary Tables
	SUGI 28:  The BEST. Message in the SAS(r) Log

	Data Mining Techniques
	SUGI 28:  Modeling Customer Lifetime Value Using Survival Analysis - An Application in the Telecommunications Industry
	SUGI 28:  A Simple Bayesian Approach in Mining the Touch Point Data
	SUGI 28:  Shopping for Voters: Using Association Rules to Discover Relationships in Election Survey Data
	SUGI 28:  Monitoring, Analyzing, and Optimizing Waterflood Responses
	SUGI 28:  Multistage Cross-Sell Model of Employers in the Financial Industry
	SUGI 28:  The Use of Geographic Information Systems to Investigate Environmental Pollutants in Relationship to Medical Treatment

	Data Presentation
	SUGI 28:  Dynamic Behavior from Static Web Applications
	SUGI 28:  SAS(r) and the Internet for Programmers
	SUGI 28:  Web Communication Effectiveness: Design and Methods to Get the Best Out of ODS, SAS(r), and SAS/GRAPH(r)
	SUGI 28:  Regulatory Overview of Using SAS/IntrNet(r) to Collect Data from Thousands of Users
	SUGI 28:  Using Formats and Other Techniques to Complete PROC REPORT Tables
	SUGI 28:  Custom Map Displays Created with SAS/GRAPH(r) Procedures and the Annotate Facility
	SUGI 28:  What's in a Map? A Macro-driven Drill-down Geo-graphical Representation System
	SUGI 28:  Working with RGB and HLS Color Coding Systems in SAS(r) Software
	SUGI 28:  SAS/IntrNet(r) and Census Mapping: How Low Would You Like to Get
	SUGI 28:  Exporting SAS/GRAPH(r) Output: Concepts and Ideas
	SUGI 28:  Innovative Graph for Comparing Central Tendencies and Spread at a Glance
	SUGI 28:  A Plot and a Table Per Page Times Hundreds in a Single PDF File
	SUGI 28:  Why Data _Null_ When You Can RTF Faster?
	SUGI 28:  Business Intelligence Applications with JMP(r) Software
	SUGI 28:  ODS or DDE for Data Presentation -- A Preliminary Comparison of Output from Different Sources
	SUGI 28:  ODS PDF: It's Not Just for Printing Anymore!
	SUGI 28:  It's All in the Presentation
	SUGI 28: ODS LAYOUT: Arranging ODS Output as You See Fit
	SUGI 28:  Creating Drill-Down Graphs Using SAS/GRAPH(r) and the Output Delivery System
	SUGI 28:  Efficient Reporting with Large Numbers of Variables: A SAS(r) Method

	Data Warehousing and Enterprise Solutions
	SUGI 28:  Scaling SAS(r) Data Access to Oracle RDBMS
	SUGI 28:  Using SAS(r) Strategically: A Case Study
	SUGI 28:  Understanding SAS/Warehouse Administrator(r)
	SUGI 28:  How to Access PC File Data Objects Directly from UNIX
	SUGI 28:  SAS(r) in the Office -- IT Works
	SUGI 28:  Multi-Center Study Data Management With A Distributed Application
	SUGI 28:  Performance Tuning SAS/ACCESS(r) for DB2
	SUGI 28:  Using Information Effectively to Make More Profitable Decisions: The Ten Letter Solution for Finance
	SUGI 28:  The Value of ETL and Data Quality
	SUGI 28:  The Horror of Bad Data Quality
	SUGI 28:  'How Do I Love Thee? Let Me Count the Ways.' SAS(r) Software as a Part of the Corporate Information Factory
	SUGI 28:  Finding Time: SAS(r) and Data Warehouse Solutions for Determining Last Day of the Month
	SUGI 28:  New Ways and Means to Summarize Files
	SUGI 28:  Better Decisions Through Better Data
	SUGI 28:  Deploying Enterprise Solutions: The Business and Technical Issues Faced by SAS(r) Technologists
	SUGI 28:  Ring Charts
	SUGI 28: Next Generation Warehousing with Version 9
	SUGI 28:  Why SAS(r) is the Best Place to Put Your Clinical Data
	SUGI 28:  Transactional Records Access Clearinghouse: SAS(r) Based Warehouse and Mining Tools Keeps Tabs on U.S. Government

	Emerging Technologies
	SUGI 28:  XML? We do that!
	SUGI 28:  Extending SAS(r) Data Services via XML and Java
	SUGI 28: SAS Metadata, Authorization and Management Services -- Working Together for You
	SUGI 28:  Future Trends and New Developments in Data Management
	SUGI 28:  Flip the Bow Tie: Pushing Business Intelligence to Operational Applications
	SUGI 28:  A Successful Implementation of a Complicated Web-based Application Through webAF(tm) and SAS(r) Integration Technologies
	SUGI 28:  An Integrated View of the Customer
	SUGI 28:  Rapid Analytic Application Deployment
	SUGI 28:  Managing Clinical Trials Data with a SAS-Based Web Portal
	SUGI 28:  PROLAP -- A Programmatic Approach to Online Analytical Processing
	SUGI 28:  The Use of Scripting Languages, Database Technology, and SAS/IntrNet(r) to Revolutionize the Research Process
	SUGI 28: The SUGI Survey: A Case Study of Deploying a Web-Enabled SAS(r) Application to a Handheld
	SUGI 28:  SAS(r) Enterprise Guide(r) Future Directions -- Analytic Business Intelligence with SAS
	SUGI 28:  New Technologies for Delivering Data to Internal and External Clients

	Hands-on Workshops
	SUGI 28:  Getting PC SAS(r) to Do What You Want, When You Want, How You Want
	SUGI 28:  How SAS(r) Thinks or Why the DATA Step Does What It Does
	SUGI 28:  PROC DATASETS: Managing Data Efficiently
	SUGI 28:  Managing SAS(r) Libraries to Improve Your Programming Environment
	SUGI 28:  Macro Power
	SUGI 28:  XML Primer for SAS(r) Programmers
	SUGI 28:  Creating Dynamic Web Based Reporting
	SUGI 28:  SAS(r) with Style: Creating Your Own ODS Style Template
	SUGI 28:  So You're Still Not Using PROC REPORT. Why Not?
	SUGI 28:  The Simplicity and Power of the TABULATE Procedure
	SUGI 28: Introduction to JMP(r)
	SUGI 28:  Making the Most of Version 9 Features
	SUGI 28: A Gentle Introduction to SAS/GRAPH(r) Software

	Posters
	SUGI 28:  An Approach to Displaying Predicted Survival Data Based on the Level of a Continuous Covariate
	SUGI 28:  Accelerating the Construction of Data Entry Applications in UNIX Systems for Epidemiology and Healthcare Policy Researches
	SUGI 28:  Developing SAS(r) Ready Analyzable Data Systems: A Java Web Application for Creation and Management of SAS(r) Relational Databases
	SUGI 28:  Linkage of Patient Registries and Clinical Data Sets without Patient Identifiers
	SUGI 28:  Spectral Decomposition of Performance Variables for Dynamic System Characterization of Web Servers
	SUGI 28:  What's in a Map? A Macro-Driven Drill-Down Geo-graphical Representation System
	SUGI 28:  Analysis of Method Comparison Studies Using SAS(r)
	SUGI 28:  P-Value Generation Simplified with a Single SAS(r) Macro
	SUGI 28: ODS in an Instant!
	SUGI 28:  The Use of Formats, Concatenate, and Sum for Reporting on "Check All That Apply" Variables
	SUGI 28:  An Interactive Table for the Web Using SAS(r) and JavaScript
	SUGI 28:  Posting Project Status to the Web Through SAS(r) Programming
	SUGI 28:  Teaching Statistical Methods Courses with Case Studies and JMP(r)
	SUGI 28:  “From Data to Analysis, Results and Reports” -- A Researcher’s Dilemma but A Programmer’s Challenge
	SUGI 28:  Filling Report Templates with the SAS(r) System and DDE
	SUGI 28:  Creating Tables or Listings with a Zero-Record SAS(r) Data Set -- Basic Program Structure and Three Simple Techniques
	SUGI 28:  Creating Multiple Graphs to Link from a Dynamic Map Using SAS(r) ODS, SAS/GRAPH(r), PROC GMAP, and MACRO
	SUGI 28:  Scheduling Time with SAS(r): Project Proposal Examples
	SUGI 28:  Using SAS(r) Software and Visual Basic for Applications to Produce Microsoft Graph Charts
	SUGI 28:  Tell Them What's Important: Communication-Effective Web- and E-mail-Based Software-intelligent Enterprise Performance Reporting
	SUGI 28:  A SAS(r) Market Basket Analysis Macro: The Poor Man's Recommendation Engine
	SUGI 28:  Using SAS(r) to Automatically Generate Reports in Any Special Formats
	SUGI 28:  MVS Point-and-Click Access to IMS Data with SAS/ACCESS(r)
	SUGI 28:  Usage Statistics for Your Web Site: Leveraging the Flexibility of SAS(r) and Webhound
	SUGI 28:  Applied Population Genetics Using SAS(r) Software
	SUGI 28:  PROC FORMAT Supports PROC BOXPLOT to Handle Twofold Grouped Data
	SUGI 28:  Developing a Marketing Geographic Segmentation System Using SAS(r) Software
	SUGI 28:  'I'll Have What She's Having' -- Serving-up MetaData to Academic Research Teams
	SUGI 28:  Security Control System with SAS(r) Application Dispatcher
	SUGI 28:  %MONDRIAAN: Presenting 3D Information in 2D
	SUGI 28:  Advantages of Using a Web Based Reporting System Over Using SAS/CONNECT(r)
	SUGI 28:  Working with RGB and HLS Color Coding Systems in SAS(r) Software
	SUGI 28:  A SAS/IML(r) Program for Mapping QTL in Line Crosses
	SUGI 28:  An Automated Reporting Macro to Create Cell Index -- An Enhanced Revisit
	SUGI 28:  Metadata Application on Clinical Trial Data in Drug Development
	SUGI 28:  Enhancement of Survival Graphs

	Professional Development and User Support
	SUGI 28:  Practical Tips to Customize a SAS(r) Session
	SUGI 28:  SAS(r) Programming Conventions
	SUGI 28:  Programming Standards, Style Sheets, and Peer Reviews: A Practical Guide
	SUGI 28:  SAS(r) High-speed Automated Reporting Queue (SHARQ)
	SUGI 28:  Where to Go from Here: Learning More about SAS(r)
	SUGI 28:  An Overview of SAS Certification and the Test Development Process 
	SUGI 28:  Ten Things I Wish I Knew Before I Became an Independent SAS(r) Software Consultant
	SUGI 28:  SAS-L: A Very Powerful Free Resource for SAS(r) Users Worldwide
	SUGI 28:  Ask and Ye Shall Receive: Getting the Most from SAS-L
	SUGI 28:  Tinker, Tailor, Soldier, Spy: The Many Roles of the SAS(r) Consultant
	SUGI 28:  Not All Fish Eat Worms: A SAS(r) Programmer's Guide to MS Excel and Other Fish Stories
	SUGI 28:  Show-and-Tell: How to Use MS Office Products to Help with SAS(r) Applications

	Statistics and Data Analysis
	SUGI 28:  Case Studies in Time Series
	SUGI 28:  An Introduction to the Analysis of Mixed Models
	SUGI 28:  Survival Analysis Using Cox Proportional Hazards Modeling for Single and Multiple Event Time Data
	SUGI 28:  Let the Data Speak: New Regression Diagnostics Based on Cumulative Residuals
	SUGI 28:  Using the SAS(r) System to Construct and Operate Control Charts with Randomized Control Limits
	SUGI 28:  Logistic Regression Modeling -- JMPStart(tm) Your Analysis with a Tree
	SUGI 28:  STEPWISE Methods in Using SAS(r) PROC LOGISTIC and SAS(r) Enterprise Miner(tm) for Prediction
	SUGI 28:  An Introduction to Genomics and SAS(r) Scientific Discovery Solutions
	SUGI 28:  How to Use the SAS(r) System as a Powerful Tool in Biomathematics
	SUGI 28:  Cutpoint Determination Methods in Survival Analysis Using SAS(r)
	SUGI 28:  Complex Sampling Designs Meet the Flaming Turkey of Glory
	SUGI 28:  Multilevel Designs and Their Analyses
	SUGI 28:  Estimating Standard Errors for CLASS Variables in Generalized Linear Models Using PROC IML
	SUGI 28: SAS/STAT(r) Version 9: Progressing into the Future
	SUGI 28:  Fast and Easy Ways to Annoy a SAS(r) Programmer: A Statistician's Revenge!
	SUGI 28:  Application of the LOESS Procedure for Monitoring and Detecting Critical Movements in the US Automobile Market
	SUGI 28:  Smoothing with SAS(r) PROC MIXED
	SUGI 28:  Beyond PROC LIFETEST: Alternative Linear Rank Tests for Comparing Survival Distributions
	SUGI 28:  Estimation of Prevalence Ratios When PROC GENMOD Does Not Converge
	SUGI 28:  An Alternative to PROC MI for Large Samples
	SUGI 28:  Known Nonsense
	SUGI 28:  Analysis of Data from Recurrent Events
	SUGI 28:  Reliability, Exploratory and Confirmatory Factor Analysis for the Scale of Athletic Priorities
	SUGI 28:  SAS(r) Macros and Tools for Working with Weighted Logistic Regression Models That Use Survey Data
	SUGI 28:  Optimization with the SAS(r) System: What It Is, What's New, and Why You Should Be Using It

	Systems Architecture
	SUGI 28:  Accelerating Performance of SAS(r) Applications via Rapid Extraction and Multiprocessing
	SUGI 28:  Using a HOLAP Solution to Analyze Large Volumes of Data via the Web  
	SUGI 28:  Developing Client/Server Applications to Maximize SAS 9 Parallel Capabilities
	SUGI 28:  SAS(r) Application Performance Monitoring for UNIX
	SUGI 28: Multi-Lingual Computing with the 9.1 SAS(r) Unicode Server
	SUGI 28:  An Inside Look at Version 9 and 9.1 Threaded Base SAS(r) Procedures
	SUGI 28:  SAS(r), Linux/UNIX and X-Windows Systems
	SUGI 28:  Early Experiences with SAS(r) Release 9 on an OS390 Platform
	SUGI 28:  SAS(r) System on Network Appliance
	SUGI 28:  SAS(r) Performance Optimizations on Intel Architecture
	SUGI 28:  The Bleeding Edge -- The Effects of Hardware and Software Migration on the SAS(r) System
	SUGI 28:  PROC MIGRATE:  How to Migrate Your Data and Know You?ve Done It Right! 
	SUGI 28:  SAS 9.1 on Solaris 9 Performance and Optimization Tips
	SUGI 28:  Using the SAS(r) V9 Application Response Measurement System to Provide Metrics to HP-UX Workload Manager
	SUGI 28:  A Case Study of the Tools, Techniques, and High Level Model Used to Tune AIX Version 5L for the SAS(r) System



