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ABSTRACT

This paper is a continuation of the paper [1] presented at NESUG, 1997. In [1] it was proposed to use information-gain or information-difference statistics as the most natural and most meaningful criteria of goodness of fit in such popular statistical modeling procedures as PROC REG, LOGISTIC, GENMOD, PHREG and others. The information-difference statistics have a very convenient property of additivity that allows SAS users to evaluate the contribution of an individual explanatory variable or a group of explanatory variables in terms of information gain in bits. It is interesting that these statistics are directly related to F- or Chi-Square statistics used in testing statistical significance. This is especially important when we are interested in understanding the relationship between statistical significance and substantive significance or importance.

In [1] we focused mostly on PROC REG. Here the case of PROC LOGISTIC, the most popular regression procedure in health care research, is paid more attention. Much of the material given below is equally related to both PROC REG and PROC LOGISTIC. Moreover, we will find a striking analogy between these two types of regression analysis regarding the interplay of statistical significance and substantive importance if both are measured by using the same 'currency' - information.

SAS USERS AND SAS STATISTICAL MODELING PROCEDURES

One of the most difficult points in using SAS statistical modeling procedures (after the type of the model is chosen) is to understand whether the model we have built is good enough in terms of some goodness-of-fit criterion. This means that at a minimum, we have to understand and interpret printouts. The difficulty of this task is compounded because, for example, PROC REG has at least eleven statistics of fit ([2], p. 1369), PROC LOGISTIC - four ([2], p. 1088, and [3], pp. 413-414), PROC PHREG - three ([3], p. 832), PROC MIXED - six ([3], pp. 547, 606-607), and so on. The expertise required to understand and interpret properly each of these statistics is not available to all users. Therefore it would be desirable to have a universal criterion with an easy to understand meaning that would be common for many applications.

POSSIBLE CANDIDATES FOR THE ROLE OF A UNIVERSAL CRITERION OF FIT

There are two clear candidates for the role of a universal criterion of fit: R-Square and a statistic based on likelihood.

1. R-SQUARE

R-Square is probably the most popular statistic of fit. Its popularity is so widespread that it can be found in Vanguard or Fidelity mutual funds booklets. R-Square dominates in PROC REG and PROC LOGISTIC. Moreover, we will find a striking analogy between these two types of regression analysis regarding the interplay of statistical significance and substantive importance if both are measured by using the same 'currency' - information.

2. LIKELIHOOD

This is certainly a very fundamental characteristic, even more fundamental than R-Square. It appears in the form of the logarithm of the likelihood (log-likelihood) in printouts of almost all nonlinear regression procedures as itself or as a part of AIC, BIC, SC or DEVIANCE.
R-SQUARE AND INFORMATION - WHAT THEY HAVE IN COMMON

It has been noted ([5]-[7]) that there exists a simple formula relating R-Square and log-likelihood statistics

\[ IG = - \log(1 - R^2) \]  

where \( N \) is a sample size, \( \log(L(b)) \) and \( \log(L(0)) \) denote the log-likelihoods of the fitted and “null” (with intercept only) models respectively. Here \( \log \) is either the natural or binary logarithm. The natural logarithm is used more often with the Gaussian or normal distribution (in linear regression) and the base 2 logarithm with discrete distributions (binomial, Poisson etc.).

As shown in [3], we can think of the right side of (1) as a sample estimate of the difference between the information characteristics of the ‘null’ model \( (b=0) \) and the model under consideration. The most natural interpretation of this difference is the information gain \( (IG) \) we have when moving from the simplest ‘null’ model to the fitted model ([8]-[10]). Thus, we can write

\[ IG = - \log(1 - R^2) \]  

Taking the first derivative of both sides of this equation, we have

\[ \frac{dIG}{dR^2} = 1/(1 - R^2) \]  

From equation (3), we can see that

\[ \frac{dIG}{dR^2} = 1 \quad \text{if} \quad R^2 = 0, \quad (4) \]

\[ \frac{dIG}{dR^2} = 2 \quad \text{if} \quad R^2 = 0.5, \quad (5) \]

\[ \frac{dIG}{dR^2} \gg 1 \quad \text{if} \quad R^2 \sim 1 \quad (6) \]

From (4), (5), and (6) we arrive at three important conclusions:

A) for small values of R-Square, the increase in R-Square is equivalent to the increase in information;

B) for R-Square~0.5, the information gain is twice as large as the increase in R-Square;

C) for R-Square close to 1, the change of information is much faster than that of R-Square.

Actually, it is almost obvious that the improvement in R-Square is much more ‘valuable’ if our initial value of R-Square is already high. But how much more valuable is an open question. Equation (2) allows us to quantify this intuitive idea in terms of information.

INFORMATION AND STATISTICAL SIGNIFICANCE VS. SUBSTANTIVE SIGNIFICANCE

A rather serious disadvantage of R-Square as a typical criterion of fit is the lack of a direct relationship between statistical significance of a model and its substantive significance. It is possible for the model to be statistically significant (say, \( p < 0.0001 \)) with R-Square being not substantively significant (e.g., R-Square less than 0.005), which is not infrequent for a large sample. It is also possible for a model to be substantively significant (e.g., R-Square =0.4) but not statistically significant (which is rather typical for a small sample). The same is true for
differences in R-Square (the so-called uniqueness indexes, see [11], p. 407). It is a confusing moment in model building, particularly for the layperson.

Below we demonstrate that by using the concept of information we can build a bridge between statistical significance and substantive significance. It is well-known that the most powerful test of significance for overall regression is performed by using an F-statistic which in terms of R-Square is expressed by the formula (see, for example [12], p. 126):

\[ F = \frac{N - K - 1}{K} \left[ R^2 / (1 - R^2) \right] \]  

(7)

where \( K \) is the number of explanatory or independent variables in the model and \( N \) is the number of observations. The test of significance is performed by comparing the statistic \( F \) with the critical level \( F(K, N-K-1) \) of the \( F \)-distribution with \( K \) and \( N-K-1 \) degrees of freedom for the numerator and denominator correspondingly.

It is easy to see that (7) is equivalent to

\[-\log(1 - R^2) = \log \left(1 + \frac{K}{N-K-1} \right) \]  

(8)

From equations (2) and (8) we can conclude that for sufficiently small values of R-Square we have the following approximate linear relationships between the statistics \( F \) and \( IG \):

\[ IG \sim F \frac{K}{N-K-1} \]  

(9)

or

\[ F \sim IG \frac{N-K-1}{K} \]  

(10)

The requirement for R-Square not to take comparatively large values is not a limitation at all in such fields, for example, as health care research, psychology, and behavioral sciences. J. Cohen in his well-known book on statistical power calculations, [13], proposed the following classification: he defined a small effect as the effect with R-Square of 0.02, a moderate effect - with R-Square of 0.13, and a large effect - with R-Square of 0.30. See also [14], p. 214.

If we can work with the approximation (10), we have this bridge between statistical significance and substantive importance and both are measured by using the same 'currency' - information. Indeed, working with (10), we can use, on one hand, \( IG \) as an indicator of substantive importance which shows how much information about our dependent variable is contained in the explanatory variables used in the model. On the other hand, the same information gain, \( IG \) multiplied by \( N - K - 1 \) and divided by \( K \) (see the right side of (10)) is the statistic to be compared with \( F(K, N-K-1) \), the corresponding critical level of \( F \)-distribution when testing statistical significance.

It is worth noting that the right side of (10) also has the meaning of information - it can be treated as the quantity of information in our data (per parameter) left after estimating the model parameters. This information can be used for prediction purposes. It is natural to call it the information for prediction. The decrease in the originally available information comes from the fact that \( K+1 \) degrees of freedom are used for estimating \( K+1 \) parameters.

Note also that this double role of information gain, \( IG \), as the indicator of substantive significance and the statistic for testing statistical significance, is possible due to the linearity of (9) and (10).

INFORMATION APPROACH AND THE LAW OF PARSIMONY

From (2) and (8) it is easy to come to the following inequality

\[ F > IG \frac{N-K-1}{K} \]  

(11)

This inequality, which is always true, becomes the asymptotic equality (10) if R-Square is small enough. Inequality (11) shows also that working with the
information for prediction

\[ IG \frac{N-K-1}{K} \] (12)

instead of exact values of F-statistic we are more conservative and follow the law of parsimony (otherwise known as Occam’s Razor). In the setting of statistical modeling, this law states that we should explain our data with as few parameters (explanatory variables) as possible. Our conservative information approach discussed above ideally meets this requirement.

Below we will see that such a conservative approach can be useful in logistic regression analysis.

INFORMATION STATISTICS AS CRITERIA OF FIT IN PROC LOGISTIC

Frequently applications of PROC LOGISTIC belong to medicine and health and behavioral sciences ([2], [3], [15]-[20]). For a typical application of logistic regression and PROC LOGISTIC in health care research see also [21].

For PROC LOGISTIC, equation (1) was used to introduce the generalized R-Square which was added (see [3], p. 414) to the original list of model fitting criteria (-2LogL, AIC, and SC). Equations (2) - (5) remain valid for PROC LOGISTIC. Equation (6) however, is not valid because R-Square in logistic regression achieves a maximum of less than 1 for discrete models ([3], [7], [8]).

The most popular criterion for assessing model fit is (-2logL). It is also used for testing the statistical significance of the model, based on the fact that the difference

\[ 2(\log L(b) - \log L(0)) \] (13)

has approximately a Chi-Square distribution with \( K \) degrees of freedom as the number of observations, \( N \) increases. However, the two cautions are worth mentioning.

The first caution is about the interpretability of Chi-Square statistics. It was noticed (see [22] and references therein) that ‘in spite of its practical utility the chi-square statistic is not an estimate of anything meaningful’. It is easy to cope with this disadvantage in our case: dividing (13) by \( N \) we obtain the quantity which has the meaning of information.

The second caution is much more serious. The point is that the validity of a Chi-Square approximation in (13) could be guaranteed for large values of \( N \) only. But in many studies (especially of the exploratory, not confirmatory type) in such fields as health care research, behavioral sciences, psychology etc., sample sizes are either moderate or even small. In this case Chi-Square approximation in (13) can be rather poor, and Chi-Square statistics consistently tend to choose the more complex model, i.e., to over-parameterize the model (see [23]). Gelfand and Dey in [24] also show that likelihood ratio tests inherently tend to favor full models in contrast to reduced ones. In this light, using the Chi-Square approximations is at least questionable or even misleading when the sample size is not large enough.

It should be added that even for large values of \( N \) there is an upward bias, sometimes rather substantial, when treating the log-likelihood ratio (13) as a Chi-Square statistic ([8], [22]). Of course, the problem is expanded with the smaller sample size.

Thus, we have no reliable, theoretically based test for statistical significance of logistic regression in the abundance of cases with small-to-moderate sample sizes which are potentially most interesting. A realistic approach, adopted by many practitioners, is to treat the statistic (13), divided by its degrees of freedom \( K \), as an \( F \)-statistic with \( K \) and \( N-K-1 \) degrees of freedom (see, for example, [25], p. 89). It makes the test more conservative. By using this ‘practitioners’ approach, equations (1) and (2), and the same notation for the \( F \)-statistic as above, we arrive at the following sequence of equations:

\[ N(- \log(1 - R^2)) = 2[\log L(b) - \log L(0)] \] (14)

\[ IG \frac{N}{K} = 2\frac{[\log L(b) - \log L(0)]}{K} \] (15)
If we change $N$ for $N - K - 1$ in (16), we achieve two goals:

A) we are getting an even more conservative test which is important in exploratory, small-size studies;

B) we arrive at the equation

$$F \sim IG \frac{N - K - 1}{K} \quad (17)$$

$$IG \frac{N}{K} = F \quad (16)$$

which is absolutely analogous to equation (10) obtained in the PROC REG setting. It is important to notice that our conclusion following equation (10), about bridging statistical significance and substantive importance in terms of information, remains valid in logistic regression.

This striking analogy between equation (10) in multiple linear regression and equation (17) in logistic regression could be treated as an indirect indication of the fact that our information approach that allows us to measure statistical significance and substantive importance of the model by using the same ‘currency’ - information, is a universal approach.

It is important to emphasize that we propose to use the $F$-approximation (16) - (17) to the Chi-Square test of significance in logistic regression not as a substitute, but rather as a supplement to the conventional test. It is similar to the case of overdispersion in PROC GENMOD in which it is also recommended to use both a Chi-Square and the corresponding $F$-test ([3], pp. 266-269). However, there is no a direct relationship between overdispersion and the sample size.

Only simulation studies can show how much superior to the conventional Chi-Square test is our proposed information-gain $F$-approximation.

CONCLUSIONS

1. The facts discussed above support the suggestion that SAS users in their statistical analyses and especially interpretations should think in terms of the information gain or information differences rather than $R$-Square and uniqueness indices. The information gain, not the uniqueness index, gives us a real value (in universal information units) of the improvements in our model when we add some new explanatory variables.

2. Information statistics provide us with a bridge between statistical significance and substantive importance of the models for both linear and logistic regression.

3. As we have seen, there is a striking similarity between equations (10) and (17) expressing linear relationship between $F$-statistics and information for prediction for both linear and logistic regressions.

4. We propose to use ‘information’ $F$-approximations in logistic regression (16) - (17) not as a substitute, but rather as a supplement to the conventional Chi-Square test of significance. We believe that there is an urgent need to supplement the already existing logistic regression software in order to have available some statistics discussed above that are useful in evaluating the logistic regression model.

5. Extensive simulation studies will measure the degree of improvements in the model building process when using our proposed ‘information’ $F$-approximations vs. conventional Chi-Square statistics.
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