Net Impact Analysis for Program Evaluation
Modeling and SAS' Programming
Boging Wang, Washington State Research and Data Analysis Olympia, WA 985@3603702-0701

ABSTRACT

This paper discusses alternative methods for
estimatingthe benefits of sociaprogramswith

an application to Demand Side Management
(DSM) in the utility industry.

INTRODUCTION

A vital issue in estimatingrogram netmpact is
self-selection bias. Selection biassults from
estimation on a subsample of individuals who
have essentially selected themselves for
estimationthrough theirdecision to participate
in a particular program. Several technigbase
been developed tcorrect forthis bias, most
notably a two-stage technique attributed to
Heckman(1976). In theHeckmanapproach, a
correction term is calculateilom estimates in
the first stage and used as a regressor in the
second. While successful at correctings in the
parameters, this approach haseveral
shortcomings when compared to &ull
Information Maximum  Likelihood (FIML)
approach. FIML estimatioyields moreefficient
and robust parameter estimates relativetioa
stage method. In addition, a compuakgorithm
has been developed in SAS/IMLby the author
to perform FIML estimation on eithertavo or
three equatiorsystem under logistic distribution
assumptions. The remainder of theperdetails
major two-stageand Wang’s FIML approaches
and shows that the FIMEstimation is superior
in evaluating DSM program net impact. TRAS
programs are attached in the appendix.

Description of the Problem
Consider a situation where uatility offers a

program inwhich participantsindertakedefined
measures inorder to conserve energy. Some

examples include installing high-efficientcy
equipment (e.g. lighting, cooling, etc.) and
improving structural insulation.  Customers
choosevoluntarily to participate itthe program.
Because customers who participate in the
program aregenerally different fronthose that
do not, a comparison of participants in a
program with asample of non-participantfoes
not provide an accurate estimate of program net
impact. In other words, it isreasonable to
assume that participants would be miikely to
adopt high-efficientcy equipmentthan would
non-participants even ithe programdid not
exist. Therefore, the estimatedifference in
energy savings between participants and non-
participants is a biased estim&be program net
impact. Thefollowing equation relates energy
savings of enduse k, S, to a vector of
exogenous characteristics; such as market
conditions, site characteristics like square
footage, window area, amof type, economic
and demographic characteristics of the
occupantsncluding incomehousehold size, and
weather conditions.

Sk = XkBk +£k

where g is a disturbance term. Subscriptis
omitted to makethe context simpler. The net
impact of participating itthe program islefined

as the difference inthe expectedsavings of
participants who patrticipate in the program and
participants who had noparticipated in the
program. More formally, this is:

E[S,| X,P=1]-H S| X P=0]
where § is thesavings achieved by participants
and P is alummy variablesuch that P = 1 if the
individual participates in the program; P = O,
otherwise. E($| X, P=0) is thesavings realized
by participants if they hadot participated in the



program and is unobservable. The fact that, E(S
| X, P=0) is nobbservable requires substituting
E(S | X, P=0) with the observable E($ | X,
P=0), where § is the savings realized by the
non-participants. This, however, goluces an
evaluation bias equal to:

BIAS =E[S,| X,P=0] - E S| X P=0]

Thatis, the savings thatvould be realized by an
average non-participant awdifferent from the
savings realized by an average participaitiaft
person had not participated in the program.

A model commonly employed in evaluating
program impacts is the following:

S=XB+oP+e

where P is the participatiodummy variable
defined above. The estimatedis interpreted as
the program net impact.

The decision to participate avot participate,
however, cannot be treated as an exogenous
variable since participation idependent upon
individual self-selection. Aperson’s expectation

of savings, S, has an impact on her or his
decision to participate.

A less restrictive form ofthe model can be
represented by thefollowing system of

equations:
P =X,B, +yS+e, )
S=X,B,+0P+¢, 2

P=1iff P">0

P=0iffP" <0
where X[3; is a set of featureselating to the
decision to participate and; is equivalent to
XB definedbefore. Equation (1) states that the

expectation of savings realized byprogram
participationmay affect a person’s decision to

participate; that isthe decision to participate is
endogenous in equation (2). P is correlatéth
the error terne,. The estimate ob is no longer
unbiased as isthe ordinary least squares
estimate.

Two-Stage Correction Term Methodology

The most widely used program evaluation
methodology is théwo-step procesemploying
a correction term that wasriginally developed
by the Heckman(1976) two-stage method for
censored sampleegression. This technique
utilizes areduced form of equatior(d) and (2)
as shown below.

P =X,B,+¢&1
S = X,B,+0P+6A +¢>

da)
@b)

The methodology can be summarized as follows:

m A binary participation variable P is
estimated on the total sample of
participants and non-participants in
equation (la). Logit or probit
analysis isthe mostcommonly used
method in this estimation.

m The predicted participation
probabilitiesare used to calculate a
correction term, which is derived
below.

m The correction termﬂ is then entered

into the energy savings model
(equation (2b) ) as a regressor.

s The energysavings model is then
estimatedvia ordinary least squares
on the total sample andused to
simulate the net impact of the
program. The estimate od is the
program netmpact(See theappendix
for SAS program).

Certain problemareinherent in thigrocess and
in the correction ternitself. The estimate of the



Heckmancorrection term for P =1 and P = 0
can be written as follows when; follows a
logistical distribution:

A =P(1+e780) In( 1+ €*80) - XB]
+(1_P)|:I! e(Xlél) Dxlél_(l_*_ éX]ﬁl))

|n( 1+ e(Xlél) )]

The simple application othe Heckman two-
stage method creates @moblem in that the

correction term X ) is a function of

participation (P).  This correlatiorcreates
problems when estimatinthe coefficients for

participation(P) and the correction terrr?(() in

the energy savings model. These problems

include incorrect signs and implausible
magnitudes for the estimate of net impact .

Other Two-Stage Methods

Train (1994) proposes an Instrumentériable
(IV) method to nitigate the endogeneity of the

regressor P. The program participation equation

is estimated at thdirst stage. At the second
stage, the esrgy saving model is estimated via

ordinary least squares with the regressor of the

predicted P from the first stage (see dppendix
for SAS program).

S=X,B,+3P+e, Qb))

The estimate ofd is an unbiased estimate of net
impact. Train’s methoddoes not provide a
robust estimate becausstimationerror at the
first stage directly adds tothe net impact
estimate at the second stage. Tlsata poor
prediction of P leads to @oor estimate ofd. In
addition, the participation equatigenerally has
few exogenouwariables thatare notalso in the
energy savingsquation, a fact that does not
help to mitigatethe endogeniety of P in the

energy savingequation. Thus, Train’s method
has limited use in practice.

Another approach for nempact analysis is to
estimate the pre- and post-peridifference and
the fixed effect ofeach participant using @anel
data regression (Jacobsand Lalonde,1996).
can The Jacobson-LaLonde method bising
used for the workforcetraining program
evaluation in Washingtorstate. Toapply the
Jacabson-LalLonde method to the D&Nalysis,
at thefirst stage aconditional demand model is
estimated with thenclusion of high-efficientcy
equipment adoption or structurahsulation
improvement.

K
KWH; =a; +ZUECikt (ECM,.,SG , AR,
=1

EDC;, LS, , WG, MG, &, ) Q. (2¢)

whereUEG,, represents consumption of th® k
end use anBy is a binary variable reflecting the
presence of the end use at the sitg;i.is an
individual specific fixedeffect. ECMy is a set of
variables representinghe presence otnergy
conservation features such agyh-efficientcy
equipment or insulatior5G consists of &et of
site characteristics like square footagendow
area, or roof typeEDG is a vector okconomic
and demographic characteristics of the
occupants,including income, household size,
and other feature&Sis a categoricalariable to
capture season load shape@&C; is an indicator
of weather conditiongviC;; pertains primarily to
energy prices. bite thatnon-participants may
install high-efficientcy equipment k, and
participantsmay installequipment k before the
program existsSECMy; thus isdefinedfor both
participants and non-participants and less
likely endogenous in equation (2c). Equation
(2c) can be rewritten as

K
KWHit :ai +Z [6kECMik +ykLSikt +XiZBZ
k

+e ikt ] Dikt (ZC*)



O is explained as savings realized by high-
efficientcy equipment installation or insulation
adoption. At the second stage, an adoption
equation is estimated for eachstallation of
more efficient equipment or insulation.

P« = XyuBuy +ey (1c)
P, =1 iff P«>0
P, =0 iff Px<0

where R =1 if a participant dopts high-
efficientcy equipment kand R =0, if a non-
participant dopts high-efficientcy equipment;
k=1, ... K. Finally, the net programmpact on

end use k is computed by (see the appendix for

SAS program):

Im pact=
Pr ob( participationn adoption of equipment)k
xSavings of Equipment k

=Pk x3,

This model providesnore robusestimates than
do the previouswo-stage methods. However,
this two-stage method doesot lead to an
efficient estimate for neimpact because does
not capture themutual impact process of
expectation for energgavings and decision to
participate.

FIML Estimation

Since a person’s expectatidor savings affects
the decision to participate and participation
affects her energy savings,s&ructural form of
the model for this process is represented by
equations (1) and (2) . The reduced form is:

—_ XlBl+yXZBZ+yE 2+£l

1-yd 1-yd
:XZBZ+6X181+681+£2
1-yd 1-vd

+yX
Let V1:X181 YX B, :
1-yd
V_XZBZ+6X181
) =
1-yd
ul=—y812+£1 .y, =%t
-y0 1-yd
So P =V, +v,
S =V, +v,

Error termsv; andv, areassumed to follow a
bivariate probability distribution to model the
mutual impactprocess of the expectation of
savings andprogram participation. Since the
logistical distribution can provide aobust
estimate relative to normal distribution, and
v, are assumed to follow a bivariate logistical
distribution. Thus,
Vl
er 1

Vi (V2-s) =(Vy-s)
eT— e A 1+e
(Vo-s)
e’ B 1

Vi (Va-s) =V
1+@

er-e’

Prob(P° =0, S> s) =

where A = 1p2, andp is the correlation

coefficient ofv 1 andv o

dProb(P =0, S> 9
0s

f(P"20,S=g=-




f(P°<0,S=9=
=(V2-9)

_-f(P"'20,S=9

The log-likelihood function is:

S [P ogl f(P, =15=§)] +
(1-P,)0og[ f(P, =0,5= )]

This likelihood function is maximized to
simultaneously estimatie coefficients ofboth
the participation and thsavingsequation f;,

B2, O, Vy). Since this simultaneous estimation
models the mutual impactprocess ofsavings
expectation and participation decision-making,
the FIML estimate igfficientand robustelative

to a two-stage method. The author has
developed SAS programs of IML and NLIN to
maximize a likelihood function.

CONCLUSION

The benefit of estimatingthe parameters
simultaneously is thathere is noinformation
loss. This is important ithe evaluation of DSM
programs because tliecision to participate is
based on the expected enesgyings associated
with participating in the program. Energy
savings(S) and program participatiogP) are
both endogenous in equatiofts) and (2), and
should therefore be estimatesimultaneously.
FIML estimation accurately captureghis
simultaneity. It also avoidghe estimation
problems encountered whersing a twestage
approach. The approach introduced and
developed in thipaper can bapplied toother
program/policy impact analysis. Ifiact, the
Heckman and Jacobson-LaLonde methods

1 wang (1984).

originally were applied to femaldabor supply
and education program evaluation.
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APPENDIX

A SAS Program Example for Heckman Two-
Stage Method

data savings;
set savings;
proc logistic data=savings descending;
model pk= totsqft type weather
utility/link=logit ;
output out=logit xbeta=xbetahat;
data logit;
set logit;
t=exp(xbetahat);
if pk=1 then lambda=(1+1/t)*log(1+t)-log(t);
else if pk=0 then lambda=t*log(t)-(1+t)
*log(1+1);
proc reg data=logit outest=param;
model savingsk=totsqft type weather p
lambda ;
output out=saving p=psavingks;

A SAS Program Example for Train’s IV
Method

proc logistic data=savings descending;
model pk= totsqft type weather
utility/link=logit ;
output out=logit p=pkhat;
proc reg data=logit outest=param;

model savingsk=totsqft type weather
phatk;
output out=saving p=psavingsk;

A SAS Program Example for Jacobson-
LaLonde Method

proc tscsreg data=savings outest=param;
model svaings=alphal-alphan Is sqft type
weather ecml-ecmk ;
id id month;
proc logistic data=savings decending;
model pk= totsqft type weather
utility/link=logit ;
output out=logit p=phatk ;
where ecmk=1;
proc summary data=logit;
var phatk;
output out=mean mean=phatmean;
where ecmk=1;
data param,;
merge param mean;
impactk=ecmk*phatmean;

SASPROC MIXED can be used for
unbanlanced time series data.

SAS Programs for Wang’s FIML Model (on
request)
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