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Abstract

The statistical methods for statistical process con-
trol using real-time data in batch processes require
intensive computation on large amounts of data.
The real-time data from a batch process consists
of frequent measurements on several different vari-
ables during the batch operation time. In the ex-
ample in this paper, 588 measurements are taken
on eleven different variables during a single batch
run. Using SAS/AF® and SAS/SCL® the RTPM
Pro system has been developed to implement the
statistical methods for real-time process monitor-
ing. RTPM Pro menus have been designed to walk
the user through: (1) using multivariate techniques
to compute summary scores from the highly corre-
lated real-time data, (2) form a multivariate regres-
sion model relating batch inputs and initial condi-
tions to form expected summary scores, (3) compute
process monitoring statistics which compare the de-
viation between the expected summary scores and
the observed summary scores, and (4) provide diag-
nostic tools which identify patterns in the real-time
variable(s) for batch runs with out-of-control sig-
nals.
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trol, control charts, multivariate control charts, sta-
tistical process control.

Introduction

Many industries such as the semiconductor and
chemical manufacturing industries use batch pro-
cesses to form products. Processes that use batch or
semi-batch processing include wafer planerization,
wafer etching, injection molding processes, poly-
mer manufacturing, pharmaceuticals, and biochem-
ical to name a few. In most cases batch processes
produce or manufacture large amounts of product.
Therefore monitoring these processes is necessary to
ensure that high quality products are consistently
produced. A good method for monitoring batch

processes is through the use of real-time process
monitoring (RTPM). This paper will not cover the
methods used to develop real-time process monitor-
ing rather only illustrate their use. The interested
reader 1s referred to the references at the end of this
paper for more detailed discussion on real-time pro-
cess monitoring.

Real-time process monitoring consists of two
steps: process modeling and process monitoring.
Both steps can be computationally intensive be-
cause of the large amount of data often collected
during batch runs. In addition the variables are of-
ten highly correlated indicating that dimension re-
duction methods such as principle components anal-
ysis are valuable in focusing only on the real-time
data containing information on process operation.

Historically real-time process monitoring compu-
tations have been done using SAS macros. This
proved to be both laborious and time consuming.
RTPM Pro is a system designed to provide a user-
friendly graphical environment to perform real-time
process monitoring. RTPM Pro was developed us-
ing SAS/AF and SAS/SCL.

This paper will use a Reactive Ton Etcher (RIE)
as an example batch process where real-time pro-
cess monitoring can be implemented. Etching is the
process of transferring a pattern to a silicon wafer
by removal of material, usually silicon (Si) or sili-
con dioxide (SiOs). This is done by subjecting a
gas (CF4 in this case) to a high voltage causing a
chemical reaction which creates an active mixture
of electrons, ions, and free radicals. Through a self
voltage bias, these ions and free radicals accelerate
toward the surface of the wafer reacting with and
removing the silicon surface.

Process Modeling
Process Modeling can be divided into the following

four steps; data selection, data standardization, di-
mension reduction, and summary score modeling.
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Figure 1: Data Structure of X, Y, and Z.

Each of these steps is briefly explained along with
its software implementation.

Data Selection

There are three types of data that may be collected
from each run of a batch process. They include the
following:

e the inputs or initial conditions which are re-
ferred to as the recipe or the X data.

e the real-time data on process variables know as
parameters or Y data.

e the measurements on the resulting product,
which are referred to as the product quality
measurements or Z data.

For example with the RIE process the recipe or X
data are the set points for chamber power and pres-
sure. The parameters or Y data are those monitored
during the process such as throttle position for gas
outlet, flow rate of CF4, voltage bias from wafer to
ground, etc. The product quality measurements or
7 data are uniformity, anisotropy, and etch depth.

When data is taken in real-time every few seconds
or several times a second a database can quickly
grow to be very large. Figure 1 shows the struc-
ture of the data. The X matrix containing the
batch recipes is a matrix whose n rows represent
the different runs and p columns contain the differ-
ent recipe variables. The Z matrix containing the
product quality measures is a matrix whose n rows
represent the different runs and ¢ columns contain

the different product quality variables. The data
that pose the biggest problem are the Y data which
Nomikos and MacGregor (1994) suggest organizing
as a three dimensional array. The n rows correspond
to the different runs, K columns correspond to the
real-time measurements taken for a given run and
the third dimension (depth) is the J different pa-
rameters. A problem with the high dimensionality
of the Y data occurs with SAS® datasets storage
and when multivariate statistical methods are used.
Multivariate statistical methods require that the Y
data be a matrix and not a three dimensional array.
To deal with this problem the Y data is ‘unfolded’ so
that the n rows represent the different runs and JK
columns are arranged such that columns 1 through
J contain the first real-time sampling point obser-
vations on the J different parameters, the J + 1 to
2J columns contain the second real-time sampling
point observations on the J different parameters,
and so on until the (k — 1)J + 1 to JK columns
contain the last or K'th real-time sampling point
observations on the different parameters. The bot-
tom half of Figure 1 contains a graphical representa-
tion of how the Y matrix is ‘unfolded’. This is how
the data is used in real-time process monitoring and
how 1t is stored in a SAS dataset. The advantage of
grouping the observations by sampling points rather
than by parameters is that in real-time when the
data are being collected, vectors of observations can
be added to the matrix at each sampling point. All
further uses of the Y data will be referring to the
‘unfolded” Y matrix.

This operation of ‘unfolding’ the Y matrix be-
comes very simple in the RTPM Pro system. As
can be seen from Figure 2 the user selects which
runs are to be used as training runs to build the
model, which runs are to be used as test runs to
cross-validate the model and which runs should be
omitted. Likewise X, Y and Z variables can either
be selected or omitted. After the user has chosen the
runs and variables to be used in model building the
software automatically takes care of creating and
storing the ‘unfolded” Y matrix

Data Standardization

Data standardization entails centering and scaling
the data in the Y matrix. It removes the non-linear
characteristics of the parameters and also ensures
high magnitude variables do not drown out variables
that are measured in smaller units.

Depending on the kind of data that is available for
model building, different estimates of the mean and
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Figure 3: RTPM Pro Data Standardization screen

variance can be used. Figure 3 shows that the mean
can be computed by using all the training runs or
a group of runs can be chosen from which to com-
pute variable means. Likewise with the estimate
of variance except that a group variable can also
be chosen. Figure 3 shows how the RIE data was
standardized. Since the data came from a central
composite design (11 data points) all the data was
used to compute the means. However in computing
the variance the only pure replication exists at the
three center points of the design (runs 2, 6 and 11)
and therefore these points were used to compute the
variances. In this case other methods could be used
to obtain the mean and variance estimates. RTPM
Pro allows a user to try different methods and com-
pare.

Dimension Reduction

The overwhelming dimension of parameter profile
data in Y requires the use of dimension reduction
tools. Remember that the Y matrix dimensions are
N by JK | where J is the number of parameters and
K 18 the number of sampling points in the batch
process. For example, in the RIE process there are

[=] [_[o]x]

Command ===>

Process Modeling: Dimension Redudion r' Number of Diagnostic
10

1. Choose Method Components:

M Principle Components Analysis (PCA)
3 Diagnostics

4. Number of Final
Components: 3

[[Partial Least Squares fnalysis (PLS)
[ Canonical Correlation
[CFactor Analysis

Soree Plot

EIGNVAL
o000

000000

saonom ‘ 5 nNake L Matrix |
“oco000

3000000

a0c0000
i 6 View Weights |

N Finist | canceL |

Figure 4: RTPM Pro Dimension Reduction Screen

eleven parameters, each measured 588 times during
the batch process. This yields a Y matrix with 6468
columns. The high correlation among these mea-
surements due to their real-time nature implies that
each element does not represent a unique piece of in-
formation. Rather, much of the information in a set
of historical runs can be reduced to a few underly-
ing dimensions or summary scores. As Nomikos and
MacGregor (1995a) demonstrated, a useful monitor-
ing method must capitalize on this feature.

The RTPM Pro system permits the analyst to
investigate many different methods of data reduc-
tion. For example, principal components, partial
least squares, factor analysis and canonical correla-
tion are all candidates for forming summary scores
depending on the types of batch process data avail-
able. There does not appear to be a single opti-
mal method for each situation, so the RTPM Pro
system provides an analyst with a simple interface
which permits comparison of different methods of
dimension reduction.

The interface includes a window which displays a
diagnostic plot for the chosen dimension reduction
method. Figure 4 shows that if principle compo-
nents is used then the diagnostic plot is a scree plot
which is used to select the final number of compo-
nents to use. Likewise for each dimension reduction
method RTPM Pro has a corresponding diagnostic
plot.

Summary Score Modeling

To perform SPC, expected summary scores must
first be established. Nomikos and MacGregor (1994,
1995a, 1995b) use historical parameter data to es-
tablish empirical models for parameter profiles and
summary scores. Grimshaw, Shellman and Hurwitz
(1996) take it a step further and use the recipe data
(X) to construct expected parameter profiles and
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Figure 5: RTPM Pro Summary Score Modeling
Screen

summary scores. Using multivariate regression a
relationship is established between the recipe data
(X) and the process parameters (Y). The rationale
being that recipe data will have an effect on the
behavior of process parameters. This multivariate
relationship can then be used to determine expected
parameter profiles for different recipe data.

Using the RTPM Pro system multivariate regres-
sion becomes an easy step. An illustration of how
simple and powerful SAS/ATF and SAS/SCL are can
be seen in the diagnostic check boxres of Figure 5.
Each of these check boxes represents a diagnostic
available in PROC REG and is represented as a
SAS/SCL variable for that window. If the box is
checked then the option is include in the submitted
SAS code. If the box is not checked then that par-
ticular option 1s not included in the submitted SAS
code.

Process Monitoring

The main function of RTPM Pro is as an off-line
model building tool to support an on-line monitor-
ing system. However process monitoring capabili-
ties have been included as a means of model com-
parison. In addition RTPM Pro can be used as an
off-line monitoring system.

Once the data has been entered into the system
the off-line process monitoring is a fairly simple task
using the RTPM Pro system. While the computa-
tions are not simple the system does all the messy
work in the background and then presents descrip-
tive statistics in a simple graphical manner. The
system first uses the X data to compute the ex-
pected summary scores for the given run. This
translates into an expected parameter profile for
each real-time variable. Next the summary score
are computed from the actual real-time data. Using
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Figure 6: RTPM Pro With-in Run Statistics Screen

the expected summary scores and the observed sum-
mary scores two statistics, a Hotelling 77 and a Q
statistic, are computed for each run. Each statistic
is believed to have unique strengths and weaknesses.
These statistics are plotted in SAS/GRAPH®) and
imported directly into the RTPM Pro system as is
shown in Figure 6. Notice that with the RTPM
Pro system, statistics can be produced for different
groups of runs by selecting a given radio box. The
window contains a graph of the Hotelling T statis-
tics for the 11 training runs and a few test runs.
From this chart a quick conclusion can be made that
run 18 is out-of-control.

Once an out-of-control run is identified, diagnos-
tics trace the out-of-control signal back to a variable
or group of variables that caused the problem. This
diagnostic check 1s done with a Pareto chart where
a bar graph shows the contribution of each variable
to the out of control signal. In the RIE process for
run 18 voltage bias from wafer to ground was identi-
fied as the highest contributor to the out-of-control
signal.

From there, the profile plot (similar to a time se-
ries plot) of the problem variable can be plotted to
show the predicted profile versus the actual profile
with an appropriate confidence interval. Figure 7
shows that voltage bias from wafer to ground was
slightly lower than the expected profile at the given
recipe. Different variables from the same run or
from different runs can also be inspected by click-
ing on the icon buttons and selecting them from a
pop-up screen list.

While these plots do not explicitly show the cause
of an out-of-control event, they do show how the
real-time variables were affected by it. This infor-
mation could then be used by an operator or engi-
neer to gain more knowledge of how a process is af-
fected by different situations, possibly allowing pre-
ventative measures to be identified.
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Figure 7: RTPM Pro Parameter Profile Screen

Conclusions

Real-time process monitoring is a very valuable tool
for monitoring batch processes. One of the most
important steps in any monitoring system is working
with a good model of the process. Having the right
tool to explore and compare different models for the
same process enhances a researchers ability to find
a ‘best” model.

The development of the RTPM Pro system in
SAS/ATF and SAS/SCL has greatly added the abil-
ity to explore model building for real-time process
monitoring. Five specific advantages are: First, the
time that i1t takes to analyze a data set has gone
from a day and a half using SAS macros to a couple
of hours. Second additional models for a given data
set are very easy to create allowing model compari-
son. Third, the graphical menu-driven interface is a
friendly environment to work in. The user does not
need to memorize process variables or run numbers
as these are provided in pop-up list menus. Fourth,
RTPM Pro has the ability to analyze real-time pro-
cess data off-line. This gives operators and engineers
a tool to help them better understand a process.
Finally, modification to the RTPM Pro system can
easily be made using SAS/AF and SAS/SCL which
allows for new methods to be integrated into the
system.
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