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ABSTRACT

This paper discusses the kinds of computer resources large-file processing uses and how to estimate resource requirements to avoid failed jobs. The examples given are specific to batch processing on IBM mainframes running OS, but many of the principles apply to other processing milieux as well. The paper concludes with an example illustrating some of the simplest, most frequently misunderstood, and largest-impact ways to reduce resource use.

INTRODUCTION

The "SAS® System is easy to use—and easy to abuse," so goes the saying. Many of the features of Base SAS software that make it accessible to a great number of people are precisely those features that cause SAS to be a large consumer of computer resources. When SAS software is used inefficiently through lack of care or understanding, the costs can be great. While it is true that there are other languages and systems that use computer resources more efficiently for specific tasks, often the human cost of writing and maintaining such code (not to mention learning the language or system) far outweighs the savings in computer costs. With care and understanding, Base SAS software can be an effective tool for processing large data sets for data analysis.

In general, the more you know about the SAS language and how the SAS System processes data, and the more care you take in designing, testing, and coding your programs, the better you will fare with large data sets. In working with a lot of data, every inefficiency is magnified—sometimes millions of times. Most of the elementary techniques for large data set processing focus on avoiding the unnecessary: Don't make SAS do more processing than it has to. Most beginning SAS programmers use more data steps, create more data sets, read and write more variables, do more sorts, and in general do more processing than the task requires.

LARGE DATA SET TECHNIQUES: A SUMMARY

A great deal has been published over the years in SAS Institute and SUGI literature about using SAS Software with large files. Most of this material falls into one of three categories:

- The importance of planning, testing, and using good programming techniques
- Ways to reduce the size of the file being processed through the use of random samples, data summarizers, and working subsets
- Ways to avoid excess processing and the relative merits of various processing strategies, particularly with regard to efficient DATA step coding and table look-up techniques.

A checklist of large data set techniques, and a bibliography of SAS Institute and SUGI literature dealing with large data set processing and other suggested readings are presented in the Appendix.

LARGE FILES AND COMPUTER RESOURCES

What is not very often talked about in the literature is, "What do you do when you've done your best to minimize size and maximize efficiency and the remaining file (or job) is still huge?" All computer processing requires space to store data, permanently or temporarily, CPU time for reading, writing, and manipulating data, and a certain amount of space (a "region") in the CPU (called memory or core) in which the computer does its work.

After all one's careful planning and testing of efficient code, jobs involving large data sets still often fail in production because they run out of computer resources:

- SPACE to write large permanent data sets
- SPACE to write temporary data sets
- CPU TIME
- MEMORY

Programmers differ in what they consider to be large files. Sometimes large is simply, "the biggest file I've ever processed." Almost always, large means anything that will cost a significant amount of money to process. The kind of large this paper will address is "large enough to make me worry about whether processing it will exceed the upper bounds of my system's resources."

One of the unnecessary things we certainly want to avoid is running the same job multiple times because it lacked sufficient time, space, or memory to complete the first time. In order to work with files this large, one should learn enough about data storage space, CPU time and computer memory requirements to make intelligent estimates of the resources each job will need. The remainder of this paper concentrates primarily on the first resource: space for data storage.

SIZE AND SPACE

The biggest problem with data storage space is that people guess! They do not have a feel for data set size, and they don't know how to translate size into computer terms to request storage space. As a result, users often request what they perceive as "a lot of space" without having any idea how the amount of space requested relates to the amount of space needed for data sets.

To understand space it helps to understand something about what data looks like in the computer and how it is stored.

Data and How They Are Stored

Humans and computers process data at different levels. At the simplest level computerized data consists of bits—binary digits—which humans represent by strings of 0's and 1's. For convenience, clarity or efficiency, humans and computers often process bits in groups of eight: a byte. Bits and bytes are used to encode data in ways which are meaningful to the computer.
Humans think in terms of the larger picture—they cope with bytes by grouping them into fields with conceptual meaning: a 9-byte field for SSN, 6 bytes to contain date of employment, 20 bytes for employee last name. Fields pertaining to a unit of interest—e.g., employee, a hospital admission, an order for automobile parts—are grouped together into logical records or observations. To make efficient use of the computer's capabilities, we usually give it several records at a time, in a BLOCK.

However you see the data, the computer sees it as a succession of bits, which are grouped into bytes, which are grouped into logical records, which are further grouped into blocks.

Figure 1:
The Structure of Data

<table>
<thead>
<tr>
<th>Bytes</th>
<th>Represented in binary notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>11110000</td>
<td>11110011</td>
</tr>
<tr>
<td>P0</td>
<td>P3</td>
</tr>
<tr>
<td>11110110</td>
<td>11110010</td>
</tr>
<tr>
<td>P6</td>
<td>P2</td>
</tr>
<tr>
<td>11101001</td>
<td>11010001</td>
</tr>
<tr>
<td>F4</td>
<td>D1</td>
</tr>
</tbody>
</table>

FIELDS - How the user organizes bytes to represent quantities of interest

- 9 bytes: Employee ID
- 10 bytes: Last Name
- 5 bytes: Date of Hire

RECORDS - All the fields for an observation

033562184 JOHNSON 08021 ...

BLOCKS - A collection of records grouped together for efficiency in processing

Data Storage Media

The two most common mainframe data storage media are direct access storage devices (DASD) which are referred to in this paper as disk packs, or volumes, and magnetic tape.

A disk pack or volume is made up of a stack of round metal platters (disks), coated with a magnetic recording material, on which data are recorded in concentric circles called tracks. Tracks placed immediately above each other on successive platters are referred to collectively as a cylinder. There are as many tracks per cylinder as there are platters per disk volume. Each track or cylinder holds a fixed number of bytes, depending on the disk pack model. The maximum storage capacity of a disk volume depends on the number of bytes per track, the number of tracks per platter, and the number of platters per volume. These quantities vary from model to model. Appendix Figure A-1 gives maximum storage capacity for IBM models 3350 and 3380, the most common disk volumes in use on IBM systems today. (The 3380-E has all the characteristics of the 3380, except that it has twice as many cylinders per volume—"double density"—as the original 3380, therefore twice as much maximum capacity.)

Notice that we said "maximum" capacity. What causes capacity to deviate from maximum? Blocking. We said above that records are grouped together into blocks for efficiency in reading and writing operations. Blocking also turns out to be most efficient for storage. When data are written to tape, the block is written as a whole, followed by a space, called an interblock gap, followed by the next block (see Figure 2). A similar process is followed in writing data to disk: the block is written, followed by a gap of a number of bytes, followed by the next block, etc. The difference on disk is that the "gaps" actually contain overhead information that allows the computer to keep track of where all the data is and to access it directly (Direct Access) rather than sequentially. The effect of this system is that only a certain portion of a track is actually available to you for your data, and the rest is used by the operating system for data management.

Figure 2:
Records and Blocks

How much overhead space is needed depends on how many blocks you write, since each block requires overhead, and what device you are writing to. Since, as usual, different devices have different requirements. The following table is a simplification of overhead requirements, but it is sufficient for estimates:

<table>
<thead>
<tr>
<th>Device Interblock Overhead Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device:</td>
</tr>
<tr>
<td>3350</td>
</tr>
<tr>
<td>3380</td>
</tr>
<tr>
<td>1600 bpi tape</td>
</tr>
<tr>
<td>6250 bpi tape</td>
</tr>
</tbody>
</table>

Figure A-2 in the Appendix shows the effect of blocking and overheads on device data capacity.

Figuring Storage Requirements

Data set size (in total bytes) and data set storage requirements, while related, are not the same thing. Data set size in bytes is:

\[ \text{SIZE} = \text{OBS} \times \text{BYTES_PER_OBS} \]
Storage is always expressed in terms of the number of storage units required, a storage unit on disk being a track, cylinder or block; storage units for tapes are expressed to the computer as number of tracks. The exact amount of storage needed depends on how the data set is configured: how many bytes per observation, how the observations are blocked, and the size of a storage unit on the device of choice.

Fortunately, we are not usually required to figure the storage units exactly. For our purposes it is sufficient to estimate. Fortunately, we are not usually required to figure the storage units exactly. For our purposes it is sufficient to estimate.

To calculate storage for any data set, you need to know:

- How many bytes are in each record?
- What kind of device am I going to use?
- How many records will I group together into a block?
- Disk: How many blocks will on a track?
- Tape: How many inches does a block take?

Figure 4 gives formulas and rules used in computing storage quantities. An example follows.

An Example of Storage Calculations. Most of the data you will encounter is recorded as Fixed Blocked (FB) records. Fixed Blocked simply means that each logical record is the same size, and that records are grouped into blocks with a constant number of records per block. This makes size and storage computations quite simple. Even though the SAS System uses a different record format for SAS data sets, the fixed block model can be used to estimate storage. The following example shows a storage calculation for a generic fixed block external data set. The next section describes SAS data sets and gives examples of SAS data set calculations.

Suppose you have a file with 80-byte records that you want to store on a 3380 disk pack. You decide to write two blocks per track, because you know (from Appendix Figure A-2) that half track blocking gives you the most data storage space per track on a 3380. This means your maximum block size (MAX_BLKSIZE) is 23476 bytes.

\[
\text{MAX_OBS_BLOCK} = \frac{\text{MAX_BLKSIZE}}{\text{LRECL}} \quad \text{(Use next lower integer)}
\]

\[
\text{MAX_OBS_BLOCK} = \frac{23476}{80} = 293.45
\]

Our answer is 293, because we do not write partial records in a block. A maximum of 293 records will fit in a half-track block on a 3380 device.

[Some people are averse to putting 293 records into a block, because 293 just isn’t an appealing number. These people would be apt to use 290 or 280 as a blocking factor. This is fine; with non-SAS data sets, you are in control. It just means you have slightly fewer observations per track. Of course, the nearest “nice” number is 300. However, if you put 300 records per block you get a blocksize of 24000. Which is also fine, IBM computers can handle it, but you will not be able to write 2 blocks per track, only 1, because 24000 is greater than the maximum block size for half track (2-tracks-per-block) blocking. This means almost twice as many tracks of storage would be needed to hold the same data set.]

Let’s actually put 293 observations in a block. This gives us a block size of 23440, which is acceptable for half-track blocking. We calculate this according to the formula:

\[
\text{BLKSIZE} = \text{LRECL} \times \text{OBS_PER_BLOCK}
\]

\[
\text{BLKSIZE} = 80 \times 293 = 23440
\]

Now all we need to know is how many observations we have—let’s say 345292—and we find:

\[
\text{BLOCKS} = \frac{\text{OBS}}{\text{OBS_PER_BLOCK}} \quad \text{(use next higher integer)}
\]

\[
\text{BLOCKS} = \frac{345292}{293} = 1179
\]

\[
\text{TRACKS} = \frac{\text{BLOCKS}}{\text{BLOCKS_PER_TRACK}} \quad \text{(Use next higher integer)}
\]

\[
\text{TRACKS} = \frac{1179}{2} = 589.5
\]

The computer: allocates tracks in whole numbers, so we know we need 590 tracks. To be safe (Is your arithmetic right? Are you sure there are EXACTLY 345,292 observations?) we usually ask for some extra space, with instructions to release it back to the computer if we don’t need it. In your JCL you might code:

\[
\text{SPACE} = (\text{TRK}(650,50),\text{RLSE})
\]

asking for at least 650 tracks to start (590 plus a margin) with the possibility of getting more, in increments of 50, if we need it. Anything we don’t use will be released at the end of the job.

If your computer center allocates space in cylinders, you get:

\[
\text{CYLINDERS} = \frac{590}{15} = 39.33
\]

Since the operating system does not allocate partial cylinders, ask for a minimum of 40.

Converting from one device to another.

Suppose your data are on 3380 disk and you want to transfer them to tape (at 6250 bpi). How much tape do you need? You could either simply calculate the number of blocks directly from the formulas (Example A), or, since the blocksize is small, use the conversion factors in Figure 5 (Example B).

```
Example A

\[
\text{MAX_OBS_BLOCK} = \frac{\text{MAX_BLKSIZE}}{\text{LRECL}}
\]

\[
\text{MAX_OBS_BLOCK} = \frac{23440}{80} = 293.45
\]

\[
\text{BLOCKS} = \frac{\text{OBS}}{\text{OBS_PER_BLOCK}} \quad \text{(use next higher integer)}
\]

\[
\text{BLOCKS} = \frac{345292}{293} = 1179
\]

\[
\text{TRACKS} = \frac{\text{BLOCKS}}{\text{BLOCKS_PER_TRACK}} \quad \text{(Use next higher integer)}
\]

\[
\text{TRACKS} = \frac{1179}{2} = 589.5
\]

Example B

\[
\text{TAPE_BLOCKS} = \frac{\text{3380_TRACKS}}{\text{CONV_FACTOR}}
\]

\[
\text{TAPE_BLOCKS} = \frac{345292}{846} = 409.23 \approx 409
\]

Now calculate footage:

\[
\text{INCHES_BLK} = \frac{(\text{BLKSIZE/DENSITY}) + \text{OVERHEAD}}{32720/6250} \times 3 = 5.532
\]

\[
\text{TAPE_FEET} = \frac{\text{TAPE_BLOCKS} \times \text{INCHES_BLK}}{12}
\]

\[
\text{TAPE_FEET} = \frac{409 \times 5.532}{12} \approx 190.23
\]

If your tape blocks are close to 32720 you can simply use 5.5416 and 21.075 as INCHES_BLK for 6250 bpi and 1600 bpi tapes, respectively.

180
CALCULATING STORAGE FOR SAS DATA SETS

The Structure of SAS Data Sets

On IBM/OS systems, a SAS Data Set consists of three parts: a directory entry, a descriptor portion, and a data portion. Figure 6 shows a schematic representation of the three parts of a SAS data set. Formulas for computing the amount of space required by each part are given in the Basics manual on pp 36-38. These formulas can seem overwhelming: The novice often gives up and goes back to guessing. Do not despair! For our purposes it is not necessary to know exactly how many bytes and tracks are needed. Estimate, and add a margin for error.

Figure 6

<table>
<thead>
<tr>
<th>Schematic Representation of a SAS Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Directory Entry</td>
</tr>
<tr>
<td>Descriptor Portion</td>
</tr>
<tr>
<td>Blocks of Variable Records</td>
</tr>
<tr>
<td>Blocks of History Records</td>
</tr>
<tr>
<td>Data Portion</td>
</tr>
<tr>
<td>Blocks of Data Records</td>
</tr>
</tbody>
</table>

In working with large data sets, the space required for the directory entry is negligible. The space required for the descriptor portion is usually, but not always, insignificant compared to the space required for the data portion itself. Therefore in calculating storage requirements for SAS Data Sets, we can simply calculate the space required for the data portion and add a small margin for the rest.

Storage for SAS Data Sets

Calculating storage for SAS Data Sets can be very simple. Every time you create a SAS Data Set on disk, your SAS Log contains a note:

**NOTE: THE DATA SET OUT1.MASTER HAS 1000 OBSERVATIONS AND 324 VARIABLES.**

This tells you how many data observations fit on one track of storage space. To calculate storage for the entire data set on the same type of device, you only need to know the total number of observations you expect in the final data set. Suppose we expect 400,000 observations.

\[
\text{TRACKS} = \frac{\text{OBS}}{\text{OBS/TRK}} = \frac{400,000}{18} = 22,222.2 \rightarrow 22,223
\]

We will want to add small a margin for directory and descriptor records. Let's ask for 22500.

Now we're in trouble! Appendix Figure A-1 tells us that there are only 13275 tracks on an entire 3380 disk pack. One of the limitations of SAS Data Sets on disk is that they cannot span disk volumes, that is, the entire data set must fit on one disk volume. If we have a 3380-E, which has twice as many tracks as a 3380, we could write OUT1.MASTER to disk.

Still, 22500 tracks is 84.8% of a 3380-E. You need to know: Is there such a volume available to you that is 84% empty? What will this storage cost you? At charge-back installations, disk storage is usually $0.01-$0.04 per track per day unless whole pack rentals are arranged (usually several thousand dollars per month). Even at a penny per day, OUT1.MASTER is costing at least $225 a day to store. Many computer centers monitor storage of data sets as small as 200-500 tracks in order to keep public storage space free for all users. Non-chargeback systems are usually more aggressive than chargeback systems in this regard. You may find your data center reluctant to give you this much space unless you lease a disk pack long term.

If you don't need to use the direct access (POINT=) feature of SAS Data Sets (or other disk-only features) on a daily basis, you should store OUT1.MASTER on tape. While tape storage can be less flexible and less convenient than disk storage, it is VERY CHEAP in comparison to disk storage.

How do we figure how many tapes we need? One handy statistic, is that at maximum blocking a 6250 bpi tape contains about 170 megabytes of data (see Appendix Figure A-1). If we know the size of the full OUT1.MASTER in megabytes, we could make a quick estimate. We know that the maximum effective track capacity of a 3380 is 46952 bytes (Appendix Figure A-1 again). So the most our 22223 tracks can contain is 22223 * 46952 = 1045.4 megabytes. At 170 megabytes per tape, that's 6.13 tapes. You would allocate a minimum of 7 tapes (2400 foot) maximum for this job. You'd be safer (especially if your installation is not in the habit of mounting scratch tapes) to allocate an extra tape for good measure. Among other things, estimates are exactly that--estimates—and some are better than others. Also, the exact usable length of a 2400 foot tape is not always 2400 feet!

We could be more precise by using the formulas in Figure 4. To do this we would like to know the LRECL and BLKSIZE that SAS will use. While SAS Data Sets are technically RECFM = U (record format = unformatted), the SAS System uses a fixed LRECL and BLKSIZE for the data portion of the data set. The data portion LRECL is the sum of the lengths of all the variables, plus 4 bytes. The BLKSIZE used depends on the value of the BLKSIZE= option set for your installation. You can find both the LRECL and the BLKSIZE used for OUT1.MASTER from a PROC CONTENTS on the data set.
### Special Storage Considerations for SAS Data Sets

Remember that when you allocate storage space for a new SAS file you are actually allocating space for a SAS Data Library which can contain more than one SAS Data Set. The SAS Data Library needs to be big enough to contain all the data sets that will be stored there.

If you are sorting a SAS data set without an OUT= option, the SAS system stores the sorted records temporarily in the same data library as the original file. Then, when the sort completes properly, the old version is erased and replaced by the sorted version. If you were to try to sort OUT1.MASTER:

```sas
PROC SORT DATA = OUT1.MASTER;
    BY PERSONID;
```

You would need twice 22500 tracks in the data set referenced by OUT1. If you use OUT= with your sort you still need twice as much space, but not all in one data library:

```sas
PROC SORT DATA = OUT1.MASTER OUT = OUT2.SORTMASTER;
    BY PERSONID;
```

Now you need 22500 tracks for OUT1.MASTER, and 22500 tracks for OUT2.SORTMASTER! Note that you must use OUT= when sorting tape data.

The same thing happens when you replace a SAS data set with itself (a practice this author does not advise).

```sas
DATA OUT1.MASTER;
    SET OUT1.MASTER;
```

The OUT1 library temporarily needs space for two copies of the member MASTER. In our example, you cannot get enough space due to the single-volume restriction.

#### Descriptor Records

Occasionally, the Descriptor portion of a SAS data set can become extremely large. Among the material that is stored in the descriptor portion is information about each variable in the data set, and data set history, that is, source code for the current data set and every preceding data set back as many generations as the GEN= option allows. (Use PROC OPTIONS to find out your system default for the GEN= option.) If your data set is a large one and comes from a long line of large merged and constantly updated data sets, history information alone can consume several hundred tracks. SAS uses 90 bytes of storage per line of source code, blocked at 1024 or less. This allows only about 300 lines of code per track.

If you suspect you have generation trouble, look at your test data set. Does it occupy many more tracks on disk than your calculations suggest? Try rerunning the test with OPTIONS GEN=0. Does the space occupied change? Now you know how much space to allocate for the non-data portion of your data set, or you may choose to economize on storage by running the production run with GEN=0.

#### Unknown Quantities

Knowing how many observations you will have is sometimes hard to predict. You should at least know how many observations are in every input or data set you will read. If you don't know, you can get a good estimate for INFILEs from the LRECL and BLOCK COUNT on a PROC TAPELABEL (if tape). If your INFILE is on disk, there is usually a utility which will tell you LRECL, BLKSIZE and tracks. This gives you enough information to estimate.

Even for a SAS data set on tape, PROC CONTENTS will tell you the LRECL and BLKSIZE, but not the number of observations. Using the block count from a PROC TAPELABEL will yield an overestimate of the number of observations, because that block count includes all the directory and descriptor records.

What about new large data sets you are creating? How many observations will they have? If you intend to keep all your observations that you have your answer. If you intend to subset or expand the data or to merge, you will have to extrapolate from test runs. You will be best served if you have been using a random-sample test file, as such files are most likely to produce accurate extrapolations. Beware of extrapolating from an OBS = 100 run. For one thing, bad data always seem, perverting, to wind up at the top or the bottom of the file. Secondly, subsetting observations usually depends on the values of certain variables. If you use a random sample you avoid the possibility that all observations with a given value of a subsetting variable are grouped together in the file.

#### Developing a Feeling for Size and Space

When asked to define "large", people most often answer only in terms of the number of observations—50,000 obs, a million obs—forgetting that files have two dimensions, observations and variables. How big is each observation, that is, how many bytes of data does it contain? Figure 7 illustrates several different file configurations, each of which contains 100 million bytes (100 Megabytes) of data.

#### Figure 7

**Observations, LRECL and Variables in Four 100-Megabyte Data Sets**

<table>
<thead>
<tr>
<th>DATA</th>
<th>OBS</th>
<th>LRECL</th>
<th>VARS*</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>500K</td>
<td>200</td>
<td>25</td>
</tr>
<tr>
<td>B</td>
<td>250K</td>
<td>400</td>
<td>50</td>
</tr>
<tr>
<td>C</td>
<td>125K</td>
<td>800</td>
<td>100</td>
</tr>
<tr>
<td>D</td>
<td>50K</td>
<td>2000</td>
<td>250</td>
</tr>
</tbody>
</table>

* Number of 8-byte numeric SAS variables which fit record length exactly. For data records, SAS sets an LRECL equal to the sum of all the variable lengths, plus 4 bytes.

These data sets are all the same "size" in terms of total bytes of data, although they have slightly different storage requirements (see Figure 8).

When we talk about the number of SAS variables in an observation, we are only giving a partial answer, because we do not know how long each variable is. Numeric variables can be from 2 to 8 bytes in length, and character variables from 1 to 200 bytes. When talking
about the size of a SAS observation, we need to know its length in bytes, or LRECL (logical record length), which is simply the sum of the storage lengths of each variable, plus 4 bytes of overhead. 

**PROC CONTENTS** gives you this information. The convention in SAS manuals is to talk about variables as though they were all 8-byte numerics: 100 variables often means an LRECL of 804.

**Space for Temporary (Work) Data Sets**

Another potential space problem with large data sets is running out of space for temporary data sets created during your job.

When you run an OS batch job in SAS, the SAS System allocates a temporary SAS Data Library with the DDNAME WORK. You can see this allocation in the expansion of the SAS PROC at the top of your IBM job log. At our installation it looks like:

```sas
//WORK DD UNIT=SYSDA,SPACE=(6160,(750,250))
```

This statement allocates up to 27.7 megabytes (about 590 tracks on a 3380) for the SAS Data Library WORK.

The WORK Library is used by the SAS System to contain temporary utility files and temporary second copies of SAS data sets created while a sort is in progress or a data set is being replaced. These files remain in the library only until the end of the relevant DATA or PROC step. However, when you create a SAS data set using a one-level name, as in:

```sas
DATA STEP1;
SET ...
```

the SAS System places a SAS data set called STEP1 into the WORK library, where it remains until your job ends. The WORK library needs to be big enough to hold simultaneously all the temporary data sets you create in your job. If you are reading large files into temporary data sets, this can be a lot of space.

Now that you know how to calculate the space required for one data set, you can calculate the space required for each work data set as well. (In practice, you only need to worry about the large ones.) Just as you can request space of the system for your permanent SAS data sets, you can request space for any temporary data set and for the WORK data library.

There are several strategies for managing space for temporary data sets.

**Change the amount of space allocated to the WORK library with a //WORK DD statement placed immediately after the EXEC SAS card.**

**Create your own "work" library, by using OPTIONS USER=MYLIB, where MYLIB is the DDNAME of a large SAS data library.** The option USER= causes the SAS System to change the default library into which it writes data sets with one-level names. DATA STEP1; becomes the in the JCL.

**Use separate DDNAMES for large temporary data sets and allocate space for them in the JCL.** When you have large temporary data sets you may want to consider splitting up the job into smaller steps. Or, you can use the DISP parameter (NEW,DELETE,CATLG) to delete disk data sets automatically if the job terminates normally and to keep them if the job abends. That way you may also avoid having to rerun your job from the beginning.

**Write very large temporary data sets to tape.** Some installations have scratch tapes which can be mounted for this purpose; at others you have to use your own tapes.

**Consolidate your data steps and use KEEP= and DROP= as Data Set options whenever possible.** This keeps temporary data sets small, and most novices use too many data steps anyway.

**Use PROC DATASETS to delete temporary data sets from the WORK library when they have served their purpose and the job could continue from this point (even if it failed) without them.**

---

### Figure 8

**Storage Required on Disk and Tape for Four 100-Megabyte Data Sets**

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>OBS</th>
<th>LRECL</th>
<th>SAS VARS</th>
<th>OBS/TRETRACKS</th>
<th>OBSTRETRACKS</th>
<th>OBS/BLOCK BLOCKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50K</td>
<td>200</td>
<td>23</td>
<td>234</td>
<td>2137</td>
<td>163</td>
</tr>
<tr>
<td>B</td>
<td>250K</td>
<td>400</td>
<td>50</td>
<td>116</td>
<td>2156</td>
<td>47</td>
</tr>
<tr>
<td>C</td>
<td>125K</td>
<td>800</td>
<td>100</td>
<td>58</td>
<td>2156</td>
<td>23</td>
</tr>
<tr>
<td>D</td>
<td>50K</td>
<td>2000</td>
<td>230</td>
<td>22</td>
<td>2273</td>
<td>9</td>
</tr>
</tbody>
</table>

* Track requirements are shown using half-track blocking on the 3380, and full track blocking on the 3350 and tape.

** 3068 tape blocks of 23600 bytes each takes approximately 141.1 feet of tape at 6250 bpi and 5362 feet at 1600 bpi. Tape is most commonly encountered in 2400-foot reels, although 1800, 1200 and 600 foot versions are also used.
CONCLUSIONS

In any profession, a worker must expect to learn the tools of the trade in order to do a good job. As a SAS programmer you should study the workings of the SAS language and the environment in which it operates. You need to know what tools are available to you and how to use them; you need to know your own skill level—what you can safely do by yourself and where you need help.

Mistakes with large data sets are costly, wasting both computer resources, and your own time and that of others. While many issues involving the processing of large data sets, such as designing an appropriate and efficient use of the data, are advanced skills, there is much the novice can do to improve the efficiency of large-data programs. Every novice can learn to write consolidated efficient data steps that read and write as little data as possible.

The novice should develop an understanding of data set size and be sure that SAS jobs are given adequate resources to run correctly the first time.
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Figure 4:

Formulas for Computing Storage Requirements

DEFINITIONS:

**BLKSIZE** = Block size: the number of bytes actually contained in a block of records
**BLOCKS** = The number of blocks present (an integer)
**CYLINDERS** = The number of cylinders of storage needed. Calculated from tracks. See Appendix Figure A-1.
**DENSITY** = The density at which data are written to tape. Most commonly 6250 bpi (bytes per inch), although 1600 bpi is also used.
**LRECL** = Logical record length. The number of bytes in a record, usually the sum of the variable lengths or that sum plus 4 bytes. Available for SAS data sets from PROC CONTENTS.
**MAX_BLKSIZE** = Maximum block size, for a given device and blocking scheme (see Figure 3).
**MAX_OBS/BLOCK** = Maximum number of observations that fit in a block of choice.
**NRS** = Number of observations in the data set.
**OBS_PER_BLOCK** = Actual number of observations in a block. May differ from MAX_OBS/BLOCK because some programs prefer to use a slightly smaller round number than the maximum possible.
**OBS_PER_TRACK** = Number of whole observations which fit on a track (calculated, or from PROC CONTENTS or the SAS Log)
**TRACKS** = Number of tracks needed (an integer)
**TRACKS_PER_CYL** = Number of tracks contained in a cylinder. Device dependent, see Appendix Figure A-1.
**TAPE_BLOCKS** = Number of tape data blocks being written.
**TAPE_PER** = Number of feet of tape required for a data set at a given density.
**TAPE_INCH_BLK** = Number of inches of tape required per tape block at a given density (calculated).

FORMULAS: (See examples in the text.)

**BLKSIZE** = LRECL * OBS_PER_BLOCK
**BLOCKS** = OBS / OBS_PER_BLOCK (Use next higher integer)
**CYLINDERS** = TRACKS / TRACKS_PER_CYLINDER (Use next higher integer)
**MAX_OBS/BLOCK** = MAX_BLKSIZE / LRECL (Use next lower integer)
**TRACKS** = BLOCKS / BLOCKS_PER_TRACK (Use next higher integer)
**TRACKS** = OBS / OBS_PER_TRACK (Use next higher integer)
**TAPE_BLOCKS** = 3380 TRACKS + CONV_FACTOR (Use next higher integer)
**TAPE_PER** = BLOCKS * TAPE_INCH_BLK / 12
**TAPE_INCH_BLK** = (BLKSIZE/DENSITY) * OVERHEAD

RULES:

An integral number of observations are written to a block.
An integral number of blocks are written per track.
A block may not be larger than a track.
A SAS data set on disk must be wholly contained on one disk volume.
### Figure A-1
**Maximum Device Capacity**

#### DISK

<table>
<thead>
<tr>
<th>DEVICE TYPE</th>
<th>3350</th>
<th>3380</th>
<th>3380 EFFECTIVE*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Bytes per Track</td>
<td>19,069</td>
<td>47,476</td>
<td>46,952</td>
</tr>
<tr>
<td>Tracks per Cylinder</td>
<td>30</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Cylinders per Volume</td>
<td>555</td>
<td>885</td>
<td>885</td>
</tr>
<tr>
<td>Tracks per Volume</td>
<td>16,650</td>
<td>13,275</td>
<td>13,275</td>
</tr>
<tr>
<td>Maximum Bytes per Volume</td>
<td>317.5M</td>
<td>630.2M</td>
<td>623.2M</td>
</tr>
<tr>
<td>Device Overhead (byres per block)</td>
<td>185</td>
<td>523</td>
<td></td>
</tr>
</tbody>
</table>

*The maximum blocksize supported by IBM is 32760. A better use of 3380 space is to write two blocks, of up to 25476 bytes, per track. This gives a maximum track capacity of 46932 bytes.

** This is a simplification, but good enough for estimates. Use 185 for bytes for all but the first block on a 3350, 523 for all blocks on a 3380.

#### TAPE

<table>
<thead>
<tr>
<th>TAPE RECORDING DENSITY</th>
<th>6250 BPI</th>
<th>1600 BPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Bytes per Block</td>
<td>32760</td>
<td>32760</td>
</tr>
<tr>
<td>Inches per 32,760 Block</td>
<td>5.2416</td>
<td>20.475</td>
</tr>
<tr>
<td>Interblock Gap (Inches)</td>
<td>.3</td>
<td>.6</td>
</tr>
<tr>
<td>Blocks on 2,400 Feet of Tape</td>
<td>5197</td>
<td>1366</td>
</tr>
<tr>
<td>Bytes on 2,400 Feet of Tape</td>
<td>170.3M</td>
<td>44.8M</td>
</tr>
</tbody>
</table>

### Figure A-2
**Effect of Blocking on Device Data Capacity**

#### 3800 DISK VOLUME

<table>
<thead>
<tr>
<th>BLOCK TYPE</th>
<th>BLKSIZE</th>
<th>BYTES/TRACK</th>
<th>BLOCKS/TRACK</th>
<th>BYTES/VOLUME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Track</td>
<td>32760</td>
<td>27760</td>
<td>1</td>
<td>434.9M</td>
</tr>
<tr>
<td>Half Track</td>
<td>24746</td>
<td>46932</td>
<td>2</td>
<td>623.2M</td>
</tr>
<tr>
<td>Third Track</td>
<td>15476</td>
<td>46728</td>
<td>3</td>
<td>618.3M</td>
</tr>
<tr>
<td>Fourth Track</td>
<td>11476</td>
<td>45904</td>
<td>4</td>
<td>609.6M</td>
</tr>
<tr>
<td>4096</td>
<td>4096</td>
<td>40960</td>
<td>10</td>
<td>523.7M</td>
</tr>
<tr>
<td>1024</td>
<td>1024</td>
<td>30720</td>
<td>30</td>
<td>407.8M</td>
</tr>
</tbody>
</table>

*Largest blocksize supported by IBM/OS is 32760 bytes.

#### 3380 DISK VOLUME

<table>
<thead>
<tr>
<th>BLOCK TYPE</th>
<th>BLKSIZE</th>
<th>BYTES/TRACK</th>
<th>BLOCKS/TRACK</th>
<th>BYTES/VOLUME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Track</td>
<td>19069</td>
<td>19069</td>
<td>1</td>
<td>317.5M</td>
</tr>
<tr>
<td>Half Track</td>
<td>9444</td>
<td>18888</td>
<td>2</td>
<td>314.5M</td>
</tr>
<tr>
<td>Third Track</td>
<td>6234</td>
<td>18702</td>
<td>3</td>
<td>311.4M</td>
</tr>
<tr>
<td>Fourth Track</td>
<td>4629</td>
<td>18516</td>
<td>4</td>
<td>308.3M</td>
</tr>
<tr>
<td>4096</td>
<td>4096</td>
<td>16384</td>
<td>4</td>
<td>272.8M</td>
</tr>
<tr>
<td>1024</td>
<td>1024</td>
<td>15360</td>
<td>15</td>
<td>255.7M</td>
</tr>
</tbody>
</table>

#### 2400 FOOT TAPE VOLUME

<table>
<thead>
<tr>
<th>BLOCK SIZE</th>
<th>BLOCKS/VOLUME</th>
<th>BYTES/VOLUME</th>
<th>BLOCKS/VOLUME</th>
<th>BYTES/VOLUME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum (32760)</td>
<td>5197</td>
<td>170.3M</td>
<td>1366</td>
<td>44.8M</td>
</tr>
<tr>
<td>10200</td>
<td>15157</td>
<td>151.6M</td>
<td>4204</td>
<td>42.0M</td>
</tr>
<tr>
<td>4096</td>
<td>30145</td>
<td>123.5M</td>
<td>9113</td>
<td>37.3M</td>
</tr>
<tr>
<td>1024</td>
<td>62080</td>
<td>63.6M</td>
<td>23225</td>
<td>27.8M</td>
</tr>
</tbody>
</table>