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Introduction

The quality of a programmer's work is evaluated by results. When results are incorrect or the program fails to meet expectations, consequences range from annoyed users to frantic calls in the middle of the night. What can we do to avoid these unpleasant occurrences? Use of a fourth-generation language such as the SAS System should improve quality by providing an improved environment for the programmer. One advantage the SAS System holds over traditional programming is that it has been implemented as an interpreter as opposed to a compiler. This increases machine cost for the program, but it reduces the time necessary to find syntax and runtime errors. The SAS System is often called a system of defaults. This enables users to produce simple code to handle routine tasks that often take months to design and code using third generation languages. Such a system handles the coding detail at the bit and byte level and provides libraries of pre-tested functions and procedures, freeing the programmer to concentrate on concepts. Despite these improvements over earlier programming methods, no SAS PROC TESTMY-CODE exists -- the responsibility for ensuring program quality remains with the programmer. In today's world, high quality programming requires not only the production of accurate results, but also reliability, efficiency, testability, and maintainability. We will discuss testing methods and useful SAS System tools that will help us meet this challenge.

How are errors introduced into a program? Naturally, no one intends to produce flawed code. "Bugs" just turn up mysteriously to wreak havoc when we least expect it. However, we should recognize "bugs" for the defects that they are and attempt to produce code with zero defects. It is not enough to assume without verification that the work of good programmers will be correct; the slightest typo in the code or misunderstanding of the program's requirements can cause errors during later execution.

The purpose of testing is to identify any errors and inconsistencies that exist in a system. Debugging is the art of locating the source of these errors and correcting it. Together, the testing and debugging tasks are thought to cost 50% to 80% of the total cost of developing the first working version of a system. Clearly, any techniques that will facilitate these tasks will lead to improved productivity and reduced costs of system development.

We must broaden our philosophy of testing to go beyond the syntax check. As shown in Figure 1, the cost of correcting errors increases exponentially with the stage of detection. An error in a large system discovered after release of the product to the user can cost over two hundred times the cost of correcting the same error if it were discovered at the beginning of the systems' development. Costs to fix these later errors include changes in documentation, retesting, and possible changes to other programs affected by the one in error. While costs of correcting errors in smaller systems or segments of code do not increase so dramatically over time, early testing can still reduce total costs substantially and improve system accuracy and reliability.

We will describe techniques that can be useful for testing and debugging at all stages of the software development life cycle: determination of functional requirements; systems or program design; coding, unit testing, and implementation; and validation of results. Many features of the SAS System can facilitate testing and
debugging and can introduce time-saving, programmer-efficient, cost-effective program design into your daily routine. Incorporation of these techniques into the design, from the smallest module to the overall system, will result in a higher quality product delivered in a shorter time, not to mention reduced stress and increased self-esteem among the programming staff.

The Software Development Life Cycle

The software development life cycle is a formal segmentation of the evolution of a software product, from the glimmer of an idea through development to final acceptance by the users. A general model of this life cycle is shown in Figure 2.

The life cycle begins with a need expressed by a future user of the system. This "requirements specification", a statement of needs given from the user's point of view, is translated into a "functional specification", a detailed statement of what the system is supposed to do. As a simple example, a manager may ask for a list of employees showing salaries by individual, job title, and department.

The functional specification may include the following tasks: read employee file to obtain employee name, salary, job code, department code; read Personnel Department job file and department file to obtain job title and department name; merge these data together by employee, using the Personnel files as a table lookup; sort file by department; sum salaries by department and print listing; sort file by job title; sum salaries by job title and print listing. Obviously, the successful preparation of the functional specifications depends on clear communication between the requestor and the programmer. For example, does the manager want a separate listing by job title and by department, or a single listing with totals by job title within each department? Much work can be saved in the early stages by frequent, detailed, interactive communication with the user to verify expectations. Remember that during these discussions the user and the programmer are both learning about the system, refining their understanding of the requirements by asking many questions.

Once all parties agree on WHAT is to be done, the programmer then prepares the "design specification", a detailed plan of HOW the computer system will achieve these goals. It is at this stage also that plans for testing and implementation are developed. After all parties have agreed upon the specifications and reviewed and accepted the various plans, implementation of the system can begin. Use of a top-down approach to software development and testing enables the programmer to present early versions of the system to the client that show the overall functionality of the system while lacking specific capabilities that will be developed in the bottom modules. Use of early versions to demonstrate progress and understanding of the requirements is usually more reassuring to all concerned than a programmer's calculation that the software is ninety percent complete.

System release generally includes turning over documentation, files, and programs to the user who will test the system further. It is only rarely that the cycle ends here; some level of system maintenance will be required over the remainder of the life cycle of the software.

Functional Specifications

Functional specifications will include not only a statement of the overall goals of the system and descriptions of input and output records and reports, but details that may be overlooked in initial discussions. If possible, the user should supply coding schemes, including missing value or other special codes, valid ranges for variable values, key algorithms to be used, and any logical tests that should be included (e.g., check to see that someone who claims to never have smoked has no information on amount smoked). The user often can supply test data, either actual data or a textbook example, which is invaluable in checking your understanding of the requirements.

Users who are unfamiliar with data processing procedures or programming usually will not volunteer this
in your own best interest to ask questions, lest you discover too late that your design
was based on faulty assumptions. Often
at this stage a prototype can be
developed to bring necessary changes in
requirements or functional
specifications to light early in the
cycle. Working with the user to develop
and modify the prototype can be an
efficient way for everyone to refine
the needs and expectations of the system.
However if you decide to use prototyping
to facilitate your functional
specifications or complete the
requirements you should be aware of
several associated problems. Often the
client will consider the prototype
system as wasted time. In other cases
the client, desperate for the system,
will insist on implementing the
prototype which may not have adequate
features for data integrity, security,
backup, etc. In addition you may agree
to system add-ons that were easy to
present with the prototyping tools but
are expensive and difficult to develop
within the constraints of the
hardware/software environment that the
actual system will be implemented in.
"Walk-throughs" of the specifications
will also help clarify the details. Try
to anticipate future needs of the system
to avoid design changes later.

As an example of a problem that
could have been avoided by more
interactive discussion, a small system
designed at the National Cancer
Institute to analyze food frequency
questionnaire data changed any missing
value code to "-". It was only after
the initial data analysis that the
scientist decided to distinguish between
the missing value responses of "ate the
food, but don't know how often" and
"don't know if he ate the food". Every
program had to be changed to accommodate
these new codes. This problem could
have been avoided by using multiple
missing value codes (e.g., "A", "B")
which could easily be combined whenever
necessary.

The moral of this story is that
because requirements can change,
functional specifications (and the
subsequent design) should remain as
flexible as possible. Documentation of
the functional specifications should be
approved by both the user and systems
designer, and should provide a link back
to the original requirements
specifications received from the user.
This trace to the user's requests will
not only serve as a reminder of what was
required and why, but may point to
possible modifications of the
requirements that can reduce programming
time and complexity and possibly improve
the product. The documentation also
allows verification that the functional
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requirements will meet the objectives of the original request and that the system end-products satisfy the functional requirements.

Design Specifications

After the functional and requirements specifications have been reviewed and accepted, the actual design of the program or system can begin. Again, the design specifications will detail how the requirements are to be accomplished. Testing strategies should be incorporated into this design to save time, money, and effort at later stages of development or system use.

Often one of the first steps in system design is to do a flow diagram of the required tasks, including the input/output flow of the data. This design diagram can identify tasks that can be done in a single DATA step, repetitive tasks that could be coded as Macros, and independent modules that could be coded by different programmers. It will also point to subsets of the data that could be used instead of the master file to reduce processing time. Flow diagrams will also identify critical module interdependencies (e.g., Can program B read the file written out by program A?).

The design document should identify each "process" that must be performed within the program or system; one process will correspond to one DATA or PROC step. The document should include for each process: 1) a description of what is being accomplished in that step, 2) pseudo-code stepping through the required logic, using SAS data set and variable name references, 3) identification of all input and output files, and 4) lists of data elements in each file. At this point, the design specification begins to resemble a SAS program comments, code, data flows, and data set contents. The SAS System provides us with many tools to implement these ideas through the use of Macros, Procedures, and DATA steps. Its "English-like" syntax, when coupled with the use of meaningful variable names or formats, can allow nearly a line-by-line translation directly from the design specifications.

Once the basic design of the system has been sketched out, specifically what should be included to facilitate testing in later stages? First, whenever any data (variables, records, or files) are modified, provide documentation of the change and a means to recover the original data if necessary. The use of PROC CONTENTS and PROC PRINT (at least for a portion of the file) for newly-created or modified files will also provide a link back to the original specifications.

Secondly, plan to show intermediate results frequently, again by the use of PROC PRINT or the PUT statement. This will simplify debugging later by allowing verification of small sections of code and can point to sources of error before the program aborts. Checking of intermediate results by the program can also lead to efficient "error trapping", that is retaining control of processing by the program when invalid data are encountered. For example, checking to see that a denominator is not zero prior to division allows the program to take corrective action, such as substituting a small value for the zero or dropping the observation altogether. This approach is to be preferred to allowing the program to abort, perhaps in the middle of a long, expensive run.

Printing intermediate results also facilitates the checking for numerical accuracy of complex calculations. Any repetitive task identified by the system design should be implemented as a Macro or subroutine. The repeated use of code rather than coding repeatedly reduces the possibility of coding errors to a single routine and facilitates debugging and later maintenance of the module. Often a generalized Macro can be executed conditionally, i.e., depending on the value of an input variable or pre-specified parameter. If these Macros are useful in several applications, a Macro Library can be created to easily share the code. Similarly, Format Libraries may be created and shared by all programs in the system to ensure the consistency of the categorization of variables.

Finally, certain coding conventions can be adopted to ease the debugging and program maintenance tasks. For example, the free-form syntax of the SAS System allows the use of indentation to set off DO loops and code which is executed conditionally. Spaces and comments may be used freely to make the program easy to follow.

General Test Techniques

What passes for "testing" is all too often just the processing of a single sample data set. Worse yet, the correct results for this data set are often unknown. What does this prove? Certainly NOT that the system is error-free. Unless test data sets have known conditions and predictable outcomes, we can't be sure what (if anything) they are testing.

What should we be testing? First, as many conditions expected from potential input data should be run
through the system as possible. These data should include extreme values (largest and smallest expected values for variables), bad data, and missing data. A large volume of data should be processed to examine time and storage requirements. Output should be verified by independent methods (e.g., by hand calculations).

Less used but equally necessary is structural testing — testing the code itself. For example, each pathway through the code is tested, checking that each subroutine can be reached and that the code is as efficient as possible. This type of testing can identify logical dead-ends, infinite loops, and code that can never be executed.

Finally, any algorithms or mathematical calculations need to be checked for correctness, accuracy, and potential over- or under-flow. For example, has the correct version of the chi-square statistic been specified? Is the algorithm used the one least susceptible to round-off errors?

Tests such as these should be conducted on every part of the system, from the smallest unit of code to the links between DATA steps and programs. Structural testing of each small unit as it is completed will limit the potential sources of error in the more comprehensive tests to links between the smaller units. Often problems in the top modules, that have to call many other modules, contain the most expensive bugs to fix. Usually bugs found in the lower modules that have little interaction with the rest of the system are inexpensive to fix. This is perhaps the best argument for following a top-down methodology in software testing. To implement top-down testing you have to first identify the levels of code which should be apparent in the flow diagrams created in the design phase. Next you have to write stub programs for every module called by your top-level program. These stub programs can return a constant such as $100 for employee salary or may just print a message so you will know that your system has gotten to that part of its code. You can even make it a quick and dirty implementation of its real function. Once you are convinced that the top-level module is correct you replace one of the stubs in the second level with its real code. This may entail creating some new stubs for any modules called by the real code in the second level. When the second module is considered correct you replace another stub with its real code and continue testing. By using this method you will be able to demonstrate your progress with real code.

Test data can easily be generated within the SAS System. An OUTPUT statement within nested DATA steps will create a data set where certain variables are systematically varied. Random number generator functions are available for the more common statistical distributions to create "typical" data for variables with known statistical properties. Use of the ODS and FIRSTOBS= options with the SET statement allows testing of small subsets of an actual input file.

Although it is impossible to prove that a system is totally error-free, inclusion of these general types of testing along with careful documentation of the input and output data for each test should result in a high degree of confidence in the integrity of the system.

Potential Errors

Once we have designed the system with these general tests in mind, what specific types of errors should we anticipate and how can the SAS System help to avoid them? Following a classification scheme presented by Beizer, Figure 3 categorizes potential errors into five general types — results of misunderstandings about the requirements specifications and about how a subroutine or program interacts with the other components of its operating environment, logic or numeric errors, data errors, and simpler coding errors.

The first three function-related errors are misunderstandings of the detailed tasks required by the user. Frequent, detailed communications and walk-throughs with the staff responsible for design and implementation are necessary to avoid these problems. Later testing can verify that we are building the product right, but testing cannot determine whether we are building the right product.

For each test planned, we need to decide upon a measure of the correctness of the results. For example, results of a variable recording routine can be verified by a PROC FREQ cross-tabulation of the old and new codes. Comparison of the means of the old and new distributions, e.g., by a PROC UNIVARIATE, is not the same as comparison of each observation's old and new values. If only a few (or none) of the observations should have been changed, PROC COMPARE could be used to compare data sets before and after a routine this would be more efficient than PROC FREQ for variables with many possible values.

System-related errors arising from a misunderstanding of the hardware or operating system interfaces rarely occur.
when using the SAS System, since these interfaces are transparent to the user. One source of this type of error might be in writing a device-driver for use with SAS/GRAPH.

It is possible, however, that the programmer may misunderstand certain assumptions or defaults of the software system. For example, not knowing that missing values on the right side of the assignment statement propagate to the left will lead to missing totals if a single component of the sum is missing. Mistakenly thinking that ANDs and ORs are processed left to right in an expression could lead to a logical error, since AND takes precedence. These errors can easily be avoided by not taking anything for granted — check for missing and invalid values, include every possible value in IF-THEN-ELSE clauses, and include parentheses for clarity in all numeric or logical expressions. Finally, a common error occurs when using the FIRST. and LAST. features along with a conditional DELETE statement (e.g., IF RETURN<1 THEN DELETE) -- if the first (or last) occurrence of the BY variables is deleted prior to the FIRST. statement, the FIRST. condition will never be recognized.

Input and output data may be printed using PROC PRINT or PUT statements to determine whether the data is of the format expected by other programs or DATA steps. Several PROCs, such as SUMMARY and MEANS, can create data sets to be used for further processing. However, variables in the original data set that are not included in the CLASS, VAR, or BY statements will be dropped from the newly-created data set; these may be retained by including them as ID variables or by merging them from the old to the new data set. Occasionally, we request tasks that are beyond the allowable limits of memory or CPU time at our installation. Solutions include processing subsets of the data, reducing data for manageability, deleting unnecessary variables, or using a less time-consuming computation method. Errors arising from requesting a cross-tabulation of variables with too many values can be avoided by using PROC SUMMARY instead. Even when our task runs within system limits, we should strive for time- and storage-efficient code to minimize cost. For example, whenever possible, a single DATA step should be run to create new variables to be saved for later PROCs rather than recreating the working file each time a PROC is run.

PROC SORT is one of the procedures most likely to cause CPU time and storage errors, because of the need to write and read sort work files. One solution is to use the KEEP statement to access only the variables necessary for the task. Similarly, the number of variables in the BY statement (i.e., the sort key) should be kept to a minimum to conserve resources. Sorting by all possible variables is not only wasteful but unnecessary, since the combination of fewer than five variables is usually enough to uniquely identify a record.

Use of the SAS Log

Process, data, and coding errors (Figure 3) are errors or omissions in our DATA step coding. Syntax or other fatal errors, such as array subscript out of range, cause an error message to be printed and processing to stop. However, much useful information can be gleaned from reading the NOTES in the SAS Log — these are warning or informational messages that do not stop processing, although they may point to conditions that affect the accuracy of program results. For example, numeric over- or under-flow, taking logarithms of zero or negative values, uninitialized variables, invalid data, insufficient format widths, hanging DOs or ENDS, missing values, and character-to-numeric or numeric-to-character conversions are all conditions that generate NOTES in the log. In addition, checking the number of observations and variables reported after each DATA step can point to errors in DROP, KEEP, DELETE, BY, OUTPUT, or MERGE statements or subsetting IFs.

The SAS Log can be enhanced by PUT statements to include customized messages noting data errors or special conditions encountered or to trace the logical flow within the DATA step. The _INFILE_ and _ALL_ options of the PUT statement can be used to print the raw data or SAS variables, respectively. Several examples are:

PUT 'ERROR: INVALID RANGE FOR SORT KEY' _INFILE_;
PUT 'NOTE: SMOKER=YES BUT NO SMOKING HISTORY' _ALL_;
PUT 'STARTED ROUTINE X';

The ERROR statement can be used not only to write messages to the log, but to cause the _ERROR_. flag to be set to 1, thereby flushing the output buffer (if reading raw data) and the program data vector. An example of this technique in the DATA step statement is:

IF GROUP='TEEN' AND AGE>19 THEN ERROR 'GROUP AND AGE DON'T MATCH';
The PUT statement with FILE option can be used as above when the messages or data will be processed by another program or PROC. A better method of creating an error file is by the OUTPUT statement with multiple file names specified in the DATA statement. Whenever a data error is discovered, for example, the observation can be written to an error file along with a character variable containing the error message. At the end-of-job, all of the errors can be printed together, rather than scattered throughout the SAS log. This technique also allows the error records to be sorted and printed by error type or identifier # to facilitate checking of the original documents.

Alternatively, a file for each type of error may be created so that no sort is required to group records with like errors for printing. This technique of using multiple output files can also be used to group the input data into a few categories (e.g., by sex and race), thus saving PROC SORT time.

Tracing Methods

While the PUT statements can document logical flow within a DATA step, other methods are required for tracing data flow within a program. PROC PRINTs can be used before and after a DATA or PROC step to verify processing of the input and to print intermediate results. The OBS= option is useful in limiting the amount of printout; the FIRSTOBS= option can be used to skip to a known trouble-spot in the data set. Similarly, PROC CONTENTS can be used between DATA or PROC steps to trace the data flow. This is a simple way to document the number of observations, the variables retained, and the attributes of the variables at each step.

Conditional Execution

Including the aforementioned PUTs, PROC PRINTs, and PROC CONTENTS in a SAS program will necessarily add to the length of the source program and to the output. Removing the extra code when testing is complete can be time-consuming and can introduce new errors into the code. Also, removing the code will guarantee that you will receive a change request for the program, requiring you to add back the extra statements for further testing. A better practice is to permit conditional execution of the testing/debugging aids. The simplest form of conditional execution is to use an IF-THEN structure for the PUT statements. For example, a variable DEBUG could be set to 1 or 0 at the beginning of the program to indicate whether or not the PUTs should be executed (i.e., IF DEBUG THEN PUT ...).

Conditional execution can be accomplished using the Macro language or using external parameter files and %INCLUDE. For example:

```
%IF DEBUG = DEBUG %THEN
  %DO;
  DATA=TEST (OBS=500);
  VAR A B C;
  RUN;
  %END;
```

where DEBUG has been defined as a macro variable. This method can also be used to conditionally calculate intermediate statistics during testing using PROC MEANS or SUMMARY. These tools have been found to be so useful in testing and debugging that some companies have compiled several of them as generalized diagnostic macros which are stored in a Macro Library for company-wide use.

Modularity and Macros (or Subroutines)

Shared Macros of course are useful beyond testing and debugging. Any tasks that are used repeatedly or in several programs are candidates for a Macro. We have discussed earlier the advantages of this technique: guaranteeing that all programs perform the task in the same way, simplifying maintenance of the code (it only needs to be changed in one place), and reducing programmer effort. Format Libraries achieve the same goal by standardizing variable categorization. Macros also provide a means of writing generalized programs for use by non-programming users who need only "fill in the blanks" in a Macro call with their own variable names and parameters in order to run complex SAS programs. Many Macros of this type are presented at the SAS Users' Group meetings each year.

Finally, the use of Macros forces a modular structure onto the SAS code that has been shown (for any programming language) to reduce the probability of coding error. "Structured programming" techniques include a straightforward logical flow, without GO TOs, and the use of subroutines or Macros for repetitive tasks. These programming techniques extend the modular structure of the SAS System, where the DATA and PROC steps define individual processes and many pre-coded subroutines and functions are provided.

Discussion

We have discussed methods of improving program quality by using simple tools available in the SAS System. Testing in a haphazard way, or not at all, can only lead to disaster and confusion. Planning for testing
from the beginning of the system's design will result in program design that costs little in added programmer effort but pays off in higher quality work and less effort spent debugging and rewriting code. Being aware of potential program errors should point to ways we can improve our coding practices and produce a higher-quality product.

SAS and SAS/GRAPH are registered trademarks of SAS Institute, Inc., Cary, NC.

References
<table>
<thead>
<tr>
<th>Types of Errors</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Function — related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specification error</td>
<td>ambiguous, incomplete, or contradictory specifications</td>
<td>“Calculate totals by department and job title.” (separately or combined?)</td>
</tr>
<tr>
<td>Function error</td>
<td>mis-specified or missing function</td>
<td>forgot to include calculation of intermediate statistics</td>
</tr>
<tr>
<td>Testing error</td>
<td>mis-specification of intent or method of a test</td>
<td>generated test — data incorrectly</td>
</tr>
<tr>
<td>Test criteria</td>
<td>invalid measure used to test correctness of code</td>
<td>comparison of old and new means to verify a recording routine</td>
</tr>
<tr>
<td><strong>System — related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hardware/Operating system interfaces</td>
<td>misunderstanding of how the hardware or operating system handles I/O with program</td>
<td>error in device driver specifications</td>
</tr>
<tr>
<td>Software system interface</td>
<td>misunderstanding of software system assumptions or defaults</td>
<td>a) assume variables initialized to &quot;0&quot;, not &quot;-&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) misunderstand order of precedence for arithmetic or logical operators</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c) DELETE statement invalidates later LAST, or FIRST, statements</td>
</tr>
<tr>
<td>External interfaces</td>
<td>input/output to other programs or systems is in error</td>
<td>a) failure to check for bad input data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) writes wrong output record format</td>
</tr>
<tr>
<td>Internal interfaces</td>
<td>error in input/output to other PROCs or DATA statements within same program</td>
<td>use of PROC SUMMARY to calculate totals dropped other necessary variables</td>
</tr>
<tr>
<td>Resource management</td>
<td>task requires more than available CPU time or storage</td>
<td>a) too many variables to sort</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) too many values for PROC FREQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c) not enough memory for PROC</td>
</tr>
<tr>
<td><strong>Process errors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numeric errors</td>
<td>incorrect algorithm or numeric over — or under — flow</td>
<td>a) failure to check for negative value prior to taking logs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) failure to trap large values prior to exponentiating</td>
</tr>
<tr>
<td>Initialization</td>
<td>failure to set initial values or misplacement of initialization</td>
<td>a) failure to zero RETAINED totals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) DO I = 1 TO 100; X = 1<em>EXP(A</em>Y + B); END;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(calculate EXP term outside loop)</td>
</tr>
<tr>
<td>Control/sequence</td>
<td>improper nesting of DOs, or error in path thru code or</td>
<td>a) missing END statement</td>
</tr>
<tr>
<td></td>
<td>in DO condition</td>
<td>b) GO TO non—existent label</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c) DO WHILE EXP(A*Y + B) &lt; 0;</td>
</tr>
<tr>
<td>Logic errors</td>
<td>error in logical code</td>
<td>IF 0 &lt; X &lt; 3 THEN Y = ’A’;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ELSE IF 3 &lt; X &lt; 9 THEN Y = ’B’;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(X = 3 should ’Y’ = A or B?)</td>
</tr>
</tbody>
</table>
### Data errors

<table>
<thead>
<tr>
<th>General</th>
<th>mis - specification of data attributes or length</th>
<th>character variables used repeatedly for numeric calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slur errors</td>
<td>constants mis - specified in code</td>
<td>self - explanatory</td>
</tr>
<tr>
<td>Parameter error</td>
<td>error in data passed to subroutine or used for conditional execution</td>
<td>main routine codes set as 1 or 2, subroutine looks for 0 or 1</td>
</tr>
<tr>
<td>Coding errors</td>
<td>syntax errors, dangling loops, undeclared variables, typos in variable names, same variable name used for different sections of code</td>
<td>self - explanatory</td>
</tr>
</tbody>
</table>

adapted, in part, from Boris Beizer, *Software System Testing and Quality Assurance*