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Overview: PRINCOMP Procedure
The PRINCOMP procedure performs principal component analysis. As input, you can use raw data, a
correlation matrix, a covariance matrix, or a sum-of-squares-and-crossproducts (SSCP) matrix. You can
create output data sets that contain eigenvalues, eigenvectors, and standardized or unstandardized principal
component scores.

Principal component analysis is a multivariate technique for examining relationships among several quantita-
tive variables. The choice between using factor analysis and using principal component analysis depends
in part on your research objectives. You should use the PRINCOMP procedure if you are interested in
summarizing data and detecting linear relationships. You can use principal component analysis to reduce the
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number of variables in regression, clustering, and so on. For a detailed comparison of the PRINCOMP and
FACTOR procedures, see Chapter 9, “Introduction to Multivariate Procedures.”

You can use ODS Graphics to display the scree plot, component pattern plot, component pattern pro�le plot,
matrix plot of component scores, and component score plots. These plots are especially valuable tools in
exploratory data analysis.

Principal component analysis was originated by Pearson (1901) and later developed by Hotelling (1933). The
application of principal components is discussed by Rao (1964); Cooley and Lohnes (1971); Gnanadesikan
(1977). Excellent statistical treatments of principal components are found in Kshirsagar (1972); Morrison
(1976); Mardia, Kent, and Bibby (1979).

If you have a data set that containsp numeric variables, you can computep principal components. Each
principal component is a linear combination of the original variables, with coef�cients equal to the eigen-
vectors of the correlation or covariance matrix. The eigenvectors are usually taken with unit length. The
principal components are sorted by descending order of the eigenvalues, which are equal to the variances of
the components.

Principal components have a variety of useful properties (Rao 1964; Kshirsagar 1972):

� The eigenvectors are orthogonal, so the principal components represent jointly perpendicular directions
through the space of the original variables.

� The principal component scores are jointly uncorrelated. Note that this property is quite distinct from
the previous one.

� The �rst principal component has the largest variance of any unit-length linear combination of the
observed variables. Thejth principal component has the largest variance of any unit-length linear
combination orthogonal to the �rstj – 1 principal components. The last principal component has the
smallest variance of any linear combination of the original variables.

� The scores on the �rstj principal components have the highest possible generalized variance of any set
of unit-length linear combinations of the original variables.

� The �rst j principal components provide a least squares solution to the model

Y D XB C E

whereY is ann � p matrix of the centered observed variables;X is then � j matrix of scores on the
�rst j principal components;B is thej � p matrix of eigenvectors;E is ann � p matrix of residuals;
and you want to minimize trace.E0E/, the sum of all the squared elements inE. In other words, the �rst
j principal components are the best linear predictors of the original variables among all possible sets of
j variables, although any nonsingular linear transformation of the �rstj principal components would
provide equally good prediction. The same result is obtained if you want to minimize the determinant
or the Euclidean (Schur, Frobenius) norm ofE0E rather than the trace.

� In geometric terms, thej-dimensional linear subspace that is spanned by the �rstj principal components
provides the best possible �t to the data points as measured by the sum of squared perpendicular
distances from each data point to the subspace. This contrasts with the geometric interpretation of least
squares regression, which minimizes the sum of squared vertical distances. For example, suppose you
have two variables. Then, the �rst principal component minimizes the sum of squared perpendicular
distances from the points to the �rst principal axis. This contrasts with least squares, which would
minimize the sum of squared vertical distances from the points to the �tted line.
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Principal component analysis can also be used for exploring polynomial relationships and for multivariate
outlier detection (Gnanadesikan 1977), and it is related to factor analysis, correspondence analysis, allometry,
and biased regression techniques (Mardia, Kent, and Bibby 1979).

Getting Started: PRINCOMP Procedure

The following data provide crime rates per 100,000 people in seven categories for each of the 50 US states in
1977. Because there are seven numeric variables, it is impossible to plot all the variables simultaneously. You
can use principal components to summarize the data in two or three dimensions, and they help you visualize
the data. The following statements produce Figure 95.1 through Figure 95.5:

title �Crime Rates per 100,000 Population by State�;

data Crime;
input State $1-15 Murder Rape Robbery Assault

Burglary Larceny Auto_Theft;
datalines;

Alabama 14.2 25.2 96.8 278.3 1135.5 1881.9 280.7
Alaska 10.8 51.6 96.8 284.0 1331.7 3369.8 753.3
Arizona 9.5 34.2 138.2 312.3 2346.1 4467.4 439.5
Arkansas 8.8 27.6 83.2 203.4 972.6 1862.1 183.4
California 11.5 49.4 287.0 358.0 2139.4 3499.8 663.5
Colorado 6.3 42.0 170.7 292.9 1935.2 3903.2 477.1
Connecticut 4.2 16.8 129.5 131.8 1346.0 2620.7 593.2
Delaware 6.0 24.9 157.0 194.2 1682.6 3678.4 467.0
Florida 10.2 39.6 187.9 449.1 1859.9 3840.5 351.4
Georgia 11.7 31.1 140.5 256.5 1351.1 2170.2 297.9
Hawaii 7.2 25.5 128.0 64.1 1911.5 3920.4 489.4
Idaho 5.5 19.4 39.6 172.5 1050.8 2599.6 237.6
Illinois 9.9 21.8 211.3 209.0 1085.0 2828.5 528.6
Indiana 7.4 26.5 123.2 153.5 1086.2 2498.7 377.4
Iowa 2.3 10.6 41.2 89.8 812.5 2685.1 219.9
Kansas 6.6 22.0 100.7 180.5 1270.4 2739.3 244.3
Kentucky 10.1 19.1 81.1 123.3 872.2 1662.1 245.4
Louisiana 15.5 30.9 142.9 335.5 1165.5 2469.9 337.7
Maine 2.4 13.5 38.7 170.0 1253.1 2350.7 246.9
Maryland 8.0 34.8 292.1 358.9 1400.0 3177.7 428.5
Massachusetts 3.1 20.8 169.1 231.6 1532.2 2311.3 1140.1
Michigan 9.3 38.9 261.9 274.6 1522.7 3159.0 545.5
Minnesota 2.7 19.5 85.9 85.8 1134.7 2559.3 343.1
Mississippi 14.3 19.6 65.7 189.1 915.6 1239.9 144.4
Missouri 9.6 28.3 189.0 233.5 1318.3 2424.2 378.4
Montana 5.4 16.7 39.2 156.8 804.9 2773.2 309.2
Nebraska 3.9 18.1 64.7 112.7 760.0 2316.1 249.1
Nevada 15.8 49.1 323.1 355.0 2453.1 4212.6 559.2
New Hampshire 3.2 10.7 23.2 76.0 1041.7 2343.9 293.4
New Jersey 5.6 21.0 180.4 185.1 1435.8 2774.5 511.5
New Mexico 8.8 39.1 109.6 343.4 1418.7 3008.6 259.5
New York 10.7 29.4 472.6 319.1 1728.0 2782.0 745.8
North Carolina 10.6 17.0 61.3 318.3 1154.1 2037.8 192.1
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North Dakota 0.9 9.0 13.3 43.8 446.1 1843.0 144.7
Ohio 7.8 27.3 190.5 181.1 1216.0 2696.8 400.4
Oklahoma 8.6 29.2 73.8 205.0 1288.2 2228.1 326.8
Oregon 4.9 39.9 124.1 286.9 1636.4 3506.1 388.9
Pennsylvania 5.6 19.0 130.3 128.0 877.5 1624.1 333.2
Rhode Island 3.6 10.5 86.5 201.0 1489.5 2844.1 791.4
South Carolina 11.9 33.0 105.9 485.3 1613.6 2342.4 245.1
South Dakota 2.0 13.5 17.9 155.7 570.5 1704.4 147.5
Tennessee 10.1 29.7 145.8 203.9 1259.7 1776.5 314.0
Texas 13.3 33.8 152.4 208.2 1603.1 2988.7 397.6
Utah 3.5 20.3 68.8 147.3 1171.6 3004.6 334.5
Vermont 1.4 15.9 30.8 101.2 1348.2 2201.0 265.2
Virginia 9.0 23.3 92.1 165.7 986.2 2521.2 226.7
Washington 4.3 39.6 106.2 224.8 1605.6 3386.9 360.3
West Virginia 6.0 13.2 42.2 90.9 597.4 1341.7 163.3
Wisconsin 2.8 12.9 52.2 63.7 846.9 2614.2 220.7
Wyoming 5.4 21.9 39.7 173.9 811.6 2772.2 282.0
;

ods graphics on;

proc princomp out=Crime_Components plots= score(ellipse ncomp=3);
id State;

run;

Figure 95.1 displays the PROC PRINCOMP output, beginning with simple statistics and followed by the
correlation matrix. By default, the PROC PRINCOMP statement requests principal components that are
computed from the correlation matrix, so the total variance is equal to the number of variables, 7.

Figure 95.1 Number of Observations and Simple Statistics from the PRINCOMP Procedure
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Figure 95.2 displays the eigenvalues. The �rst principal component accounts for about 58.8% of the total
variance, the second principal component accounts for about 17.7%, and the third principal component
accounts for about 10.4%. Note that the eigenvalues sum to the total variance.

The eigenvalues indicate that two or three components provide a good summary of the data: two components
account for 76% of the total variance, and three components account for 87%. Subsequent components
account for less than 5% each.

Figure 95.2 Results of Principal Component Analysis: PROC PRINCOMP

Figure 95.3 displays the eigenvectors. From the eigenvectors matrix, you can represent the �rst principal
component,Prin1, as a linear combination of the original variables:

Prin1 D 0:300279� Murder

C 0:431759� Rape

C 0:396875� Robbery

:

:

:

C 0:295177� Auto_Theft

Similarly, the second principal component,Prin2, is

Prin2 D � 0:629174� Murder

� 0:169435� Rape

C 0:042247� Robbery

:

:

:

� 0:502421� Auto_Theft

where the variables are standardized.
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Figure 95.3 Results of Principal Component Analysis: PROC PRINCOMP

The �rst component is a measure of the overall crime rate because the �rst eigenvector shows approximately
equal loadings on all variables. The second eigenvector has high positive loadings on the variablesAuto_Theft
andLarceny and high negative loadings on the variablesMurder andAssault. There is also a small positive
loading on the variableBurglary and a small negative loading on the variableRape. This component seems
to measure the preponderance of property crime compared to violent crime. The interpretation of the third
component is not obvious.

The ODS GRAPHICS statement enables the creation of graphs. For more information, see Chapter 21, “Sta-
tistical Graphics Using ODS.” The option PLOTS=SCORE(ELLIPSE NCOMP=3) in the PROC PRINCOMP
statement requests the pairwise component score plots for the �rst three components, with a 95% prediction
ellipse overlaid on each scatter plot. Figure 95.4 shows the plot of the �rst two components. You can identify
regional trends in the plot of the �rst two components. Nevada and California are at the extreme right, with
high overall crime rates but an average ratio of property crime to violent crime. North Dakota and South
Dakota are at the extreme left, with low overall crime rates. Southeastern states tend to be at the bottom of
the plot, with a higher-than-average ratio of violent crime to property crime. New England states tend to be in
the upper part of the plot, with a higher-than-average ratio of property crime to violent crime. Assuming that
the �rst two components are from a bivariate normal distribution, the ellipse identi�es Nevada as a possible
outlier.

Figure 95.5 shows the plot of the �rst and third components. Assuming that the �rst and third components are
from a bivariate normal distribution, the ellipse identi�es Nevada, Massachusetts, and New York as possible
outliers.

The most striking feature of the plot of the �rst and third principal components is that Massachusetts and
New York are outliers on the third component.
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Figure 95.4 Plot of the First Two Component Scores

Figure 95.5 Plot of the First and Third Component Scores
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Syntax: PRINCOMP Procedure

The following statements are available in the PRINCOMP procedure:

PROC PRINCOMP < options > ;
BY variables ;
FREQ variable ;
ID variables ;
PARTIAL variables ;
VAR variables ;
WEIGHT variable ;

Usually only the VAR statement is used in addition to the PROC PRINCOMP statement. The rest of this
section provides detailed syntax information for each of the preceding statements, beginning with the PROC
PRINCOMP statement. The remaining statements are described in alphabetical order.

PROC PRINCOMP Statement

PROC PRINCOMP < options > ;

The PROC PRINCOMP statement invokes the PRINCOMP procedure. Optionally, it also identi�es input
and output data sets, speci�es the analyses that are performed, and controls displayed output. Table 95.1
summarizes the options available in the PROC PRINCOMP statement.

Table 95.1 Summary of PROC PRINCOMP Statement Options

Option Description

Specify Data Sets
DATA= Speci�es the name of the input data set
OUT= Speci�es the name of the output data set
OUTSTAT= Speci�es the name of the output data set that contains various statistics

Specify Details of Analysis
COV Computes the principal components from the covariance matrix
N= Speci�es the number of principal components to be computed
NOINT Omits the intercept from the model
PREFIX= Speci�es a pre�x for naming the principal components
PARPREFIX= Speci�es a pre�x for naming the residual variables
SINGULAR= Speci�es the singularity criterion
STD Standardizes the principal component scores
VARDEF= Speci�es the divisor used in calculating variances and standard deviations

Suppress the Display of Output
NOPRINT Suppresses the display of all output

Specify ODS Graphics Details
PLOTS= Speci�es options that control the details of the plots
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The following list provides details about theseoptions.

COVARIANCE

COV
computes the principal components from the covariance matrix. If you omit the COV option, the
correlation matrix is analyzed. The COV option causes variables that have large variances to be more
strongly associated with components that have large eigenvalues, it and causes variables that have
small variances to be more strongly associated with components that have small eigenvalues. You
should not specify the COV option unless the units in which the variables are measured are comparable
or the variables are standardized in some way.

DATA=SAS-data-set
speci�es the SAS data set to be analyzed. The data set can be an ordinary SAS data set or a TYPE=ACE,
TYPE=CORR, TYPE=COV, TYPE=FACTOR, TYPE=SSCP, TYPE=UCORR, or TYPE=UCOV data
set (see Appendix A, “Special SAS Data Sets”). Also, the PRINCOMP procedure can read the
_TYPE_=�COVB� matrix from a TYPE=EST data set. If you omit the DATA= option, the procedure
uses the most recently created SAS data set.

N=number
speci�es the number of principal components to be computed. The default is the number of variables.
The value of the N= option must be an integer greater than or equal to 0.

NOINT
omits the intercept from the model. In other words, the NOINT option requests that the covariance or
correlation matrix not be corrected for the mean. When you specify the NOINT option, the covariance
matrix and, hence, the standard deviations are not corrected for the mean.

If you use a TYPE=SSCP data set as input to the PRINCOMP procedure and list the variableIntercept
in the VAR statement, the procedure acts as if you had also speci�ed the NOINT option. If you use the
NOINT option and also create an OUTSTAT= data set, the data set is TYPE=UCORR or TYPE=UCOV
rather than TYPE=CORR or TYPE=COV.

NOPRINT
suppresses the display of all output. This option temporarily disables the Output Delivery System
(ODS). For more information about ODS, see Chapter 20, “Using the Output Delivery System.”

OUT=SAS-data-set
creates an output SAS data set to contain all the original data in addition to the principal component
scores.

If you want to create a SAS data set in a permanent library, you must specify a two-level name. For
more information about permanent libraries and SAS data sets, seeSAS Language Reference: Concepts.
For information about OUT= data sets, see the section “Output Data Sets” on page 7908.

OUTSTAT=SAS-data-set
creates an output SAS data set to contain means, standard deviations, number of observations, corre-
lations or covariances, eigenvalues, and eigenvectors. If you specify the COV option, the data set is
TYPE=COV or TYPE=UCOV, depending on the NOINT option, and it contains covariances; otherwise,
the data set is TYPE=CORR or TYPE=UCORR, depending on the NOINT option, and it contains
correlations. If you specify the PARTIAL statement, the OUTSTAT= data set also contains R squares.
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If you want to create a SAS data set in a permanent library, you must specify a two-level name. For
more information about permanent libraries and SAS data sets, seeSAS Language Reference: Concepts.
For more information about OUTSTAT= data sets, see the section “Output Data Sets” on page 7908.

PLOTS < (global-plot-options) > < = plot-request < (options) > >

PLOTS < (global-plot-options) > < = (plot-request < (options) > < ... plot-request < (options) > >) >
controls the plots that are produced through ODS Graphics. When you specify only one plot request,
you can omit the parentheses around the plot request. Here are some examples:

plots=none
plots=(scatter pattern)
plots(unpack)=scree
plots(ncomp=3 flip)=(pattern(circles=0.5 1.0) score)

ODS Graphics must be enabled before plots can be requested. For example:

ods graphics on;
proc princomp plots=all;

var x1--x10;
run;
ods graphics off;

For more information about enabling and disabling ODS Graphics, see the section “Enabling and
Disabling ODS Graphics” on page 623 in Chapter 21, “Statistical Graphics Using ODS.”

If ODS Graphics is enabled but you do not specify the PLOTS= option, PROC PRINCOMP produces
the scree plot by default.

You can specify the followingglobal-plot-options:

FLIP
�ips or interchanges the X-axis and Y-axis dimensions of the component score plots and the
component pattern plots. For example, if you have three components, the default plots (y * x) are
Component 2 * Component 1, Component 3 * Component 1, andComponent 3 * Component 2.
When you specify PLOTS(FLIP), the plots areComponent 1 * Component 2, Component 1 *
Component 3, andComponent 2 * Component 3.

NCOMP=n
speci�es the number of componentsn. � 2/ to be plotted for the component pattern plots and
the component score plots. If you specify the NCOMP= option again in an individual plot, such
as PLOTS=SCORE(NCOMP=m), the valuem determines the number of components to be
plotted in the component score plots. Be aware that the number of plots (n � .n � 1/=2) that
are produced grows quadratically whenn increases. The default is 5 or the total number of
componentsm.� 2/, whichever is smaller. Ifn > m , NCOMP=mis used.

ONLY
suppresses the default plots. Only plots that you speci�cally request are displayed.
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UNPACKPANEL

UNPACK
suppresses paneling in the scree plot. By default, multiple plots can appear in an output panel.
Specify UNPACKPANEL to get each plot to appear in a separate panel. You can specify
PLOTS(UNPACKPANEL) to unpack the default plots. You can also specify UNPACKPANEL as
a suboption with the SCREE option (such as PLOTS=SCREE(UNPACKPANEL)).

You can specify the followingplot-requests:

ALL
produces all appropriate plots. You can specify other options along with ALL; for example, to re-
quest all plots and unpack only the scree plot, specify PLOTS=(ALL SCREE(UNPACKPANEL)).

EIGEN | EIGENVALUE | SCREE < ( UNPACKPANEL ) >
produces the scree plot of eigenvalues and proportion variance explained. By default, both plots
appear in the same panel. Specify PLOTS= SCREE(UNPACKPANEL) to get each plot to appear
in a separate panel.

MATRIX
produces the matrix plot of principal component scores.

NONE
suppresses the display of all graphics output.

PATTERN < ( pattern-options ) >
produces the pairwise component pattern plots. Each variable is plotted as an observation whose
coordinates are correlations between the variable and the two corresponding components in the
plot. Use the NCOMP= option (for instance, PLOTS=PATTERN(NCOMP=3)) as described in
the following list to control the number of plots to display.

You can specify the followingpattern-options:

CIRCLES < = number-list >
plots the variance percentage circles. For each numberc (0 < c � 1) that is speci�ed,
a (c � 100%) variance circle is displayed. For each numberc (c > 1) that is speci-
�ed, a c% variance circle is displayed. You can specify either CIRCLES=0.05 1 or CIR-
CLES=5 100 to display 5% and 100% variance circles. PLOTS=PATTERN(CIRCLES) and
PLOTS=PATTERN(VECTOR) both display a unit circle (100% variance). By default, no
circle is displayed when you specify PLOTS=PATTERN.

FLIP
�ips or interchanges the X-axis and Y-axis dimensions of the component pattern plots.
Specify PLOTS=PATTERN(FLIP) to �ip the X-axis and Y-axis dimensions.

NCOMP=n
speci�es the number of componentsn. � 2/ to be plotted. The default is 5 or the total number
of componentsm.� 2/, whichever is smaller. Ifn > m , NCOMP=m is used. Be aware that
the number of plots (n � .n � 1/=2) that are produced grows quadratically whenn increases.
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VECTOR
plots the pattern in a vector form.

PATTERNPROFILE | PROFILE
produces the pattern pro�le plot. Each component has its own pro�le. The Y-axis value represents
the correlation between the variable (corresponding to the X-axis value) and the pro�led principal
component.

SCORE < ( score-options ) >
produces the pairwise component score plots. Use the NCOMP= option (for example,
PLOTS=SCORE(NCOMP=3)) as described in the following list to control the number of plots to
display.

You can specify the followingscore-options.

ALPHA= number list
speci�es a list of numbers for the prediction ellipses to be displayed in the score plots. Each
value (� ) in the list must be greater than 0. If� is greater than or equal to 1, it is interpreted
as a percentage and divided by 100; ALPHA=0.05 and ALPHA=5 are equivalent.

ELLIPSE
requests prediction ellipses for the principal component scores of a new observation to be
created in the principal component score plots. For information about the computation of
a prediction ellipse, see the section “Con�dence and Prediction Ellipses” in “The CORR
Procedure” (Base SAS Procedures Guide: Statistical Procedures).

FLIP
�ips or interchanges the X-axis and Y-axis dimensions of the component score plots. Specify
PLOTS=SCORE(FLIP) to �ip the X-axis and Y-axis dimensions.

NCOMP=n
speci�es the number of componentsn. � 2/ to be plotted. The default is 5 or the total number
of componentsm.� 2/, whichever is smaller. Ifn > m , NCOMP=m is used. Be aware that
the number of plots (n � .n � 1/=2) that are produced grows quadratically whenn increases.

PAINT < =position >
creates plots of componenti versus componentj, painted by componentk. When you have at
least three components, the PLOTS=SCORE option is speci�ed, and the PAINT option is not
speci�ed, a painted score plot for component 3 versus component 2, painted by component 1,
is produced. Use the PAINT option when you want to create painted score plots that involve
other triples of components.

PLOTS=SCORE(PAINT), PLOTS=SCORE(PAINT=F), and PLOTS=SCORE(PAINT=
FIRST) are all equivalent and create painted plots ofi � j , painted byk for triples.i; j; k/ ,
wherek < j < i .

PLOTS=SCORE(PAINT=L) and PLOTS=SCORE(PAINT=LAST) are equivalent and create
painted plots ofi � j , painted byk for triples.i; j; k/ , wherej < i < k .

PLOTS=SCORE(PAINT=M) and PLOTS=SCORE(PAINT=MIDDLE) are equivalent and
create painted plots ofi � j , painted byk for triples.i; j; k/ , wherej < k < i .
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PREFIX=name
speci�es a pre�x for naming the principal components. By default, the names arePrin1, Prin2, . . . ,
Prinn. If you specify PREFIX=Abc, the components are namedAbc1, Abc2, Abc3, and so on. The
number of characters in the pre�x plus the number of digits required to designate the variables should
not exceed the current name length that is de�ned by the VALIDVARNAME= system option.

PARPREFIX=name

PPREFIX=name

RPREFIX=name
speci�es a pre�x for naming the residual variables in the OUT= data set and the OUTSTAT= data set.
By default, the pre�x isR_. The number of characters in the pre�x plus the maximum length of the
variable names should not exceed the current name length that is de�ned by the VALIDVARNAME=
system option.

SINGULAR=p

SING=p
speci�es the singularity criterion, where0 < p < 1 . If a variable in a PARTIAL statement has an R
square as large as1 � p when predicted from the variables listed before it in the statement, the variable
is assigned a standardized coef�cient of 0. By default, SINGULAR=1E–8.

STANDARD

STD
standardizes the principal component scores in the OUT= data set and in plots to unit variance. If you
omit the STANDARD option, the scores have variance equal to the corresponding eigenvalue. Note
that the STANDARD option has no effect on the eigenvalues themselves.

VARDEF=DF | N | WDF | WEIGHT | WGT
speci�es the divisor to be used in calculating variances and standard deviations. By default,
VARDEF=DF. The following table displays the values and associated divisors:

Value Divisor Formula
DF Error degrees of freedom n � i (before partialing)

n � p � i (after partialing)

N Number of observations n

WEIGHT | WGT Sum of weights
P n

j D 1 wj

WDF Sum of weights minus one
� P n

j D 1 wj

�
� i (before partialing)

� P n
j D 1 wj

�
� p � i (after partialing)

In the formulas for VARDEF=DF and VARDEF=WDF,p is the number of degrees of freedom of the
variables in the PARTIAL statement, andi is 0 if the NOINT option is speci�ed and 1 otherwise.
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BY Statement

BY variables ;

You can specify a BY statement in PROC PRINCOMP to obtain separate analyses of observations in groups
that are de�ned by the BY variables. When a BY statement appears, the procedure expects the input data
set to be sorted in order of the BY variables. If you specify more than one BY statement, only the last one
speci�ed is used.

If your input data set is not sorted in ascending order, use one of the following alternatives:

� Sort the data by using the SORT procedure with a similar BY statement.

� Specify the NOTSORTED or DESCENDING option in the BY statement in the PRINCOMP procedure.
The NOTSORTED option does not mean that the data are unsorted but rather that the data are arranged
in groups (according to values of the BY variables) and that these groups are not necessarily in
alphabetical or increasing numeric order.

� Create an index on the BY variables by using the DATASETS procedure (in Base SAS software).

For more information about BY-group processing, see the discussion inSAS Language Reference: Concepts.
For more information about the DATASETS procedure, see the discussion in theBase SAS Procedures Guide.

FREQ Statement

FREQ variable ;

The FREQ statement speci�es a variable that provides frequencies for each observation in the DATA= data
set. Speci�cally, ifn is the value of the FREQ variable for a given observation, then that observation is used
n times.

The analysis that you produce by using a FREQ statement re�ects the expanded number of observations. The
total number of observations is considered to be equal to the sum of the FREQ variable. You could produce
the same analysis (without the FREQ statement) by �rst creating a new data set that contains the expanded
number of observations. For example, if the value of the FREQ variable is 5 for the �rst observation, the �rst
�ve observations in the new data set are identical. Each observation in the old data set would be replicated
nj times in the new data set, wherenj is the value of the FREQ variable for that observation.

If the value of the FREQ variable is missing or is less than 1, the observation is not used in the analysis. If
the value is not an integer, only the integer portion is used.

ID Statement

ID variables ;

The ID statement labels observations by using values from the �rst ID variable in the principal component
score plot. If one or more ID variables are speci�ed, their values are displayed in tooltips of the component
score plot and the matrix plot of component scores.
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PARTIAL Statement

PARTIAL variables ;

If you want to analyze a partial correlation or covariance matrix, specify the names of the numeric variables to
be partialed out in the PARTIAL statement. The PRINCOMP procedure computes the principal components
of the residuals from the prediction of the VAR variables by the PARTIAL variables. If you request an OUT=
or OUTSTAT= data set, the residual variables are named by pre�xing the charactersR_ by default or the
string speci�ed in the PARPREFIX= option to the VAR variables.

VAR Statement

VAR variables ;

The VAR statement lists the numeric variables to be analyzed. If you omit the VAR statement, all numeric
variables not speci�ed in other statements are analyzed. However, if the DATA= data set is TYPE=SSCP, the
default set of variables used as VAR variables does not includeIntercept so that the correlation or covariance
matrix is constructed correctly. If you want to analyzeIntercept as a separate variable, you should specify it
in the VAR statement.

WEIGHT Statement

WEIGHT variable ;

To use relative weights for each observation in the input data set, place the weights in a variable in the data
set and specify the name in a WEIGHT statement. This is often done when the variance associated with
each observation is different and the values of the weight variable are proportional to the reciprocals of the
variances.

The observation is used in the analysis only if the value of the WEIGHT statement variable is nonmissing
and is greater than 0.

Details: PRINCOMP Procedure

Missing Values

Observations that have missing values for any variable in the VAR, PARTIAL, FREQ, or WEIGHT statement
are omitted from the analysis and are given missing values for principal component scores in the OUT= data
set. If a correlation, covariance, or SSCP matrix is read, it can contain missing values as long as every pair of
variables has at least one nonmissing entry.
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Output Data Sets

OUT= Data Set

The OUT= data set contains all the variables in the original data set plus new variables that contain the
principal component scores. The N= option determines the number of new variables. The names of the new
variables are formed by concatenating the value given by the PREFIX= option (orPrin if PREFIX= is omitted)
to the numbers 1, 2, 3, and so on. The new variables have mean 0 and variance equal to the corresponding
eigenvalue, unless you specify the STANDARD option to standardize the scores to unit variance. Also, if you
specify the COV option, PROC PRINCOMP computes the principal component scores from the corrected or
uncorrected (if the NOINT option is speci�ed) variables rather than from the standardized variables.

If you use a PARTIAL statement, the OUT= data set also contains the residuals from predicting the VAR
variables from the PARTIAL variables.

You cannot create an OUT= data set if the DATA= data set is TYPE=ACE, TYPE=CORR, TYPE=COV,
TYPE=EST, TYPE=FACTOR, TYPE=SSCP, TYPE=UCORR, or TYPE=UCOV.

OUTSTAT= Data Set

The OUTSTAT= data set is similar to the TYPE=CORR data set that the CORR procedure produces. The
following table relates the TYPE= value for the OUTSTAT= data set to the options that are speci�ed in the
PROC PRINCOMP statement:

Options TYPE=
(Default) CORR
COV COV
NOINT UCORR
COV NOINT UCOV

Note that the default (neither the COV nor NOINT option) produces a TYPE=CORR data set.

The new data set contains the following variables:

� the BY variables, if any

� two new variables,_TYPE_ and_NAME_, both character variables

� the variables that are analyzed (that is, those in the VAR statement); or, if there is no VAR statement,
all numeric variables not listed in any other statement; or, if there is a PARTIAL statement, the residual
variables as described in the section “OUT= Data Set” on page 7908

Each observation in the new data set contains some type of statistic, as indicated by the_TYPE_ variable.
The values of the_TYPE_ variable are as follows:

_TYPE_ Contents

MEAN mean of each variable. If you specify the PARTIAL statement, this observation is omitted.
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STD standard deviations. If you specify the COV option, this observation is omitted, so the
SCORE procedure does not standardize the variables before computing scores. If you use
the PARTIAL statement, the standard deviation of a variable is computed as its root mean
squared error as predicted from the PARTIAL variables.

USTD uncorrected standard deviations. When you specify the NOINT option in the PROC
PRINCOMP statement, the OUTSTAT= data set contains standard deviations not corrected
for the mean. However, if you also specify the COV option in the PROC PRINCOMP
statement, this observation is omitted.

N number of observations on which the analysis is based. This value is the same for each
variable. If you specify the PARTIAL statement and the value of the VARDEF= option
is DF or unspeci�ed, then the number of observations is decremented by the degrees of
freedom of the PARTIAL variables.

SUMWGT the sum of the weights of the observations. This value is the same of each variable. If
you specify the PARTIAL statement and VARDEF=WDF, then the sum of the weights is
decremented by the degrees of freedom of the PARTIAL variables. This observation is
output only if the value is different from that in the observation for which_TYPE_=�N�.

CORR correlations between each variable and the variable speci�ed by the_NAME_ variable. The
number of observations for which_TYPE_=�CORR� is equal to the number of variables
being analyzed. If you specify the COV option, no_TYPE_=�CORR� observations are
produced. If you use the PARTIAL statement, the partial correlations, not the raw
correlations, are output.

UCORR uncorrected correlation matrix. When you specify the NOINT option without the COV
option in the PROC PRINCOMP statement, the OUTSTAT= data set contains a matrix of
correlations not corrected for the means. However, if you also specify the COV option in
the PROC PRINCOMP statement, this observation is omitted.

COV covariances between each variable and the variable speci�ed by the_NAME_ variable.
_TYPE_=�COV� observations are produced only if you specify the COV option. If you
use the PARTIAL statement, the partial covariances, not the raw covariances, are output.

UCOV uncorrected covariance matrix. When you specify the NOINT and COV options in the
PROC PRINCOMP statement, the OUTSTAT= data set contains a matrix of covariances
not corrected for the means.

EIGENVAL eigenvalues. If the N= option requests fewer principal components than the maximum
number, only the speci�ed number of eigenvalues is produced, with missing values �lling
out the observation.

SCORE eigenvectors. The_NAME_ variable contains the name of the corresponding principal
component as constructed from the PREFIX= option. The number of observations for
which _TYPE_=�SCORE� equals the number of principal components computed. The
eigenvectors have unit length unless you specify the STD option, in which case the unit-
length eigenvectors are divided by the square roots of the eigenvalues to produce scores
that have unit standard deviations.

When you do not specify the COV option, you can produce the principal component
scores by multiplying the standardized data by these coef�cients. When you specify the
COV option, you can produce the principal component scores by multiplying the centered
data by these coef�cients. You should use the means, obtained from the observation
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for which _TYPE_=�MEAN�, to center the data. You should use the standard deviations,
obtained from the observation for which_TYPE_=�STD�, to standardize the data.

USCORE scoring coef�cients to be applied without subtracting the mean from the raw variables.
Observations for which_TYPE_=�USCORE� are produced when you specify the NOINT
option in the PROC PRINCOMP statement.

To obtain the principal component scores, these coef�cients should be multiplied by
the data that are standardized by the uncorrected standard deviations obtained from the
observation for which_TYPE_=�USTD�.

RSQUARED R squares for each VAR variable as predicted by the PARTIAL variables

B regression coef�cients for each VAR variable as predicted by the PARTIAL variables.
This observation is produced only if you specify the COV option.

STB standardized regression coef�cients for each VAR variable as predicted by the PARTIAL
variables. If you specify the COV option, this observation is omitted.

You can use the data set with the SCORE procedure to compute principal component scores, or you can use it
as input to the FACTOR procedure and specify METHOD=SCORE to rotate the components. If you use the
PARTIAL statement, the scoring coef�cients should be applied to the residuals, not to the original variables.

Computational Resources

Let

n D number of observations

v D number of VAR variables

p D number of PARTIAL variables

c D number of components

� The minimum allocated memory required (in bytes) is

232vC 120p C 48cC max.8cv; 8vp C 4.v C p/.v C p C 1//

� The time required to compute the correlation matrix is approximately proportional to

n.v C p/ 2 C
p
2

.v C p/.v C p C 1/

� The time required to compute eigenvalues is approximately proportional tov3.

� The time required to compute eigenvectors is approximately proportional tocv2.



Displayed Output F 7911

Displayed Output

The PRINCOMP procedure displays the following items if the DATA= data set is not TYPE=CORR,
TYPE=COV, TYPE=SSCP, TYPE=UCORR, or TYPE=UCOV:

� simple statistics, including the mean and standard deviation (StD) for each variable. If you specify the
NOINT option, the uncorrected standard deviation (UStD) is displayed.

� the correlation or, if you specify the COV option, the covariance matrix

The PRINCOMP procedure displays the following items if you use the PARTIAL statement:

� regression statistics, giving the R square and root mean squared error (RMSE) for each VAR variable
as predicted by the PARTIAL variables (not shown)

� standardized regression coef�cients or, if you specify the COV option, regression coef�cients for
predicting the VAR variables from the PARTIAL variables (not shown)

� the partial correlation matrix or, if you specify the COV option, the partial covariance matrix (not
shown)

The PRINCOMP procedure displays the following item if you specify the COV option:

� the total variance

The PRINCOMP procedure displays the following items unless you specify the NOPRINT option:

� eigenvalues of the correlation or covariance matrix, in addition to the difference between successive
eigenvalues, the proportion of variance explained by each eigenvalue, and the cumulative proportion of
variance explained

� the eigenvectors

ODS Table Names

PROC PRINCOMP assigns a name to each table that it creates. You can use these names to reference the
ODS table when using the Output Delivery System (ODS) to select tables and create output data sets. These
names are listed in Table 95.2. For more information about ODS, see Chapter 20, “Using the Output Delivery
System.”

All the tables are created by specifying the PROC PRINCOMP statement; a few tables need an additional
PARTIAL statement.
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Table 95.2 ODS Tables Produced by PROC PRINCOMP

ODS Table Name Description Statement / Option

Corr Correlation matrix Default
Cov Covariance matrix COV
Eigenvalues Eigenvalues Default
Eigenvectors Eigenvectors Default
NObsNVar Number of observations, variables, and partial vari-

ables
Default

ParCorr Partial correlation matrix PARTIAL statement
ParCov Uncorrected partial covariance matrix PARTIAL statement and COV
RegCoef Regression coef�cients PARTIAL statement and COV
RSquareRMSE Regression statistics: R squares and RMSEs PARTIAL statement
SimpleStatistics Simple statistics Default
StdRegCoef Standardized regression coef�cients PARTIAL statement
TotalVariance Total variance COV

ODS Graphics

Statistical procedures use ODS Graphics to create graphs as part of their output. ODS Graphics is described
in detail in Chapter 21, “Statistical Graphics Using ODS.”

Before you create graphs, ODS Graphics must be enabled (for example, by specifying the ODS GRAPH-
ICS ON statement). For more information about enabling and disabling ODS Graphics, see the section
“Enabling and Disabling ODS Graphics” on page 623 in Chapter 21, “Statistical Graphics Using ODS.”

The overall appearance of graphs is controlled by ODS styles. Styles and other aspects of using ODS
Graphics are discussed in the section “A Primer on ODS Statistical Graphics” on page 622 in Chapter 21,
“Statistical Graphics Using ODS.”

Some graphs are produced by default; other graphs are produced by using statements and options. You
can reference every graph produced through ODS Graphics by name. The names of the graphs that PROC
PRINCOMP generates are listed in Table 95.3, along with a description of each graph and the required
statements and options.

Table 95.3 Graphs Produced by PROC PRINCOMP

ODS Graph Name Plot Description Statement and Option

PaintedScorePlot Score plot of componenti versus
componentj, painted by componentk

PLOTS=SCORE when number of
variables� 3

PatternPlot Component pattern plot PLOTS=PATTERN
PatternPro�lePlot Component pattern pro�le plot PLOTS=PATTERNPROFILE
ScoreMatrixPlot Matrix plot of component scores PLOTS=MATRIX
ScorePlot Component score plot PLOTS=SCORE
ScreePlot Scree and variance plots Default and PLOTS=SCREE
VariancePlot Variance proportion explained plot PLOTS=SCREE(UNPACKPANEL)
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Examples: PRINCOMP Procedure

Example 95.1: Analyzing Mean Temperatures of US Cities

This example analyzes mean daily temperatures of selected US cities in January and July. Both the raw data
and the principal components are plotted to illustrate that principal components are orthogonal rotations of
the original variables.

The following statements create theTemperature data set:

data Temperature;
length CityId $ 2;
title �Mean Temperature in January and July for Selected Cities�;
input City $ 1-15 January July;
CityId = substr(City,1,2);
datalines;

Mobile 51.2 81.6
Phoenix 51.2 91.2
Little Rock 39.5 81.4
Sacramento 45.1 75.2
Denver 29.9 73.0

... more lines ...

Cheyenne 26.6 69.1
;

The following statements plot theTemperature data set. The variableCityid instead ofCity is used as a data
label in the scatter plot to avoid label collisions.

title �Mean Temperature in January and July for Selected Cities�;
proc sgplot data=Temperature;

scatter x=July y=January / datalabel=CityId;
run;

The results are displayed in Output 95.1.1, which shows a scatter plot of the 64 pairs of data points in which
July temperatures are plotted against January temperatures.
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