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Overview: TRANSREG Procedure

The TRANSREG (transformation regression) procedure �ts linear models, optionally with smooth, spline,
Box-Cox, and other nonlinear transformations of the variables. You can use PROC TRANSREG to �t a
curve through a scatter plot or �t multiple curves, one for each level of a classi�cation variable. You can also
constrain the functions to be parallel or monotone or have the same intercept. PROC TRANSREG can be
used to code experimental designs and classi�cation variables prior to their use in other analyses.
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The TRANSREG procedure �ts many types of linear models, including the following:

� ordinary regression and ANOVA

� metric and nonmetric conjoint analysis (Green and Wind 1975; De Leeuw, Young, and Takane 1976)

� linear models with Box-Cox (1964) transformations of the dependent variables

� regression with a smooth (Reinsch 1967), spline (De Boor 1978; Van Rijckevorsel 1982), monotone
spline (Winsberg and Ramsay 1980), or penalized B-spline (Eilers and Marx 1996) �t function

� metric and nonmetric vector and ideal point preference mapping (Carroll 1972)

� simple, multiple, and multivariate regression with variable transformations (Young, de Leeuw, and
Takane 1976; Winsberg and Ramsay 1980; Breiman and Friedman 1985)

� redundancy analysis (Stewart and Love 1968) with variable transformations (Israels 1984)

� canonical correlation analysis with variable transformations (Van der Burg and de Leeuw 1983)

� response surface regression (Myers 1976; Khuri and Cornell 1987) with variable transformations

The data set can contain variables measured on nominal, ordinal, interval, and ratio scales (Siegel 1956). You
can specify any mix of these variable types for the dependent and independent variables. PROC TRANSREG
can do the following:

� transform nominal variables by scoring the categories to minimize squared error (Fisher 1938), or treat
nominal variables as classi�cation variables

� transform ordinal variables by monotonically scoring the ordered categories so that order is weakly
preserved (adjacent categories can be merged) and squared error is minimized. Ties can be optimally
untied or left tied (Kruskal 1964). Ordinal variables can also be transformed to ranks.

� transform interval and ratio scale of measurement variables linearly or nonlinearly with spline (De Boor
1978; Van Rijckevorsel 1982), monotone spline (Winsberg and Ramsay 1980), penalized B-spline
(Eilers and Marx 1996), smooth (Reinsch 1967), or Box-Cox (Box and Cox 1964) transformations. In
addition, logarithmic, exponential, power, logit, and inverse trigonometric sine transformations are
available.

Transformations produced by the PROC TRANSREG multiple regression algorithm, requesting spline
transformations, are often similar to transformations produced by the ACE smooth regression method of
Breiman and Friedman (1985). However, ACE does not explicitly optimize a loss function (De Leeuw 1986),
while PROC TRANSREG explicitly minimizes a squared-error criterion.
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PROC TRANSREG extends the ordinary general linear model by providing optimal variable transformations
that are iteratively derived. PROC TRANSREG iterates until convergence, alternating two major steps:
�nding least squares estimates of the model parameters given the current scoring of the data, and �nding
least squares estimates of the scoring parameters given the current set of model parameters. This is called the
method of alternating least squares (Young 1981).

For more background on alternating least squares optimal scaling methods and transformation regression
methods, see Young, de Leeuw, and Takane (1976); Winsberg and Ramsay (1980); Young (1981); Gi� (1990);
Schiffman, Reynolds, and Young (1981); Van der Burg and de Leeuw (1983); Israels (1984); Breiman and
Friedman (1985); Hastie and Tibshirani (1986). (These are just a few of the many relevant sources.)

Getting Started: TRANSREG Procedure

This section provides several examples that illustrate a few of the more basic features of PROC TRANSREG.

Fitting a Curve through a Scatter Plot

PROC TRANSREG can �t curves through data and detect nonlinear relationships among variables. This
example uses a subset of the data from an experiment in which nitrogen oxide emissions from a single
cylinder engine are measured for various combinations of fuel and equivalence ratio (Brinkman 1981). This
gas data set is available from theSashelp library. The following step creates a subset of the data for analysis:

title �Gasoline and Emissions Data�;

data gas;
set sashelp.gas;
if fuel in (�Ethanol�, �82rongas�, �Gasohol�);

run;

The next step �ts a spline or curve through the data and displays the regression results. For information about
splines and knots, see the sections “Smoothing Splines” on page 9962, “Linear and Nonlinear Regression
Functions” on page 9949, “Simultaneously Fitting Two Regression Functions” on page 9953, and “Using
Splines and Knots” on page 9932, as well as Example 120.1. The following statements produce Figure 120.1:

ods graphics on;

* Request a Spline Transformation of Equivalence Ratio;
proc transreg data=Gas solve ss2 plots=(transformation obp residuals);

model identity(nox) = spline(EqRatio / nknots=4);
run;

The SOLVE algorithm option, ora-option, requests a direct solution for both the transformation and the
parameter estimates. For many models, PROC TRANSREG with the SOLVEa-option can produce exact
results without iteration. The SS2 (Type II sums of squares)a-option requests regression and ANOVA results.
The PLOTS= option requests plots of the variable transformations, a plot of the observed values by the
predicted values, and a plot of the residuals. The dependent variableNOx was speci�ed with an IDENTITY
transformation, which means that it will not be transformed, just as in ordinary regression. The independent
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variableEqRatio, in contrast, is transformed by using a cubic spline with four knots. The NKNOTS= option is
known as a transformation option, ort-option. Graphical results are enabled when ODS Graphics is enabled.
The results are shown in Figure 120.1 through Figure 120.5.

Figure 120.1 Iteration, ANOVA, and Regression Results

PROC TRANSREG increases the squared multiple correlation from the original value of 0.00917 to 0.82429.
Iteration 0 shows the �t before the data are transformed, and iteration 1 shows the �t after the transformation,
which was directly solved for in the initial iteration. The change values for iteration 0 show the change from
the originalEqRatio variable to the transformedEqRatio variable. For this model, no improvement on the
initial solution is possible, so in iteration 1, all change values are zero. The ANOVA and regression results
show that you are �tting a model with 7 model parameters, 4 knots plus a degree 3 or cubic spline. The
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overall model �t is identical to the test for the spline transformation, since there is only one term in the model
besides the intercept, and the results are signi�cant at the 0.0001 level. The transformations are shown next
in Figure 120.2.

Figure 120.2 Transformations

The transformation plots show the identity transformation ofNOx and the nonlinear spline transformation
of EqRatio. These plots are requested with the PLOTS=TRANSFORMATION option. The plot on the left
shows thatNOx is unchanged, which is always the case with the IDENTITY transformation. In contrast, the
spline transformation ofEqRatio is nonlinear. It is this nonlinear transformation ofEqRatio that accounts for
the increase in �t that is shown in the iteration history table.
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Figure 120.3 Residuals

The residuals plot in Figure 120.3 shows the residuals as a function of the transformed independent variable.

The “Spline Regression Fit” plot in Figure 120.4 displays the nonlinear regression function plotted through
the original data, along with 95% con�dence and prediction limits. This plot clearly shows that nitrous oxide
emissions are largest in the middle range of equivalence ratio, 0.08 to 1.0, and are much lower for the extreme
values of equivalence ratio, such as around 0.6 and 1.2.
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Figure 120.4 Fitting a Curve through a Scatter Plot

This plot is produced by default when ODS Graphics is enabled and when there is an IDENTITY dependent
variable and one non-CLASS independent variable. The plot consists of an ordinary scatter plot ofNOx
plotted as a function ofEqRatio. It also contains the predicted values ofNOx, which are a function of the
spline transformation ofEqRatio (or TEqRatio shown previously), and are plotted as a function ofEqRatio.
Similarly, it contains con�dence limits based onNOx andTEqRatio.

The “Observed by Predicted” values plot in Figure 120.5 displays the dependent variable plotted as a function
of the regression predicted values along with a linear regression line, which for this plot always has a slope
of 1. This plot was requested with the OBP or OBSERVEDBYPREDICTED suboption in the PLOTS=
option. The residual differences between the transformed data and the regression line show how well the
nonlinearly transformed data �t a linear-regression model. The residuals look mostly random; however, they
are larger for larger values ofNOx, suggesting that maybe this is not the optimal model. You can also see this
by examining the �t of the function through the original scatter plot in Figure 120.4. Near the middle of the
function, the residuals are much larger. You can re�t the model, this time requesting separate functions for
each type of fuel. You can request the original scatter plot, without any regression information and before the
variables are transformed, by specifying the SCATTER suboption in the PLOTS= option.
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Figure 120.5 Observed by Predicted

These next statements �t an additive model with separate functions for each of the different fuels. The
statements produce Figure 120.6 through Figure 120.9.

* Separate Curves and Intercepts;
proc transreg data=Gas solve ss2 additive plots=(transformation obp);

model identity(nox) = class(Fuel / zero=none) |
spline(EqRatio / nknots=4 after);

run;

The ADDITIVE a-option requests an additive model, where the regression coef�cients are absorbed into
the transformations, and so the �nal regression coef�cients are all one. The speci�cation CLASS(Fuel /
ZERO=NONE) recodes fuel into a set of three binary variables, one for each of the three fuels in this data set.
The vertical bar between the CLASS and SPLINE speci�cations request both main effects and interactions.
For this model, it requests both a separate intercept and a separate spline function for each fuel. The original
two variables,Fuel andEqRatio, are replaced by six variables—three binary intercept terms and three spline
variables. The three spline variables are zero when their corresponding intercept binary variable is zero,
and nonzero otherwise. The nonzero parts are optimally transformed by the analysis. The AFTERt-option
speci�ed with the SPLINE transformation speci�es that the four knots should be selected independently for
each of the three spline transformations,after EqRatio is crossed with the CLASS variable. Alternatively,
and by default, the knots are chosen by examiningEqRatio before it is crossed with the CLASS variable, and
the same knots are used for all three transformations. The results are shown in Figure 120.6.
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