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Overview: MIXED Procedure

The MIXED procedure �ts a variety of mixed linear models to data and enables you to use these �tted models
to make statistical inferences about the data. Amixed linear modelis a generalization of the standard linear
model used in the GLM procedure, the generalization being that the data are permitted to exhibit correlation
and nonconstant variability. The mixed linear model, therefore, provides you with the �exibility of modeling
not only the means of your data (as in the standard linear model) but their variances and covariances as well.

The primary assumptions underlying the analyses performed by PROC MIXED are as follows:

� The data are normally distributed (Gaussian).

� The means (expected values) of the data are linear in terms of a certain set of parameters.

� The variances and covariances of the data are in terms of a different set of parameters, and they exhibit
a structure matching one of those available in PROC MIXED.

Since Gaussian data can be modeled entirely in terms of their means and variances/covariances, the two
sets of parameters in a mixed linear model actually specify the complete probability distribution of the data.
The parameters of the mean model are referred to as�xed-effects parameters, and the parameters of the
variance-covariance model are referred to ascovariance parameters.

The �xed-effects parameters are associated with known explanatory variables, as in the standard linear model.
These variables can be either qualitative (as in the traditional analysis of variance) or quantitative (as in
standard linear regression). However, the covariance parameters are what distinguishes the mixed linear
model from the standard linear model.

The need for covariance parameters arises quite frequently in applications, the following being the two most
typical scenarios:

� The experimental units on which the data are measured can be grouped into clusters, and the data from
a common cluster are correlated.

� Repeated measurements are taken on the same experimental unit, and these repeated measurements are
correlated or exhibit variability that changes.
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The �rst scenario can be generalized to include one set of clusters nested within another. For example,
if students are the experimental unit, they can be clustered into classes, which in turn can be clustered
into schools. Each level of this hierarchy can introduce an additional source of variability and correlation.
The second scenario occurs in longitudinal studies, where repeated measurements are taken over time.
Alternatively, the repeated measures could be spatial or multivariate in nature.

PROC MIXED provides a variety of covariance structures to handle the previous two scenarios. The most
common of these structures arises from the use ofrandom-effects parameters, which are additional unknown
random variables assumed to affect the variability of the data. The variances of the random-effects parameters,
commonly known asvariance components, become the covariance parameters for this particular structure.
Traditional mixed linear models contain both �xed- and random-effects parameters, and, in fact, it is the
combination of these two types of effects that led to the namemixed model. PROC MIXED �ts not only
these traditional variance component models but numerous other covariance structures as well.

PROC MIXED �ts the structure you select to the data by using the method ofrestricted maximum likelihood
(REML), also known asresidual maximum likelihood. It is here that the Gaussian assumption for the data is
exploited. Other estimation methods are also available, includingmaximum likelihoodandMIVQUE0. The
details behind these estimation methods are discussed in subsequent sections.

After a model has been �t to your data, you can use it to draw statistical inferences via both the �xed-effects
and covariance parameters. PROC MIXED computes several different statistics suitable for generating
hypothesis tests and con�dence intervals. The validity of these statistics depends upon the mean and variance-
covariance model you select, so it is important to choose the model carefully. Some of the output from PROC
MIXED helps you assess your model and compare it with others.

Basic Features

PROC MIXED provides easy accessibility to numerous mixed linear models that are useful in many common
statistical analyses. In the style of the GLM procedure, PROC MIXED �ts the speci�ed mixed linear model
and produces appropriate statistics.

Here are some basic features of PROC MIXED:

� covariance structures, including variance components, compound symmetry, unstructured, AR(1),
Toeplitz, spatial, general linear, and factor analytic

� GLM-type grammar, by using MODEL, RANDOM, and REPEATED statements for model speci�ca-
tion and CONTRAST, ESTIMATE, and LSMEANS statements for inferences

� appropriate standard errors for all speci�ed estimable linear combinations of �xed and random effects,
and correspondingt andF tests

� subject and group effects that enable blocking and heterogeneity, respectively

� REML and ML estimation methods implemented with a Newton-Raphson algorithm

� capacity to handle unbalanced data

� ability to create a SAS data set corresponding to any table
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PROC MIXED uses the Output Delivery System (ODS), a SAS subsystem that provides capabilities for
displaying and controlling the output from SAS procedures. ODS enables you to convert any of the output
from PROC MIXED into a SAS data set. See the section “ODS Table Names” on page 6361.

The MIXED procedure uses ODS Graphics to create graphs as part of its output. For general information
about ODS Graphics, seeChapter 21, “Statistical Graphics Using ODS.”For speci�c information about the
statistical graphics available with the MIXED procedure, see the PLOTS= option in the PROC MIXED
statement and the section “ODS Graphics” on page 6366.

Notation for the Mixed Model

This section introduces the mathematical notation used throughout this chapter to describe the mixed linear
model. You should be familiar with basic matrix algebra (see Searle 1982). A more detailed description of
the mixed model is contained in the section “Mixed Models Theory” on page 6332.

A statistical model is a mathematical description of how data are generated. The standard linear model, as
used by the GLM procedure, is one of the most common statistical models:

y D X� C �

In this expression,y represents a vector of observed data,� is an unknown vector of �xed-effects parameters
with known design matrixX, and� is an unknown random error vector modeling the statistical noise around
X� . The focus of the standard linear model is to model the mean ofy by using the �xed-effects parameters� .
The residual errors� are assumed to be independent and identically distributed Gaussian random variables
with mean 0 and variance� 2.

The mixed model generalizes the standard linear model as follows:

y D X� C Z
 C �

Here,
 is an unknown vector of random-effects parameters with known design matrixZ, and� is an unknown
random error vector whose elements are no longer required to be independent and homogeneous.

To further develop this notion of variance modeling, assume that
 and� are Gaussian random variables that
are uncorrelated and have expectations0 and variancesG andR, respectively. The variance ofy is thus

V D ZGZ0C R

Note that, whenR D � 2I andZ D 0, the mixed model reduces to the standard linear model.

You can model the variance of the data,y, by specifying the structure (or form) ofZ, G, andR. The model
matrix Z is set up in the same fashion asX, the model matrix for the �xed-effects parameters. ForG andR,
you must select somecovariance structure. Possible covariance structures include the following:

� variance components

� compound symmetry (common covariance plus diagonal)

� unstructured (general covariance)

� autoregressive
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� spatial

� general linear

� factor analytic

By appropriately de�ning the model matricesX andZ, as well as the covariance structure matricesG andR,
you can perform numerous mixed model analyses.

PROC MIXED Contrasted with Other SAS Procedures

PROC MIXED is a generalization of the GLM procedure in the sense that PROC GLM �ts standard
linear models, and PROC MIXED �ts the wider class of mixed linear models. Both procedures have
similar CLASS, MODEL, CONTRAST, ESTIMATE, and LSMEANS statements, but their RANDOM and
REPEATED statements differ (see the following paragraphs). Both procedures use the non-full-rank model
parameterization, although the sorting of classi�cation levels can differ between the two. PROC MIXED
computes only Type I–Type III tests of �xed effects, while PROC GLM computes Types I–IV.

The RANDOM statement in PROC MIXED incorporates random effects constituting the
 vector in the
mixed model. However, in PROC GLM, effects speci�ed in the RANDOM statement are still treated as �xed
as far as the model �t is concerned, and they serve only to produce corresponding expected mean squares.
These expected mean squares lead to the traditional ANOVA estimates of variance components. PROC
MIXED computes REML and ML estimates of variance parameters, which are generally preferred to the
ANOVA estimates (Searle 1988; Harville 1988; Searle, Casella, and McCulloch 1992). Optionally, PROC
MIXED also computes MIVQUE0 estimates, which are similar to ANOVA estimates.

The REPEATED statement in PROC MIXED is used to specify covariance structures for repeated measure-
ments on subjects, while the REPEATED statement in PROC GLM is used to specify various transformations
with which to conduct the traditional univariate or multivariate tests. In repeated measures situations, the
mixed model approach used in PROC MIXED is more �exible and more widely applicable than either
the univariate or multivariate approach. In particular, the mixed model approach provides a larger class of
covariance structures and a better mechanism for handling missing values (Wol�nger and Chang 1995).

PROC MIXED subsumes the VARCOMP procedure. PROC MIXED provides a wide variety of covariance
structures, while PROC VARCOMP estimates only simple random effects. PROC MIXED carries out several
analyses that are absent in PROC VARCOMP, including the estimation and testing of linear combinations of
�xed and random effects.

The ARIMA and AUTOREG procedures provide more time series structures than PROC MIXED, although
they do not �t variance component models. The CALIS procedure �ts general covariance matrices, but the
�xed effects structure of the model is formed differently than in PROC MIXED. The LATTICE and NESTED
procedures �t special types of mixed linear models that can also be handled in PROC MIXED, although
PROC MIXED might run slower because of its more general algorithm. The TSCSREG procedure analyzes
time series cross-sectional data, and it �ts some structures not available in PROC MIXED.

The GLIMMIX procedure �ts generalized linear mixed models (GLMMs). Linear mixed models—where the
data are normally distributed, given the random effects—are in the class of GLMMs. The MIXED procedure
can estimate covariance parameters with ANOVA methods that are not available in the GLIMMIX procedure
(see METHOD=TYPE1, METHOD=TYPE2, and METHOD=TYPE3 in the PROC MIXED statement).
Also, PROC MIXED can perform a sampling-based Bayesian analysis through the PRIOR statement, and
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the procedure supports certain Kronecker-type covariance structures. These features are not available in the
GLIMMIX procedure. The GLIMMIX procedure, on the other hand, accommodates nonnormal data and
offers a broader array of post-processing features than the MIXED procedure.

Getting Started: MIXED Procedure

Clustered Data Example

Consider the following SAS data set as an introductory example:

data heights;
input Family Gender$ Height @@;
datalines;

1 F 67 1 F 66 1 F 64 1 M 71 1 M 72 2 F 63
2 F 63 2 F 67 2 M 69 2 M 68 2 M 70 3 F 63
3 M 64 4 F 67 4 F 66 4 M 67 4 M 67 4 M 69
;

The response variableHeight measures the heights (in inches) of 18 individuals. The individuals are classi�ed
according toFamily andGender. You can perform a traditional two-way analysis of variance of these data
with the following PROC MIXED statements:

proc mixed data=heights;
class Family Gender;
model Height = Gender Family Family * Gender;

run;

The PROC MIXED statement invokes the procedure. The CLASS statement instructs PROC MIXED to
consider bothFamily andGender as classi�cation variables. Dummy (indicator) variables are, as a result,
created corresponding to all of the distinct levels ofFamily andGender. For these data,Family has four levels
andGender has two levels.

The MODEL statement �rst speci�es the response (dependent) variableHeight. The explanatory (independent)
variables are then listed after the equal (=) sign. Here, the two explanatory variables areGender andFamily,
and these are the main effects of the design. The third explanatory term,Family*Gender, models an interaction
between the two main effects.

PROC MIXED uses the dummy variables associated withGender, Family, andFamily*Gender to construct
theX matrix for the linear model. A column of 1s is also included as the �rst column ofX to model a global
intercept. There are noZ or G matrices for this model, andR is assumed to equal� 2I , whereI is an18� 18
identity matrix.

The RUN statement completes the speci�cation. The coding is precisely the same as with the GLM procedure.
However, much of the output from PROC MIXED is different from that produced by PROC GLM.

The output from PROC MIXED is shown in Figure 79.1–Figure 79.7.

The “Model Information” table in Figure 79.1 describes the model, some of the variables that it involves, and
the method used in �tting it. This table also lists the method (pro�le, factor, parameter, or none) for handling
the residual variance.
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Figure 79.1 Model Information

The “Class Level Information” table in Figure 79.2 lists the levels of all variables speci�ed in the CLASS
statement. You can check this table to make sure that the data are correct.

Figure 79.2 Class Level Information

The “Dimensions” table in Figure 79.3 lists the sizes of relevant matrices. This table can be useful in
determining CPU time and memory requirements.

Figure 79.3 Dimensions

The “Number of Observations” table in Figure 79.4 displays information about the sample size being
processed.

Figure 79.4 Number of Observations

The “Covariance Parameter Estimates” table in Figure 79.5 displays the estimate of� 2 for the model.
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Figure 79.5 Covariance Parameter Estimates

The “Fit Statistics” table in Figure 79.6 lists several pieces of information about the �tted mixed model,
including values derived from the computed value of the restricted/residual likelihood.

Figure 79.6 Fit Statistics

The “Type 3 Tests of Fixed Effects” table in Figure 79.7 displays signi�cance tests for the three effects listed
in the MODEL statement. The Type 3F statistics andp-values are the same as those produced by the GLM
procedure. However, because PROC MIXED uses a likelihood-based estimation scheme, it does not directly
compute or display sums of squares for this analysis.

Figure 79.7 Tests of Fixed Effects

The Type 3 test forFamily*Gender effect is not signi�cant at the 5% level, but the tests for both main effects
are signi�cant.

The important assumptions behind this analysis are that the data are normally distributed and that they are
independent with constant variance. For these data, the normality assumption is probably realistic since
the data are observed heights. However, since the data occur in clusters (families), it is very likely that
observations from the same family are statistically correlated—that is, not independent.

The methods implemented in PROC MIXED are still based on the assumption of normally distributed data,
but you can drop the assumption of independence by modeling statistical correlation in a variety of ways.
You can also model variances that are heterogeneous—that is, nonconstant.

For the height data, one of the simplest ways of modeling correlation is through the use ofrandom effects.
Here the family effect is assumed to be normally distributed with zero mean and some unknown variance.
This is in contrast to the previous model in which the family effects are just constants, or�xed effects.
DeclaringFamily as a random effect sets up a common correlation among all observations having the same
level of Family.
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DeclaringFamily*Gender as a random effect models an additional correlation between all observations that
have the same level of bothFamily andGender. One interpretation of this effect is that a female in a certain
family exhibits more correlation with the other females in that family than with the other males, and likewise
for a male. With the height data, this model seems reasonable.

The statements to �t this correlation model in PROC MIXED are as follows:

proc mixed;
class Family Gender;
model Height = Gender;
random Family Family * Gender;

run;

Note thatFamily andFamily*Gender are now listed in the RANDOM statement. The dummy variables
associated with them are used to construct theZ matrix in the mixed model. TheX matrix now consists of a
column of 1s and the dummy variables forGender.

The G matrix for this model is diagonal, and it contains the variance components for bothFamily and
Family*Gender. TheR matrix is still assumed to equal� 2I , whereI is an identity matrix.

The output from this analysis is as follows.

Figure 79.8 Model Information

The “Model Information” table in Figure 79.8 shows that the containment method is used to compute the
degrees of freedom for this analysis. This is the default method when a RANDOM statement is used; for
more information, see the description of the DDFM= option.

Figure 79.9 Class Level Information

The “Class Level Information” table in Figure 79.9 is the same as before. The “Dimensions” table in
Figure 79.10 displays the new sizes of theX andZ matrices.
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Figure 79.10 Dimensions and Number of Observations

The “Iteration History” table in Figure 79.11 displays the results of the numerical optimization of the
restricted/residual likelihood. Six iterations are required to achieve the default convergence criterion of 1E–8.

Figure 79.11 REML Estimation Iteration History

The “Covariance Parameter Estimates” table in Figure 79.12 displays the results of the REML �t. The
Estimate column contains the estimates of the variance components forFamily andFamily*Gender, as well
as the estimate of� 2.
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