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Overview: SURVEYLOGISTIC Procedure

Categorical responses arise extensively in sample survey. Common examples of responses include the
following:

� binary: for example, attended graduate school or not

� ordinal: for example, mild, moderate, and severe pain

� nominal: for example, ABC, NBC, CBS, FOX TV network viewed at a certain hour

Logistic regression analysis is often used to investigate the relationship between such discrete responses and
a set of explanatory variables. For a description of logistic regression for sample survey data, see Binder
(1981, 1983); Roberts, Rao, and Kumar (1987); Skinner, Holt, and Smith (1989); Morel (1989); Lehtonen
and Pahkinen (1995).

For binary response models, the response of a sampling unit can take a speci�ed value or not (for example,
attended graduate school or not). Supposex is a row vector of explanatory variables and� is the response
probability to be modeled. The linear logistic model has the form

logit.� / � log
� �

1 � �

�
D � C x�

where� is the intercept parameter and� is the vector of slope parameters.

The logistic model shares a common feature with the more general class of generalized linear models—
namely, that a functiong D g.�/ of the expected value,� , of the response variable is assumed to be linearly
related to the explanatory variables. Since� implicitly depends on the stochastic behavior of the response,
and since t he explanatory variables are assumed to be �xed, the functiong provides the link between the
random (stochastic) component and the systematic (deterministic) component of the response variable. For
this reason, Nelder and Wedderburn (1972) refer tog. �/ as a link function. One advantage of the logit
function over other link functions is that differences on the logistic scale are interpretable regardless of
whether the data are sampled prospectively or retrospectively (McCullagh and Nelder 1989, Chapter 4).
Other link functions that are widely used in practice are the probit function and the complementary log-log
function. The SURVEYLOGISTIC procedure enables you to choose one of these link functions, resulting in
�tting a broad class of binary response models of the form

g.�/ D � C x�

For ordinal response models, the responseY of an individual or an experimental unit might be restricted
to one of a usually small number of ordinal values, denoted for convenience by1; : : : ; D; D C 1 .D � 1/.
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For example, pain severity can be classi�ed into three response categories as 1=mild, 2=moderate, and
3=severe. The SURVEYLOGISTIC procedure �ts a common slopes cumulative model, which is a parallel
lines regression model based on the cumulative probabilities of the response categories rather than on their
individual probabilities. The cumulative model has the form

g.Pr.Y � d j x// D � d C x� ; 1 � d � D

where� 1; : : : ; � k arek intercept parameters and� is the vector of slope parameters. This model has been
considered by many researchers. Aitchison and Silvey (1957) and Ashford (1959) employ a probit scale
and provide a maximum likelihood analysis; Walker and Duncan (1967) and Cox and Snell (1989) discuss
the use of the log-odds scale. For the log-odds scale, the cumulative logit model is often referred to as the
proportional oddsmodel.

For nominal response logistic models, where theD C 1 possible responses have no natural ordering, the
logit model can also be extended to ageneralized logitmodel, which has the form

log
�

Pr.Y D i j x/
Pr.Y D D C 1 j x/

�
D � i C x� i ; i D 1; : : : ; D

where the� 1; : : : ; � D areD intercept parameters and the� 1; : : : ; � D areD vectors of parameters. These
models were introduced by McFadden (1974) as thediscrete choicemodel, and they are also known as
multinomialmodels.

The SURVEYLOGISTIC procedure �ts linear logistic regression models for discrete response survey data
by the method of maximum likelihood. For statistical inferences, PROC SURVEYLOGISTIC incorporates
complex survey sample designs, including designs with strati�cation, clustering, and unequal weighting.

The maximum likelihood estimation is carried out with either the Fisher scoring algorithm or the Newton-
Raphson algorithm. You can specify starting values for the parameter estimates. The logit link function in
the ordinal logistic regression models can be replaced by the probit function or the complementary log-log
function.

Odds ratio estimates are displayed along with parameter estimates. You can also specify the change in the
explanatory variables for which odds ratio estimates are desired.

Variances of the regression parameters and odds ratios are computed by using either the Taylor series
(linearization) method or replication (resampling) methods to estimate sampling errors of estimators based
on complex sample designs (Binder 1983; Särndal, Swensson, and Wretman 1992; Wolter 2007; Rao, Wu,
and Yue 1992).

The SURVEYLOGISTIC procedure enables you to specify categorical variables (also known as CLASS
variables) as explanatory variables. It also enables you to specify interaction terms in the same way as in the
LOGISTIC procedure.

Like many procedures in SAS/STAT software that allow the speci�cation of CLASS variables, the
SURVEYLOGISTIC procedure provides a CONTRAST statement for specifying customized hypothe-
sis tests concerning the model parameters. The CONTRAST statement also provides estimation of individual
rows of contrasts, which is particularly useful for obtaining odds ratio estimates for various levels of the
CLASS variables.
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Getting Started: SURVEYLOGISTIC Procedure

The SURVEYLOGISTIC procedure is similar to the LOGISTIC procedure and other regression procedures
in the SAS System. See Chapter 73, “The LOGISTIC Procedure,” for general information about how to
perform logistic regression by using SAS. PROC SURVEYLOGISTIC is designed to handle sample survey
data, and thus it incorporates the sample design information into the analysis.

The following example illustrates how to use PROC SURVEYLOGISTIC to perform logistic regression for
sample survey data.

In the customer satisfaction survey example in the section “Getting Started: SURVEYSELECT Procedure”
on page 9509 in Chapter 117, “The SURVEYSELECT Procedure,” an Internet service provider conducts
a customer satisfaction survey. The survey population consists of the company's current subscribers from
four states: Alabama (AL), Florida (FL), Georgia (GA), and South Carolina (SC). The company plans to
select a sample of customers from this population, interview the selected customers and ask their opinions
on customer service, and then make inferences about the entire population of subscribers from the sample
data. A strati�ed sample is selected by using the probability proportional to size (PPS) method. The sample
design divides the customers into strata depending on their types (`Old' or `New') and their states (AL, FL,
GA, SC). There are eight strata in all. Within each stratum, customers are selected and interviewed by using
the PPS with replacement method, where the size variable isUsage. The strati�ed PPS sample contains
192 customers. The data are stored in the SAS data setSampleStrata. Figure 113.1 displays the �rst 10
observations of this data set.

Figure 113.1 Strati�ed PPS Sample (First 10 Observations)

In the SAS data setSampleStrata, the variableCustomerID uniquely identi�es each customer. The variable
State contains the state of the customer's address. The variableType equals `Old' if the customer has
subscribed to the service for more than one year; otherwise, the variableType equals `New'. The variable
Usage contains the customer's average monthly service usage, in hours. The variableRating contains the
customer's responses to the survey. The sample design uses an unequal probability sampling method, with
the sampling weights stored in the variableSamplingWeight.
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The following SAS statements �t a cumulative logistic model between the satisfaction levels and the Internet
usage by using the strati�ed PPS sample:

title �Customer Satisfaction Survey�;
proc surveylogistic data=SampleStrata;

strata state type/list;
model Rating (order=internal) = Usage;
weight SamplingWeight;

run;

The PROC SURVEYLOGISTIC statement invokes the SURVEYLOGISTIC procedure. The STRATA
statement speci�es the strati�cation variablesState andType that are used in the sample design. The LIST
option requests a summary of the strati�cation. In the MODEL statement,Rating is the response variable and
Usage is the explanatory variable. The ORDER=internal is used for the response variableRating to ask the
procedure to order the response levels by using the internal numerical value (1–5) instead of the formatted
character value. The WEIGHT statement speci�es the variableSamplingWeight that contains the sampling
weights.

The results of this analysis are shown in the following �gures.

Figure 113.2 Strati�ed PPS Sample, Model Information

PROC SURVEYLOGISTIC �rst lists the following model �tting information and sample design information
in Figure 113.2:

� The link function is the logit of the cumulative of the lower response categories.

� The Fisher scoring optimization technique is used to obtain the maximum likelihood estimates for the
regression coef�cients.

� The response variable isRating, which has �ve response levels.

� The strati�cation variables areState andType.

� There are eight strata in the sample.

� The weight variable isSamplingWeight.
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� The variance adjustment method used for the regression coef�cients is the default degrees of freedom
adjustment.

Figure 113.3 lists the number of observations in the data set and the number of observations used in the
analysis. Since there is no missing value in this example, observations in the entire data set are used in the
analysis. The sums of weights are also reported in this table.

Figure 113.3 Strati�ed PPS Sample, Number of Observations

The “Response Pro�le” table in Figure 113.4 lists the �ve response levels, their ordered values, and their total
frequencies and total weights for each category. Due to the ORDER=INTERNAL option for the response
variableRating, the category “Extremely Unsatis�ed” has the Ordered Value 1, the category “Unsatis�ed”
has the Ordered Value 2, and so on.

Figure 113.4 Strati�ed PPS Sample, Response Pro�le

Figure 113.5 displays the output of the strati�cation summary. There are a total of eight strata, and each
stratum is de�ned by the customer types within each state. The table also shows the number of customers
within each stratum.

Figure 113.5 Strati�ed PPS Sample, Strati�cation Summary
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Figure 113.6 shows the chi-square test for testing the proportional odds assumption. The test is highly
signi�cant, which indicates that the cumulative logit model might not adequately �t the data.

Figure 113.6 Strati�ed PPS Sample, Testing the Proportional Odds Assumption

Figure 113.7 shows the iteration algorithm converged to obtain the MLE for this example. The “Model Fit
Statistics” table contains the Akaike information criterion (AIC), the Schwarz criterion (SC), and the negative
of twice the log likelihood (� 2 logL ) for the intercept-only model and the �tted model. AIC and SC can be
used to compare different models, and the ones with smaller values are preferred.

Figure 113.7 Strati�ed PPS Sample, Model Fitting Information

The table “Testing Global Null Hypothesis: BETA=0” in Figure 113.8 shows the likelihood ratio test, the
ef�cient score test, and the Wald test for testing the signi�cance of the explanatory variable (Usage). All
tests are signi�cant.

Figure 113.8 Strati�ed PPS Sample

Figure 113.9 shows the parameter estimates of the logistic regression and their standard errors.
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Figure 113.9 Strati�ed PPS Sample, Parameter Estimates

Figure 113.10 displays the odds ratio estimate and its con�dence intervals.

Figure 113.10 Strati�ed PPS Sample, Odds Ratios

Syntax: SURVEYLOGISTIC Procedure

The following statements are available in the SURVEYLOGISTIC procedure:

PROC SURVEYLOGISTIC < options > ;
BY variables ;
CLASS variable < (v-options) > < variable < (v-options) > . . . > < / v-options > ;
CLUSTER variables ;
CONTRAST �label� effect values < , . . . effect values > < / options > ;
DOMAIN variables < variable� variable variable� variable� variable . . . > ;
EFFECT name = effect-type (variables < / options >) ;
ESTIMATE < �label� > estimate-speci�cation < / options > ;
FREQ variable ;
LSMEANS < model-effects > < / options > ;
LSMESTIMATE model-effect lsmestimate-speci�cation < / options > ;
MODEL events/trials = < effects < / options > > ;
MODEL variable < (v-options) > = < effects > < / options > ;
OUTPUT < OUT=SAS-data-set > < options > < / option > ;
REPWEIGHTS variables < / options > ;
SLICE model-effect < / options > ;
STORE < OUT= >item-store-name < / LABEL= �label� > ;
STRATA variables < / option > ;
< label: > TEST equation1 < , . . . , equationk > < / options > ;
UNITS independent1 = list1 < . . . independentk = listk > < / option > ;
WEIGHT variable ;
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