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0 Introduction and setting expectations

This document is not an exhaustive guide on all possible optimizations, but rather a collection of tricks and
best practice reminders coming from the field experience. It might help the consultant on the ground when

performance issues arise in a SAS with Hadoop environment.

A very general recommendation for performances, when SAS interacts with an external data store is to avoid
the download of remote data on the SAS machine and to use in-database processing instead. Using SAS in-
database processing, you can run scoring models, some SAS procedures, DS2 thread programs, and formatted
SQL queries inside the data source.

This same recommendation is even more important in the Hadoop world, as data stored in Hadoop can be
massive. Source and target tables can be in terabytes and petabytes, and only a hundreds- or thousands-core
Hadoop distributed platform will be able to crunch the data in acceptable time. It will not even be possible to
bring back data of this size across internal networks.

So our main goal will be to push down most of the data processing to Hadoop. We will talk about in-Hadoop
processing.

The table below is based on the Introduction to SAS In-Database Processing and presents the current

available in-Hadoop features and the requirements in terms of software.


http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n1lo1d19ercldkn14vm45k13z3so.htm
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In-Hadoop feature Software Required
Scoring models Base SAS®

SAS/ACCESS® Interface to the data source

SAS® Scoring Accelerator

SAS® Enterprise Miner™

SAS® Factory Miner (analytic store scoring)

SAS® Scalable Performance Data Server (optional)
SAS® Model Manager (optional)

Base SAS procedures: Base SAS

FREQ SAS/ACCESS Interface to the data source

REPORT

SUMMARY/MEANS

TABULATE

Base SAS procedures: Base SAS

TRANSPOSE (preproduction) SAS/ACCESS Interface to the data source
SAS® In-Database Code Accelerator (SAS® Data Loader
for Hadoop)

DS2 threaded programs (across Hadoop nodes) Base SAS
SAS/ACCESS Interface to the data source
SAS In-Database Code Accelerator (SAS Data Loader

for Hadoop)
DATA step scoring programs Base SAS

SAS/ACCESS® Interface to Hadoop
Data quality operations Base SAS

SAS/ACCESS Interface to Hadoop
SAS In-Database Code Accelerator
SAS Data Loader for Hadoop

Extract and transform data Base SAS
SAS/ACCESS Interface to Hadoop
SAS Data Loader for Hadoop

As SAS® software and Hadoop are constantly being developed, the reader should always check the current
documentation to confirm what the supported features are as the list is likely to change over time.

The following page is maintained with current supported Hadoop versions for the various SAS products:
http://support.sas.com/resources/thirdpartysupport/v94/hadoop/hadoop-distributions.html

The SAS Embedded Process is the core component used by products such as SAS Scoring Accelerator, SAS
In-Database Code Accelerator, and SAS® Data Quality Accelerator to enable SAS advanced analytics
processing inside Hadoop. It will also be used for specific use cases like asymmetric HPA processing, SAS
LASR Analytic Server parallel lift from Hadoop, and so on.


http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p0hgnzi3wu3409n1ss5g5zcm45c1.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n1lo1d19ercldkn14vm45k13z3so.htm
http://support.sas.com/resources/thirdpartysupport/v94/hadoop/hadoop-distributions.html
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However, if you don’t have the SAS Embedded Process in your deployment, by using the best practices and
optimization techniques, you can make sure your data management operations (PROC SQL, basic procedures,
or the SAS DATA step) will be successfully converted by the SAS/ACCESS engine to run inside Hadoop.

The first section of the document will focus on SAS/ACCESS best practices and tips. This is aimed at
maximizing the data management operations to be completed by the Hadoop cluster. The Hadoop processing
framework was designed to leverage distributed processing across the Hadoop nodes from the outset.

In the second section, we will assume that the SAS Embedded Process has been deployed inside the Hadoop
cluster, and we will focus on the way to leverage it to run SAS analytics operations directly in-Hadoop.

In the third section, lessons learned from several field experiences and feedback are shared. Many
recommendations from this document are coming from these experiences and feedback.

Finally the last section will give the main options and tools to monitor (and eventually troubleshoot) SAS

analytics processing in Hadoop.
Note: This version of the document does not cover:

- SAS® High Performance Analytics
- SAS/ACCESS® to Impala

- SAS Scoring® Accelerator

- SAS® Data Quality Accelerator
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1 Data Management (SAS/ACCESS)

1.1 Push data management down to Hadoop!

1.1.1 Implicit and explicit SQL pass-through

In SAS code you have two ways to interact with an external Database: implicit and explicit pass-through.

When you use a SAS LIBNAME statement in a DATA step or PROC SQL, it is implicit SQL pass-through
and SAS will to convert your SAS code to an SQL code that the target DBMS can process. The SAS/ACCESS
engine will attempt to delegate most of the processing work to the Database in order to avoid a SELECT *

order.

On the other hand, explicit SQL pass-through is a coding syntax that allows the user to write/submit database-
specific SQL that SAS will pass untouched to that database.

The SAS user, usually prefers to work with implicit SQL pass-through as it is easier to write, does not require
skills in the specific DBMS SQL syntax, and is also generally the resulting code of GUI wizards or solutions.

Nevertheless, depending on the functions used or the way the code is written, the conversion is not always
possible for the SAS/ACCESS engine, in which case the data is downloaded from the remote DBMS on the
SAS server for local processing using SAS data sets.

In the real world, Hadoop clusters can be really big in terms of resources and tables sizes. Customers can have
100 to over 1,000 nodes in their Hadoop environments. In these environments due to the size of data, meaning
that the source and target tables are in the hundreds of gigabytes if not terabytes, it is not possible to bring the
data back to SAS to run the query efficiently.

As pointed out in the next section (Best practices), there are techniques to increase the ability of the SAS SQL
planner to interpret SQL code and to allow the implicit SQL pass-through to be as efficient as explicit SQL
pass-through.

1.1.2 Best practices

General guidelines when you develop and run SAS data operations with Hadoop are listed here:

e Push down the SQL processing to Hive as much as possible:
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o Avoid merging SAS data with Hive data. It is recommended that you transform the SAS
data set in a Hive table and run the merge inside Hive to leverage distributed processing and
avoid network traffic between SAS workspace server node and the Hadoop cluster. See
Passing joins to Hadoop.

o Avoid using a function that will bring Hadoop data back to the SAS server, See Passing SAS
functions to Hadoop.

o Use the SASTRACE option to display details of the communications between SAS and
Hadoop.

o Compare with SQL explicit pass-through.

o Use the “magic options” (see below) to help the SQL planner to push down processing in
Hadoop.

e Monitor end-to-end progress of a job to identify under-optimized queries.

e Identify the bottleneck in the chain. When a data operation from SAS is longer than expected, try to
translate it in HIVEQL and to run it directly in the server. If the times are similar, Hive optimization
might be required.

1.1.3 Magic options

- Use DBIDIRECTEXEC when using CREATE TABLE AS SELECT (CTAS) operations. (See
Create a Hive table from SAS (CTAS).)

- Use SQL FUNCTIONS=ALL, which allows for SAS functions that have slightly different behavior
from corresponding Hadoop functions that are passed down to Hadoop. (See Passing SAS Functions

to Hadoop.)



http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#n0dki9ycwagdhxn16ub9ytrkw7hy.htm
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p010gv8z4k5kvin1ombbmqdpumhd.htm
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p010gv8z4k5kvin1ombbmqdpumhd.htm
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p010gv8z4k5kvin1ombbmqdpumhd.htm
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p010gv8z4k5kvin1ombbmqdpumhd.htm
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1.2 Optimize your SELECT

1.2.1 Fetch task instead of MapReduce application

Nearly every time SAS interacts with a Hive table (for example, to display the table attribute from SAS®
Enterprise Guide® or SAS® Enterprise Miner™ graphical assistants), it performs SELECT * to Hive, which
will run a MapReduce lob to download the full table.

Additionally, each time you use the PROC SQL with a HADOOP LIBNAME table (implicit SQL pass-
through), a preliminary SELECT * order is always sent, triggering a MapReduce job.

It is not a problem if you have a small table, but as soon as you start dealing with million-row tables (not even
really big data) it can take several minutes to perform the above operations.

There is a solution. You can force Hive to use a fetch task to perform this initial query.

With a fetch task, Hive directly goes to the file and gives the result, rather than start a MapReduce job for the
incoming query. For simple queries like SELECT * with limit, it is much faster. In this case, Hive will return
the results by performing an HDFS operation (hadoop fs —get equivalent).

Of course it will not be efficient for all type of queries. But when the Hive property hive.fetch.task.conversion
is set to minimal, the Hive engine will use the fetch action only for specific light queries where it makes sense
(like our automatic SELECT * to get the table’s metadata) and will generate MapReduce jobs for other types
of queries (where the fetch is not efficient).

Finally, there is also another parameter related to this: hive.fetch.task.conversion.threshold. In Hive 0.10 to
Hive 0.13, the default is -1 (no limit). In Hive 0.14 and later, the default is 1G. This setting indicates that if the
table size is greater than the value, it will use MapReduce rather than the fetch task to handle the query.

The SAS user experience with SAS Enterprise Guide or SAS Enterprise Miner when interacting with large
Hive tables will immediately be improved when these options are in place. (See the example below.)

This Hive options can be set:
- At the Hadoop cluster level, in the Hive server configuration level
- At the SAS level, in the hive-site.xml connection file
- At the LIBNAME level with the PROPERTIES option

It is recommended that you set it at the SAS level to generally enhance the user experience when interacting
with Hive tables in SAS clients.

1.2.2 Demonstration

In the SAS LIBNAME statement, the Hive option has to be set as below:
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PROPERTIES="hive.fetch.task.conversion=minimal;hive.fetch.task.conversion.thresh
old=-1";

When a simple PROC SQL is submitted without the property, two MapReduce jobs will run (the first one
being the automatic SELECT query):

application 1453332331704 0035 hpauserl  CREATE TABLE MAPREDLICE defautt Fri, 01 &pr Fri, 01 &pr FIMISHED  SICCEEDED
sazdata_05_27_26_135_00..THT_1(Stage- 2ME 2016 09:30:45
1) 0892727 GMT - GMT

application 1453332331704 00534 hpauzer!  SELECT * FROM "MEGACORPIOM (Stage-  MAPREDUCE detaut Fri, 01 &pr Fri, 01 &pr FIMISHED  SICCEEDED
11 2ME 2016 09.27:24

0819003 GMT - GMT

When a simple PROC SQL is submitted with the property, only the MapReduce job corresponding to the
actual SQL query will run. (We don’t see anything for the FETCH action corresponding to the first SELECT
* executed from SAS):

application 1455332331704 0036 hpsuser!  CREATE TABLE MAPREDLICE default Fri, 01 Apr Fri, 01 &pr FIMNISHED  SICCEEDED
sazdata_05_34_13_512_00..TXT_1({Stage- 2016 2016 09: 3641
11 09:54:14 GMT  GMT
Example:

SQL query example

proc sql;

select count (*) as nb,min(unitreliability) as minur from hivelib.MEGACORP30M;

quit;

Without the fetch options property With the fetch options property

NOTE: PROCEDURE SQL used (Total process time): NOTE: PROCEDURE SQL used (Total process time):
real time 11:49.20 real time 2:32.03

cpu time 0.39 seconds cpu time 0.13 seconds

1.2.3 References

- See the SAS Note “Queries run against a large Hive table might be slow”:
http://support.sas.com/kb/57/776.html

- Understand hive.fetch.task.conversion and hive.fetch.task.conversion.threshold properties in Hive:
https://cwiki.apache.org/confluence/display/Hive/Configuration+Properties



http://support.sas.com/kb/57/776.html
https://cwiki.apache.org/confluence/display/Hive/Configuration+Properties
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1.3 The “Order by” hurdle

1.3.1 Hive limitation

From the Hive documentation:

"There are some limitations in the "order by" clause...in order to impose total order of all results, there has
to be one reducer to sort the final output. If the number of rows in the output is too large, the single reducer

could take a very long time to finish."

The ORDER BY clause on a large table is very costly in Hive. SAS code optimization can avoid the use of the
ORDER BY statement in Hadoop.

1.3.2 Demonstration

The behavior associated with this problem is illustrated below with a DATA MERGE step with a 30-million-
row table. This DATA MERGE step will trigger the ORDER BY in Hive:

DATA hivelib.TARGET;
MERGE hivelib.MEGACORP30M (IN=A)
work. DEFECT PRODUCTS (IN=B) ;
BY PRODUCTID;
IF A ;
IF B THEN TARGET = 1; ELSE TARGET = 0;

RUN;

The mapper phase can be quite fast, but although the reducer phase will have a quick start, it can then take a
lot of time (hours) to complete, with very small progressions at the end.

Joh Crverview
Job Hame: CREATE TABLE sasdata_. CORP30M' "productic (Stage-1)
State: RLINMING
Uberized: falss
Started: Fri Apr 01 03:07:49 EDT 2018
Elapsed: 24mins, S9sec

ApplicationMaster

Attermpt Mumber Start Time MNode Logs
1 Fri &pr 01 03:07:35 EDT 2016 sashdpl3.race sas .com: 5042 logs
Task Type Progress Total Pending Running Complete

Map
Reduce
Attempt Type ey Running Failed Killedd Successiul

Maps
Reduces

- g
8-
= 1=
e B

(==}
= 1=
= 1=
(=h=
=]


https://cwiki.apache.org/confluence/display/Hive/LanguageManual+SortBy#LanguageManualSortBy-DifferencebetweenSortByandOrderBy
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Once completed, we can display the detail of the job execution:

Job Name:

User Name:

Queue:

State:

Uberized:

Submitted:

Started:

Finished:

Elapsed:
Diagneostics:

Average Map Time
Average Shuffle Time
Average Merge Time
Average Reduce Time

CREATE TAEBLE sasdata . CORPI0M™ "productid™{Stage-1)
hipausert

default

SUCCEEDED

false

Fri Apr01 03:07:34 EDT 2016

Fri Apr01 030749 EDT 2016

FriApr01 03:34:25 EDT 2016

26mins, 35sec

1mins, Z2sec
amins, 13sec
dsec

19mins, 435ec

We can see that out of 26 minutes of total time to process the CTAS (CREATE TABLE AS SELECT) query,
the reducer phase (ORDER BY) with the unique reducer took almost 20 minutes.

The bigger and wider the table is, the longer it will take.

Now if we rewrite the DATA MERGE step with a PROC SQL, then the CREATE TABLE does not contain

the ORDER BY clause.

Job Name:

User Name: hpauseri

Job Overview

CREATE TABLE "default” " TAR . t2 "productid’ (Stage-4)

Queue:

State:

Uberized:
Submitted:
Started:

Finished:

Elapsed:
Diagnostics:
Average Map Time

ApplicationMaster
Attempt Mumber

default

SUCCEEDED

false

FriApr01 093718 EDT 2016
FriApr01 09:37:23 EDT 2016
FriApr01 03:46:29 EDT 2016
amins, 3sec

Tming, 395ec

Start Time

1 FriAor01 09:37:21 EDT 2016

Task Type
Map
Reduce
Aftemnpt Type
Maps
Reduces

Total

68
0
Failed

= =

= =

sashdp04.race.5a5.com:0042

MNode

68
0
Killed

=g

In this case there is no reducer phase and the CTAS step only takes 9 minutes.

Complete

Successful
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Example:

Bad way Better way (optimized query)

libname hivelib hadoop /*optimize CTAS operations*/
server="sashdp0Ol.race.sas.com" | options DBIDIRECTEXEC;
user=&sysuserid libname hivelib clear;
password="whatever" libname hivelib hadoop
database=default server="sashdpOl.race.sas.com"
subprotocol=hive2 user=&sysuserid

properties="hive.execution.engine=mr"; password="whatever"

database=default
subprotocol=hive2

/*Bad way - merge local table with /*use fetch conversion and strict
hive table, triggers a ORDER BY IN mode control to have an error message
HIVE*/ when costly ORDER is generated*/
DATA hivelib.TARGET; properties="hive.fetch.task.conversion
MERGE hivelib.MEGACORP30M (in=A3A) =minimal;hive.fetch.task.conversion.th
work.DEFECT PRODUCTS (IN = B); reshold=-1;";
BY PRODUCTID; /* upload DEFECT PRODUCTS table in
IF A ; HIVE to avoid Network Traffic*/
IF B THEN TARGET = 1; ELSE TARGET = 0; data hivelib.DEFECT PRODUCTS;
RUN; set work.DEFECT PRODUCTS;
run;

/*rewrite the query in SQL instead of
DATA MERGE to avoid the ORDER BY*/
proc sql;
create table hivelib.TARGET as
select tl.*,

(CASE WHEn t2.PRODUCTID is not
null then 1 else 0 end) AS TARGET

FROM hivelib.MEGACORP30M t1
LEFT JOIN

hivelib.DEFECTiPRODUCTS t2 ON
(t1.PRODUCTID = t2.PRODUCTID) ;

quit;
g ————
“defautt’ “TAR..12 *productid (Stage-4) 2018 2016 13:46:29
e s s v oot o e s
10000(Stage-1) 2016 201611:35.22
DR, it e
T
sasdata_. CORP3OM . productic (Stage-1) 2016 2016111401
o S . i S

NOTE: DATA statement used (Total process time): | NOTE: PROCEDURE SQL used (Total process

real time 52:17.06 time):

opu time 6:26.10 real time 9:28.63

cpu time 0.41 seconds
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1.3.3 Strict Mode

From the Hive documentation:

”»

In the strict mode (i.e., hive.mapred.mode=strict), the “order by clause” has to be followed by a “limit

clause. The limit clause is not necessary if you set hive.mapred.mode to nonstrict.

The idea of the strict mode is prevent the client application queries from generating the ORDER BY on the
full table.

You can specify it in the LIBNAME PROPERTIES, for example:

PROPERTIES="hive.mapred.mode=strict";

And if you try to run a bad query you will receive this error message:

ERROR: Prepare error: Error while compiling statement: FAILED:
SemanticException 1:386 In strict mode, if ORDER BY is specified,

LIMIT must also be specified. Error encountered near token

'product id'



https://cwiki.apache.org/confluence/display/Hive/LanguageManual+SortBy
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1.4 Create a Hive table from SAS (CTAS)

Over time, implicit pass-through has become more and more powerful and supports most of the DBMS
interaction scenarios. However in specific cases, running explicit SQL pass-through or helping the
SAS/ACCESS engine to translate more efficiently the PROC SQL code into native operations in the database
can drastically improve the performance.

Running a simple CREATE TABLE AS SELECT (CTAS) in PROC SQL is one of these cases in Hadoop.

Using the DBIDIRECTEXEC option will force specific operations (as table creation or delete) to be passed
to the DBMS.

In the Hadoop case, the coordination of Hive, MapReduce, and HDFS operations will be optimized in many
cases when this option is set for CTAS operations.

Example:

SQL query example

proc sql;
create table hivelib.megacorp30mprofits
as select mdate,profit, revenue,expenses from hivelib.megacorp30m;

quit;

Without option DBIDIRECTEXEC With option DBIDIRECTEXEC

Log messages Log messages

SQL IP_TRACE: None of the SQL was directly passed | SQL IP TRACE: passed down query: CREATE
to the DBMS. TABLE “default’. 'megacorp30mprofits’ as select
TXT 1.'mdate’, TXT 1. profit’,

TXT 1.'revenue’, TXT 1.'expenses’ from

LOAD DATA INPATH "/tmp/sasdata-2016-04-04-08-
‘default’."MEGACORP30M" TXT 1

29-48-131-e-00005.dIv' OVERWRITE INTO TABLE

"MEGACOPR30MPROFITS®
SQL IP_ TRACE: The CREATE statement was passed
to the DBMS.

Processing time : 5 min 45 sec Processing time : 3 min 28 sec

NOTE: PROCEDURE SQL used (Total process time): NOTE: PROCEDURE SQL used (Total process time):
real time 5:45.29 real time 3:28.08

cpu time 1:19.97 cpu time 0.22 seconds
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Note: Notice the big difference in CPU time. On multi-user platform, that difference in real-time could get

even bigger.
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1.5 MapReduce or Tez?

Apache Tez is a data processing framework available in Hortonworks distributions. It can be used as an
alternative to MapReduce and is presented by Hortonworks as improving the MapReduce paradigm by
dramatically improving its speed, while maintaining MapReduce’s ability to scale to petabytes of data.

Important Hadoop ecosystem projects like Apache Hive and Apache Pig can use Apache Tez.

From a SAS perspective, if Tez is available in the Hadoop cluster, then it is possible to choose between a
traditional MapReduce engine and Tez before submitting a SAS Program (when a SAS/ACCESS Interface to
Hadoop LIBNAME statement is submitted against Hive).

By default, the engine set in the Hive server configuration is used. Nevertheless, using the PROPERTIES
option in the LIBNAME statement allows you to explicitly choose the engine from the SAS client.

PROPERTIES="hive.execution.engine=mr";

Or

PROPERTIES="hive.execution.engine=tez";

The screen capture below shows MapReduce and Tez jobs corresponding to a few tests (PROC FREQ, PROC
SUMMARY, and PROC SQL) executed on a 30-million-row table:

Logged in as: drawho

i

EE’EIEIIB All Applications

Cluster Metrics

Apps Apps Apps Apps Containers  Memary  Memory  Memory  WCores  VCores  WCores Active  Decommissioned  Lost  Unhealthy Rebooted
Submitted | Pending = Running  Completed Running Used Tatal Reserved Used Total Reserved | Nodes Modes Nodes Modes Modes
:‘Uﬂ =) u} 1] ] 0 08 4GB OB 0 4 u} 4 a 1] 1] a
1 SAVING Show 20 v entries Search
MITTED
ERED o | User & . o Ag@l};ceation: Queu;e StanTimce FmishTimce State - Fina\‘Status3 Progress 2 Tr?Jclkin:g
Eﬂ application 1462782510145 0029 hpauser]  HIVE-7 edf7952-024e-49d5-8033- TEZ default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
ED dd4dcabdabeds May 2016 May 2016
ler 18:49:32 185207
- GMT GMT
application 1462782510145 0028 hpauser]  HIVE-3dbdcdBd-7d37-4c2b-863F TEZ default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
22a0d32258ak May 2016 May 2016
168:46:33  16:48:35
GMT GMT
application_1462782510145_0027  hpauserl  HIVE-D9aded35-eed1-437e-h2a7- TEZ default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
4B8d7 cifBdbee May 2016 May 2016
16:43:25  16:46:35
GMWT GMT
application_1462782510145_0026 hpauser] CREATE TABLE MAPREDUCE  default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
sasdata_...T_1. facilityregion'(Stage-1) May 2016 May 2016
15:54:07  16:03:.45
GMT GMT
application 1462782510145 0026 hpauser! CREATE TABLE MAPREDUCE  default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
sasdata_11_4. TAT_1. facility"(Stage- May 2016 May 2016
1) 15.42:38 155316
GMT GMT
application_1AGZ7A2510145 0024 hpauser] CREATE TABLE MAPREDUCE default Tue, 10 Tue, 10 FINISHED SUCCEEDED Histary
sasdata_.. TET_1. productbrand (Stage- May 2016 May 2016
1) 16:29:37  16:41.42

GMT GMT


http://hortonworks.com/hadoop/tez/
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While the RACE environment used for the test (Babar collection) is not a candidate to run official benchmarks
on, these few tests did show significant differences in execution times (real and CPU) between MapReduce
and Tez engines:

Test in Hive MapReduce as Hive engine Tez as Hive engine
PROC SQL real time 10:30.97 real time 2:31.38

cpu time 2.15 seconds cpu time 1.51 seconds
PROC SUMMARY real time 11:30.04 real time 3:00.14

cpu time 2.25 seconds cpu time 1.67 seconds
PROC FREQ real time 13:00.68 real time 3:08.08

cpu time 3.39 seconds cpu time 1.70 seconds

Note: However, if Tez is not the most important application in Hadoop, Tez could become a concern because
it is designed to take and hold resources for this job versus going back to YARN for resources (like all other
applications). As an example, a customer case has been reported where a client wanted DS2 code to have

top priority over Hive queries, but Tez did not allow this to happen.
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1.6 File formats and partitioning

1.6.1 File formats in Hive (ORC, Avro, Parquet, and others)

By default, when a Hive table is created from SAS, it is stored as Text. Nevertheless, other formats that bring
new features (compression, partitioning, metadata, and statistics) are available in Hive and can be used by
SAS.

SAS can work with the ORC file format in Hive as described in the article How to persist native SAS data
sets to Hadoop (Hive) in the SAS Communities Library.

The option allowing you to create a file in an alternative format is DBCREATE _TABLE _OPTS=.
The option can be used at the LIBNAME level or in the CREATE TABLE statement.

Example:

libname orc hadoop

server="sashdpOl.race.sas.com"

user=&sysuserid

password="whatever"

database=orctables

subprotocol=hive2

DBCREATE TABLE OPTS='STORED AS ORC'

properties="hive.fetch.task.conversion=minimal;hive.fetch.task.conversion.thresh
old=-1;hive.execution.engine=mr";

or:

proc sql;
create table seqg.megacorp5SM sequence (DBCREATE TABLE OPTS='STORED AS
SEQUENCEFILE')

as select * from megacorpbM;

quit;

Using a new popular Hadoop storage format does not necessarily mean that you will observe significant
performance changes in all cases. It really depends on the use case and data profiling. Generally, this is what
has been observed:

- Whole table operations will perform better with row-oriented files (Text, Sequence).

- Subset operations and applying predicates will work better with column-oriented files (Parquet, ORC,
and RCFile).

- Serialization formats (Avro) are best for transmission and storage. Avro stores its schema as part of
its metadata. This means that how you read the file can differ from how you write the file, making it
flexible and easy to add data.


https://communities.sas.com/t5/SAS-Communities-Library/How-to-persist-native-SAS-data-sets-to-Hadoop-Hive/ta-p/223956
https://communities.sas.com/t5/SAS-Communities-Library/How-to-persist-native-SAS-data-sets-to-Hadoop-Hive/ta-p/223956
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#n199ye1xtilsuxn1eytcjxe7ssag.htm
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Note: During the tests, when copying a large SAS data set (30 million rows) into an Avro file in Hive, a lot of
large files are temporarily created. The HDFS is almost saturated. (An 8.6 GB SAS table resulted in around
25 GB of persistent storage in Hive and 45 GB as temporary files.)

1.6.2 Partitioning

Data partitioning is often used when working with traditional database management systems to improve
performances of queries. Hive supports partitioned data. When data is registered in the Hive metastore, it can
be partitioned and HCatalog (also referred to as HCat) can be used to access that data through standard Hive
mechanisms. (Check your Hive version and the HCat support in your Hadoop environment.)

HCatalog is a table management layer that exposes Hive metadata to other Hadoop applications. It is part of
Apache Hive. It strongly supported by Hortonworks. It is also supported by Cloudera, but not as well as by
Hortonworks. A REST interface is also available called WebHCat.

Partitioning data in Hive can improve query performance. It is recommended that you use partitioning on low

cardinality variables used often in the queries.

See: http://blog.cloudera.com/blog/2014/08/improving-query-performance-using-partitioning-in-apache-

hive/ for examples.

The same option, DBCREATE_TABLE_OPTS=, allows you to specify PARTITION keys.

For example:

proc sql;
create table notextf.megacorpl0000 part (DBCREATE TABLE OPTS="PARTITIONED BY
(datebymonth date)™)

as select * from local.megacorpl0000;

quit;



https://cwiki.apache.org/confluence/display/Hive/HCatalog
http://blog.cloudera.com/blog/2014/08/improving-query-performance-using-partitioning-in-apache-hive/
http://blog.cloudera.com/blog/2014/08/improving-query-performance-using-partitioning-in-apache-hive/
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#n199ye1xtilsuxn1eytcjxe7ssag.htm
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This code creates one file for each different month in HDFS:

fappshivetrarehouzemnotextt dbinegacorp 0000 _part

1.6.3 SPDE format

Permission
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o
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0

Block Size

)=}

0B

)=}
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i)}

)=}

)=}
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)=}
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Hame

datebymaonth=1957-01-01
datebymaorth=1357-02-01
datetymaonth=1957-03-01
datebymanth=1357-04-01
datebymanth=1957-05-01
datebymanth=1957-06-01
datebymanth=1357-07-01
datebymaonth=1357-08-01
datebymonth=1337-09-01
datebymaorth=1357-10-01
datetymonth=1257-11-01

datebymonth=1557-12-01

Included with Base SAS (does not require any SAS/ACCESS engine), the SPDE format in Hadoop has many
advantages (partitioning, index, MapReduce jobs for WHERE processing, and so on) and can be faster than

Hive formats in several cases. (See Hadoop file type benchmark.) Here are some of the advantages:

- Accessible by apps other than SAS from Hive, thanks to the recent SerDe format developed for it.
- Could be faster than Hive access when working with SAS :

o Depending on the queries (no need to deal with Hive, direct access via HDFS)

o Depending on type of loading (for example, for parallel load in SAS LASR Analytic Server)

o When working with HPA procedures (see benchmark results in annex)

- SPDE also provide some of the traditional SAS features as :

o 0O O 0O O O O

Encryption

File compression

Member-level locking
SAS indexes

SAS password

Special missing values

Physical ordering of returned observations

User-defined formats and informats



19 of 68

SAS wWiTH HADOOP PERFORMANCES CONSIDERATIONS

However, most data access pulls data back to the SAS client for processing. One exception is the parallel data
access using the SAS Embedded Process for Hadoop (comes with the SAS/ACCESS module). Another
exception is WHERE filtering using the ACCELWHERE= LIBNAME or data set option, which allows you
to return only a subset of data to the SAS client.

Several excellent papers, including best practices, are available on how to benefit from this format. See
References for additional details on SPDE format in HDFS.

1.6.4 SASHDAT

SASHDAT is the SAS High Performance proprietary format whose purpose is to allow operations between
data in memory and data in HDFS to be as fast as possible. It will provide the best performance for the
following tasks:

- Load HDFS data in SAS LASR Analytic Server

- Save SAS LASR Analytic Server table in HDFS

- Run a High Performance procedure (PROC HPDS2, HPSUMMARY, HPLOGISTIC, HPREG,
HPGENSELECT, and so on) on data stored in HDFS.

Nevertheless, SASHDAT is really designed for these in-memory solutions (SAS LASR Analytic Server
procedures, and other High Performance procedures such as HPREG, HPLOGISTIC, and others, and HPDS2).

The data in SASHDAT cannot be read from standard SAS (DS SAS procedure, SQL, DS2), and it cannot be
accessed from Hive. (It is mainly a memory representation in HDFS blocks).

Additional details on SASHDAT engine can be found here:
http://support.sas.com/documentation/cdl/en/inmsref/68736/HTML/default/viewer.htm#n 1r9w66xkxubg7n1
ota7ybbw1z25.htm



http://support.sas.com/documentation/cdl/en/inmsref/68736/HTML/default/viewer.htm#n1r9w66xkxubg7n1gta7yb6w1z25.htm
http://support.sas.com/documentation/cdl/en/inmsref/68736/HTML/default/viewer.htm#n1r9w66xkxubg7n1gta7yb6w1z25.htm
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1.7 Other tricks

1.7.1 Changing the default maximum length for SAS character columns

In some cases, the message below appears in the SAS logs:

WARNING: SAS/ACCESS assigned these columns a length of 32767. If resulting SAS
character variables remain this length, SAS

performance is impacted. See SAS/ACCESS documentation for details.
Columns followed by the maximum length observed were:

order date:10, cust address:269

This message means that SAS has converted a Hive table column into a SAS character column with the default
maximum length (32K). It can happen, for example, if some columns are stored with the STRING type in Hive
(instead of VARCHAR(x)).

Of course, this is not optimal, as the result will be an overly wide SAS data set (imagine if multiple columns
are in this situation), and also columns might not get the proper SAS formats (for example, SAS date format).

The solution to this problem is to use the SAS table properties in Hive.

In the example above we can see that the length of the cust address STRING in Hive never exceeds 269
characters. So we can issue Hive ALTER TABLE statements to add SAS table properties to the Hive table
definition:

ALTER TABLE orders fact SET TBLPROPERTIES ('SASFMT:cust address'='CHAR(300)")
ALTER TABLE orders fact SET TBLPROPERTIES ('SASFMT:order date'='DATE(9.0)"')

The resulting SAS data set that is created from the Hive table has a much smaller observation width, which
helps SAS save disk space and reduce CPU consumption. It also allows you to associate the proper SAS date

format.

Note: A macro is offered through SAS technical support that will examine all your Hadoop tables and make

appropriate format modifications.

Reference:
http://support.sas.com/documentation/cdl/en/acreldb/69039/HTML/default/viewer.htm#p1rjémigsmhercnl71
z0xatfqd4l.htm (See the section “Leverage Table Properties for Existing Hive Tables”.)



http://support.sas.com/documentation/cdl/en/acreldb/69039/HTML/default/viewer.htm#p1rj6miqsmhercn17lz0xatfqd4l.htm
http://support.sas.com/documentation/cdl/en/acreldb/69039/HTML/default/viewer.htm#p1rj6miqsmhercn17lz0xatfqd4l.htm
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1.7.2 Using Hive Statistics

1.7.2.1 Availability of the statistics

From the Hive documentation:

Statistics such as the number of rows of a table or partition and the histograms of a particular interesting
column are important in many ways. One of the key use cases of statistics is query optimization. Statistics
serve as the input to the cost functions of the optimizer so that it can compare different plans and choose
among them. Statistics may sometimes meet the purpose of the users' queries. Users can quickly get the
answers for some of their queries by only querying stored statistics rather than firing long-running execution
plans.

Recent versions of Hive store table statistics in the Hive metastore. You get this for free when a table is loaded,
unless you turn the table statistics off.

For example the following Hive command allows you to request the statistics for a specific table:

hive> describe formatted megacorpbm;

OK

# col name data_ type comment
mdate double

datebyyear double

datebymonth double

# Detailed Table Information

Database: default

Owner: hpauserl

CreateTime: Wed Jan 13 04:44:37 EST 2016

LastAccessTime: UNKNOWN

Protect Mode: None

Retention: 0

Location: hdfs://sashdpOl.race.sas.com:8020/apps/hive/warehouse/megacorp5m
Table Type: MANAGED TABLE

Table Parameters:
COLUMN STATS ACCURATE true

SAS OS Name Linux

SAS Version 9.04.01M3P06242015
numFiles 8

numRows 0

rawDataSize 0

totalSize 1941852320

transient lastDdlTime 1452678278

# Storage Information

SerDe Library: org.apache.hadoop.hive.serde2.lazy.LazySimpleSerDe
InputFormat: org.apache.hadoop.mapred.TextInputFormat
OutputFormat: org.apache.hadoop.hive.gl.io.HiveIgnoreKeyTextOutputFormat

Time taken: 0.474 seconds, Fetched: 82 row(s)



https://cwiki.apache.org/confluence/display/Hive/StatsDev
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However, the stats might not be correct. As we can see, the output of the Hive command returns 0 rows
(although the table has around 5 million rows). In this case, if you want the real statistics then you first need
to run another command to build them:

hive> analyze table megacorpbm compute statistics;

Query ID = hpauserl 20160413080404 65da088c-0a2c-4bd9-93b9-32163c94dfb8
Total jobs =1

Launching Job 1 out of 1

Table default.megacorpbm stats: [numFiles=8, numRows=4522868, totalSize=1941852320,
rawDataSize=1937329452]

OK

Time taken: 26.144 seconds

Now, if you run the described formatted command another time, you will have the real row count:

Table Parameters:
COLUMN STATS ACCURATE true

SAS OS Name Linux

SAS Version 9.04.01M3P06242015
numFiles 8

numRows 4522868
rawDataSize 1937329452
totalSize 1941852320

transient lastDdlTime 1460549071

So you might consider running ANALYZE commands in batch mode to keep your stats updated, so that you
can benefit from this pre-computed information in your queries. Alternatively you might consider using
specific formats such as ORC, Parquet, Avro, and other formats, which are natively storing these kind of
aggregates.

1.7.2.2 READ_METHOD choice

So if the statistics are available in Hive one of the benefits to using the statistics would be to determine the
best way for SAS to get to the data in Hive.

There are two options: JDBC or HDFS.

JDBC specifies that data is to be read through the JDBC connection to the Hive service. HDFS specifies that
data is to be read through a connection to the Hadoop HDFS service (most of the time using a temporary table
via the CREATE TABLE AS SELECT order).

READ METHOD=JDBC will reduce performance if you are reading a large amount of data from Hive
into SAS. But for small tables (<10,000 rows) it can be a better choice. It has the advantage of avoiding
the CTAS and doing a direct fetch on the small result set.

In conclusion if there are a lot of CTAS operation on small tables, then using READ _METHOD=JDBC can
improve the overall performance.
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2 In-Hadoop processing

2.1 Introduction

Using SAS in-database processing, you can run scoring models, some SAS procedures, DS2 thread programs,
and formatted SQL queries directly inside the data store.

Most of in-database processing is leveraged by the SAS Embedded Process.

What is the SAS Embedded Process for Hadoop doing? And in which cases will the embedded process
will be used to generate jobs in Hadoop?

The SAS Embedded Process for Hadoop will convert a SAS operation (or a part of it) running on Hadoop data
in either a MapReduce or Spark job. These SAS operations are:

- DS2 code with the DS2ACCEL option (custom DS2 code or code that is generated by SAS Data
Quality Accelerator, SAS Scoring Accelerator, and so on)

- HPA procedures (the data lifting part)

- Parallel loading into SAS LASR Analytic Server (HPDS2)

- WHERE requests on SPDE files stored in Hadoop

Most of the SAS Embedded Process processing is triggering MapReduce jobs, but with the latest release of
SAS Data Loader for Hadoop, some specific data integration and data quality operations can be executed with
the Spark framework instead of MapReduce (See SAS Data Management Accelerator for Spark.)

How do I know that the SAS Embedded Process is used?

Most of the time we can see it from the Resource Manager console, when the SAS MapReduce job appears as
the name of the Hadoop job.

Cluster Metrics

Apps Lpps Apps Apps Containers Memaory Memary Memary YWCares Woores Woores A ctive Decommizsioned Lost Unhealthy Rehooted
Submitted Pending Running Completed Running Uszed Total Reserved Uszed Total Reserved Modes Modes Modes Modes Modes
] 0 1 ] 1 250GE  40GB 0B 1 4 0 4 0 0 0 0

Showy 20 v entries Search

Queus StartTime FinishTime State FinalStatus Progress Tracking Ul

o . User [ame Application Type
application 1459755088077 0009 hpauzer! { SAS MapReduce Job MAPREDUCE detautt Mon, 04 Apr R ACCEPTED UMDEFIMED UMASSIGHED
2018

14:39:33
GMT



http://support.sas.com/documentation/cdl/en/dmddzicg/69252/HTML/default/viewer.htm#n1jxpiv6ui73n2n19xe1qnk7n8sk.htm
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Or when using the SAS Data Loader for Hadoop data quality features, the Resource Manager will display

something like in the screenshot below (row 1 and 3):

application_1460493005517_0035 geriob  sas.dm.sparkrunner.SparkRunner

application_1460493005517_0034 geriob  oozielauncher: T=shellW=SAS Spark
Runner:A=spark-action-1:1D=0000008-

1604121633307 17-00zie-00zi-W

application_1460493005517_0033 gertob

sas.dm.sparkrunner.SparkRunner

SPARK

MAPREDUCE

SPARK

root.gertob

root.gertob

root.gertob

Thu Apr
21

16:31:10
+0200
2016
Thu Apr
21

16:30:50
+0200
2016
Thu Apr
21

16:29:59
+0200
2016

Thu Apr
21
16:31:28
+0200
2016
Thu Apr
21
16:31:30
+0200
2016
Thu Apr
21

FINISHED

FINISHED

FINISHED

16:30:20
+0200
2016

A recent paper from SAS R&D that was presented at the SAS Global Forum 2016 (Exploring SAS®
Embedded Process Technologies on Hadoop®) provides all the details on how SAS technologies are running
inside the Hadoop framework with SAS In-Database Coding Accelerator and SAS Scoring Accelerator for

Hadoop.



http://support.sas.com/resources/papers/proceedings16/SAS5060-2016.pdf
http://support.sas.com/resources/papers/proceedings16/SAS5060-2016.pdf
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2.2 Push processing down to Hadoop!

2.2.1 Running simple procedures in-Hadoop

As of date, the SAS procedures that can be automatically converted in advanced SQL to run in-Hadoop are:

- PROC FREQ (Use SAS/ACCESS to generate the in-database SQL code. Hive will generate the
MapReduce job.)

- REPORT (Use SAS/ACCESS to generate the in-database SQL code. Hive will generate the
MapReduce job.)

-  SUMMARY/MEANS (Use SAS/ACCESS to generate the in-database SQL code. Hive will generate
the MapReduce job.)

- TABULATE (Use SAS/ACCESS to generate the in-database SQL code. Hive will generate the
MapReduce job.)

- TRANSPOSE (Use the SAS Embedded Process to generate a SAS MapReduce job.)

The SQLGENERATION option specifies whether and when SAS procedures generate SQL for in-database
processing of source data.

(See:
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#pO0ltbj6gvzé6w1snlog

g2cql5ffou.htm )

By default this option is set to: (NONE DBMS=TERADATA DB2 ORACLE NETEZZA ASTER
GREENPLM HADOOP SAPHANA IMPALA HAWQ")

As HADOORP is in the list, it means that SQL code for in-database (or in-Hadoop) processing will be generated
when you use those procedures with SAS/ACCESS to Hadoop LIBNAME statements.

With the appropriate SAS tracing options, we can see in the log this kind of message for a PROC FREQ:

SQL IP TRACE: Some of the SQL was directly passed to the DBMS.
NOTE: SQL generation will be used to construct frequency and crosstabulation

tables.

It means that the SAS/ACCESS engine will be able to build the Hadoop-compliant SQL code to create cross-
tabulation tables required by PROC FREQ. The SQL code will be sent to Hive (or Tez or Impala), which will
generate the MapReduce job that will run in parallel on all the Hadoop nodes.

If the SQLGENERATION is NOT set, then a temporary table with all required columns will be created in
Hive, then downloaded to the SAS server for local execution of the procedure.

The bigger your table is, the more efficient the in-database processing will be.


http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p0ltbj6gvz6w1sn1oqg2cq15ff6u.htm
http://support.sas.com/documentation/cdl/en/acreldb/68028/HTML/default/viewer.htm#p0ltbj6gvz6w1sn1oqg2cq15ff6u.htm
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Note: This feature is not available for HDMD or SPDE in HDF'S tables.

2.2.2 Running DS2 code in-Hadoop

DS2 is anew SAS proprietary programming language that is appropriate for advanced data manipulation. DS2
is included with Base SAS and intersects with the SAS DATA step.

DS2 takes advantage of threaded processing, so it can bring significant performance gains running directly
inside distributed databases via the SAS In-Database Code Accelerator.

You can submit multi-threaded DS2 code through the Base SAS language interface locally on the Base SAS
machine (multi-core processing on one machine), but you can also run a DS2 program directly to a data source
using SAS In-Database Code Accelerator (multi-core on multiple nodes processing).

The DS2ACCEL= system option controls whether DS2 code is executed inside the database. (See
http://support.sas.com/documentation/cdl/en/ds2ref/68052/HTML/default/viewer.htm#p0f0lxzn6nt6xin10yvi

3e384pnu.htm)

The default value is NONE, which disables the DS2 code from executing in a supported parallel environment.

Make sure that DS2ACCEL=ANY is specified if you want to leverage in-database processing when you submit
DS2 code.

Both the DS2 data and thread program can run inside the database if the output table from the data program
resides in Hadoop.

(See:
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p09t4neh55n034n1ss
g5841hlco7.htm for details.)

Example (with 5-million-row table):

DS2 data and thread programs

%let wtab=megacorpbm;
proc ds2 bypartition=yes;
thread t _pgm / overwrite=yes;
drop regionlongitude regionlatitude statelongitude statelatitude
citylongitude citylatitude

dcl char(20) productdesc clean;
dcl double vy;
method run() ;
set hivelib.&wtab;
productdesc _clean = strip (productdescription);
/*date is a reserved key word -rename date in mdate to make the
formula work*/
y = year (datepart (mdate)) ;



http://support.sas.com/documentation/cdl/en/ds2ref/68052/HTML/default/viewer.htm#p0f0lxzn6nt6xin10yvi3e384pnu.htm
http://support.sas.com/documentation/cdl/en/ds2ref/68052/HTML/default/viewer.htm#p0f0lxzn6nt6xin10yvi3e384pnu.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p09t4neh55n034n1ssg584lhlco7.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p09t4neh55n034n1ssg584lhlco7.htm
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end;
endthread;

data hivelib.&wtab.Bis (overwrite=yes);
declare thread t pgm t;
method run() ;
set from t;

end;

enddata;
run;
quit;
No DS2ACCEL option set With DS2ACCEL=ANY
No MapReduce Job, the DS2 proc runs in multi- SAS Map Reduce Job is generated and launched.
threaded mode on the SAS Server.
NOTE: PROCEDURE DS2 used (Total NOTE: Created thread t pgm in data set
process time) : work.t pgm.

real time 7:35.94 NOTE: Running THREAD program in-

cpu time 3:53.35 database

NOTE: Running DATA program in-database
NOTE: Execution succeeded. No rows
affected.

48 quit;

NOTE: PROCEDURE DS2 used (Total
process time):
real time 1:40.40

cpu time 0.44 seconds

Note the massive difference in CPU time.

When the DS2ACCEL=ANY is set, a SAS MapReduce job is directly generated by the SAS Embedded
Process:

application 1460259520305 0017 hpauser! 545 Map/Reduce Job MAaPREDUCE default Tue, 12 Apr Tue, 12 Apr 2016
206 61028 G115 GMT
GMT

2.2.3 Running DATA steps in-Hadoop

If the SAS Embedded Process is installed in the Hadoop cluster, it is possible for DATA step code to be
executed in parallel against the input data residing on the HDFS file system.

To enable the DATA step to be run inside Hadoop, set the DSACCEL= system option to ANY.
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The DATA step has been enhanced to determine when the user code is appropriate for exporting to the Hadoop
MapReduce facility.

The DATA step can be run inside Hadoop under the following conditions:

- Only one input file and one output file are allowed.

- The input file and the output file are in Hadoop.

- Only functions and formats that are supported by the DS2 language compile successfully.
- Some DATA step statements are not allowed, such as those pertaining to input and output.

As of date, there still many restrictions on which DATA step features are eligible for the MapReduce
conversion. Review Requirements for DATA Step Processing and Restrictions in DATA Step Processing.

If a SAS program does not meet the requirements for running in Hadoop, the code executes in your Base SAS
session. In this case, SAS reads and writes large tables over the network.

A best practice is to use a sample table and MSGLEVEL to determine if your DATA step is compliant for in-
Hadoop processing before running the DATA step code on the real potentially big table.

Example of unsuccessful attempt:

26 if N =1;

827
INFO: DATA Step contains subsetting-if.

27 if UnitReliability >0.95 then score=0; Else score=l;
28 run;

INFO: Could not run DATA Step in HADOOP.

Example of successful execution with the SAS In-Database Code Accelerator:

Code:

data hivelib.megacorp_ score;

set hivelib.megacorpbm;

if UnitReliability >0.99 then score=0; Else score=l;
run;

Log:

NOTE: Attempting to run DATA Step in Hadoop.
NOTE: DATA Step code for the data set "HIVELIB.MEGACORP SCORE" was executed in
the Hadoop EP environment.

(HDP_JOB ID), Jjob 1460359520306 0018, SAS Map/Reduce Job,
http://sashdpOl.race.sas.com:8088/proxy/application 1460359520306 0018/



http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n0l55ecx1f0uqpn1wjnsw5c40vic.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n02z60at0bu6fhn1j53tvout7mjs.htm
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Hadoop Job (HDP_JOB ID), job 1460359520306 0018, SAS Map/Reduce Job,

http://sashdpOl.race.sas.com:8088/proxy/application 1460359520306 0018/

Hadoop Version User
CREATE TABLE \MEGACORP_SCORE\ ("MDATE™ DOUBLE, 'DATEBYYEAR® DOUBLE, DATEBYMONTH"
DOUBLE, "DAYOFWEEK ™ DOUBLE, FACILITYID®

DOUBLE, "FACILITY  VARCHAR(7), FACILITYTYPE ' VARCHAR(5), FACILITYAGE"

DOUBLE,\B_BRAND\ DOUBLE,\B_FAILURE\ DOUBLE, "SCORE"~ DOUBLE) ROW FORMAT DELIMITED
FIELDS TERMINATED BY '\00l1' LINES TERMINATED BY

'\012' STORED AS TEXTFILE TBLPROPERTIES ('SAS OS Name'='Linux', 'SAS
Version'='9.04.01M3P06242015")

2.6.0.2.2.0.0-2041 hpauserl

Started At Finished At
HADOOP 191: Executed: on connection 4
Apr 12, 2016 3:08:19 PM Apr 12, 2016 3:09:35 PM

LOAD DATA INPATH '/tmp/megacorp score 2016-04-12-15-08-18-997-02"' OVERWRITE INTO
TABLE "MEGACORP_ SCORE"

application 14§0259520206 0012 hpauser!  SAS Map/Reduce Job MAFREDUCE default Tue, 12 Apr Tue, 12 Apr201G FINISHED
20116 19:08:20  A9:0932 GMT
GhiT

Reference:
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#pOnvgb8emmd9vvn1

70j4ijyczmgx.htm



http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p0nvqb8emmd9vvn170j4ijyczmgx.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#p0nvqb8emmd9vvn170j4ijyczmgx.htm
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2.3 File formats & partitioning

Alternative file formats in Hive and partitioning options are covered in the previous section. However it is
important to note that these capabilities are not only available in the SAS/ACCESS engine but also for the
SAS In-Database Code Accelerator.

In the February 2015 release of SAS 9.4, the following changes and enhancements were made. The SAS In-
Database Code Accelerator for Hadoop uses HCatalog to process complex, non-delimited files. This enables
the SAS In-Database Code Accelerator for Hadoop to support Avro, ORC, RCFile, and Parquet file types.

Limitations:

As of date, HCatalog file formats are not supported on Pivotal HD v2.x or IBM Biglnsights v3.x and later, and
partitioned Parquet data is currently not supported as input to the SAS In-Database Code Accelerator for
Hadoop.

See:

http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#nOsutvfqOgpaljnl2xc
i02ulyypg.htm

2.4 Resource management & Hadoop tuning

When SAS processing is run inside Hadoop via the SAS Embedded Process, it integrates as a MapReduce
application that will be scheduled and controlled by YARN.

While you will benefit from fully distributed SAS processing across your Hadoop cluster, it is very
important to understand how MapReduce settings can impact SAS Embedded Process jobs running in
YARN.

For example, if your tuning is inappropriate, and the MapReduce job generated by the SAS Embedded
Process is using more resources than originally scheduled, then YARN can kill this process and your SAS
job will fail.


http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n0sutvfq0qpa1jn12xci02u1yypq.htm
http://support.sas.com/documentation/cdl/en/indbug/68442/HTML/default/viewer.htm#n0sutvfq0qpa1jn12xci02u1yypq.htm
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mapreduce . .map . memory.mb Memory size for the map task container.
mapredure.map.java.cpts Heap size for child JVMs of maps.
mapreduce. reduce.memory .mb Memory size for the reduce task container.
mapreduce.reduce.java.opts Heap size for child JVMs of reduce.

mapreduce.jok.reduce. slowstart. completedmaps | Fraction of the number of maps in the job that should be
complete before reduces are scheduled for the job. (Default
behavior is to launch reduces well before all mappers
complete.)

mapreduce.job.queusnams Specifies the YARN queue for all MapReduce applications
used by this client.

The NodeManager can monitor the memory usage (virtual and physical) of the container.

When the YARN property yarn.nodemanager.pmem-check-enabled is true (by default in recent Hadoop
versions) it causes YARN to kill a container that is using more physical memory than the expected memory
size ("mapreduce.reduce.memory.mb" or "mapreduce.map.memory.mb").

If the process is killed, then SAS code can only provide a generic failed message because it can’t determine
if the failure was because of a resource issue (YARN killing it) or if the process actually had a problem and
crashed.

This paper does not cover the resource management topic for SAS processing in Hadoop, as best practices
have already been provided by SAS through several papers:

- Best Practices for Resource Management in Hadoop
- SAS® Analytics on Your Hadoop Cluster Managed by YARN

Those papers provide YARN and MapReduce tuning advice for SAS Embedded Process jobs (but also for
SAS/ACCESS and in-memory processing, even when all of them coexist in a shared Hadoop cluster). The
papers explore real use cases.
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3 Lessons learned

3.1 SAS on Hadoop general lessons learned

Most of this list comes from proof of concept projects or project experiences shared by SAS offices in
Belgium, Portugal, and Philippines.

Most of the topics listed below are discussed in this document.

- Fine-tune the Hadoop cluster

o 1/O processing

o Network speed

o Engage the Hadoop vendor services to get support on MapReduce and YARN tuning.
- Use formats in Hadoop tables (see Changing the default maximum length for SAS character

columns)
- Use SAS Data Integration Studio for better overview and control
- Manage job priorities in YARN (see YARN commands)
- Use SAS Data Loader for prototyping and working on sample data

- Use partitioning in Hadoop with low cardinality and often queried variables (see Partitioning)

- Be aware that there is a minimum required size of data before Hadoop will make a difference

- Be aware of what Hive is not (Hive limits) (see Optimize your SELECT and The “Order by”
hurdle)

- Use the SAS Data Integration Studio Hive transformation as much as possible (making sure

the code is in-database)
- Focus on the code of heavy data processing, making sure it is Hadoop in-database (see Push
data management down to Hadoop! and Push processing down to Hadoop!)

- Use Hue for debugging purposes (SAS trace does not give you the full debugging information.)

3.2 SAS jobs adaptation lessons learned

The following recommendations are useful for traditional SAS data integration or for adapting and optimizing
SAS jobs to work with data inside Hadoop.

- Eliminate code that is useless on the Hadoop platform, such as PROC SORT before PROC
MEANS, and remove SAS indexes.

- The DELETE statement needs to be used before the creation of tables as Hadoop doesn’t support
the REPLACE TABLE statement.
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Look for SAS functions that are not available on Hadoop and change them, for example,
sum(0,var), rank, intnx, and put (see Best practices).

Use DDL ALTER TABLE statement to adapt the columns. SAS/ACCESS reads Hive data type
strings with a default length of 32K (see Changing the default maximum length for SAS character

columns).

If using the Hive 0.13 and Impala, the UPDATE statement is not supported. (It is available only
on Hive 0.14.)

Consider using the Hadoop CAST function to readapt date columns (hive-date, impala-
timestamp). SAS might not properly convert numeric values in the SAS data format to all date types
in Hadoop.

These lessons are provided from the SAS office in Portugal, based on a recent SAS on Hadoop project. They

also provided the to-do list presented in the next section.

3.3 Make your SAS jobs ready for Hadoop

The to-do list below describes actions required to make traditional SAS jobs (working with database

management systems or SAS data sets) more Hadoop friendly.

Eliminate SAS indexes.
Remove unnecessary PROC SORT statements before each PROC MEANS statement when working
with Hadoop data instead of SAS data sets.

Drop the Table Loader transformations that only recreate the indexes.

Adapt PROC SORT code to SQL syntax.

Use the DELETE statement to replace tables.

Use Hive transformations and explicit code.

Adapt statements that use Boolean variables.

Adapt functions such as rank, put(var, format), sum(0,var), intnx.

Adapt SAS macro code.

Look for and review DO WHILE statements that yield multiple outputs.

Recode SAS specific statements such as set/key (iorc), PROC SORT NODUPKEY
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3.4 Project use case

3.4.1 Typical performances issues (project example)

When working with SAS Data Integration Studio on a large Hadoop implementation for a Telco customer
project, the following behaviors were identified by the Hadoop vendor (Cloudera) consultant as impacting the
performance. See his notes below:

1) Problem: Performance of data loading.

Summary: Customer loads data from an external database to HDFS through SAS Data Integration Studio.
This tool generates some workload. A lot of CREATE TABLE AS SELECT statements are generated when
the data load jobs are simply reading an Oracle table and loading its contents into an existing Cloudera

Hive partitioned table.

Root of the problem: A lot of small MapReduce jobs that run concurrently.

20150615 20150615 20150615 job 1432300085132 2208 CREATE TABLE smarina roolsmartna SUCCEEDED 1 1 1
163713 163723 163737 sasdata_16_37_12_946_D0..TXT_1(Stage

PHT PHT PHT

20150615 201506156 20150615 job 1433300085132 2207 CREATE TABLE smarna  rool smarna  SUCCEEDED 1 1 1
16:36:37 163646 16370 sasdata_16_96_36_854_00. TXT_1(Stage

PHT FHT PHT

20150615 20150615 20150615 [ob 1433300085132 2206 CREATE TABLE smarina roolsmartna SUCCEEDED 1 1 1
163617 163627 163642 sasdata_16_36_17_059_00 TXT_1{Stage

PHT PHT PHT

20150615 20150615 20150615 [ob 1433300085132 2208 CREATE TABLE smarina roolsmartna SUCCEEDED 1 1 1
16:36:10 16:36:19 16:36:33 sasdata_16_36_09_411_D0._TXT_1(Stage

PHT PHT PHT

201506.15 20150615 2015.06.15 433300085 22 CREATE TABLE smarina roobsmarina SUCCEEDED 1 i 1
16:3547 163557 163613 sasdata_16_35_47_546_00..TXT_1(Stage

PHT PHT PHT

20150615 20150615 20150615 job 1433300085132 2203 CREATE TABLE smartna  roofsmartna  SUCCEEDED 1 1 1
163429 163439 163456 sasdata_16_34_28 942 0O TXT_1(Stage

PHT PHT PHT

2015.06.15 20150615 20150615 job 1433300085132 2202 CREATE TABLE smarina roolsmarna SUCCEEDED 1 1 1
16:31:25 163135 163151 sasdata_16_31_25_425_00 TXT_1(Stage

PHT PHT PHT )

20150615 20150615 20150615 job 1433300085132 2201 CREATE TABLE smarthpa roof smarthpa SUCCEED

163030 163048 163107 sasgata_16_30_30_468_00. TXT_1(Stage . Orade Conl...

PHT PHT PHT 817

20150615 201506.15 20150615 1433390085132 2 CREATE TABLE smarna roolsmarna SUCCEEDDD

15:30:38 163048 163104 sasgata_16_30_37_462_00. TXT_1(Stage

PHT PHT PHT

20150615 20150615 20150615 33390085132 2199 CREATE TABLE smarina  roolsmartna SUCCEEDED 1 1 ()
1R-AnAan 1IR3 1RAUARA eaedata 1R AN 70 744 A TXT 1Stans
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Each job has one mapper and produces a very small amount of data:

06152015 420 PM -
0652015 4220 PM

0852015 4:20 PM -
DEMS2015 220 PM

06152015 420 PM -
0611572015 420 PM

06152015419 PM -
06152015 413 PM

06152015 4:18 PM -
0BMS2015 419 PM

» CREATE TABLE sasdata_16_19_51_657_00001 ROW FORMAT DELIMITED FIELDS TERMINATED BY 1" LINES

IL b 14 51 194 Type MAPREDUCE User smartna

Foal rootsmarina Duration: 6.025 CPU Time: 221s

Fite Bylns Read. OB v 209.1 KIB HOFS Byles Read. 3855 Kil
HOFS Bytes Writlan: 3049 KiB Mamary Allocation. 14.2M

% CREATE TABLE sasdata_156_20_02_418_00001 ROW FORMAT DELIMITED FIELDS TERMINATED BY '1' LINES

0 [pb 1433390035132 2192 Type MAPREDUCE Usar smartna

FPool rootsmarina Duration: 8565 CPU Timae: 1.06s

Filix Byles Resd OB Filss Bytees Wiitlen  209.4 KiB HOFS Byles Read 2588
HOFS Bytea Writhan: S8 B Mamary Allocaton 12 5M

» CREATE TABLE sasdata_16_19_51_&57_00001 ROW FORMAT DELIMITED FIELDS TERMINATED BY '1" LINES

D job 1433390086132 2191 Type MAFREDUCE Uzair smarma

Poal roolsmarina Crisration: 5.84s CPU Time: 4595

File Bylet Head. 0B File Byles Wrillen. 628.1 KIB HOFS Byles Aoad. 6.6 MiB
HOFE Bytes Writen 3952 KiB Memory Allocation. 40,38

3 CREATE TABLE sasdata_16_19_02_855_00001 ROW FORMAT DELIMITED FIELDS TERMINATED BY '1' LINES

D 14 1 Type. MAPREDUCE User, smarna

Poal rootsmarina Duration’ 1475 CPU Time 5373

File Byles Read. 458 File Bytes v BISTKIB HOFS Bytes Read 6.6 MiB
HOFS Bytes Wiitten: 848 Mamory Allocaton: 67.4M

» CREATE TABLE sasdata_16_18_42_555_D0OO01 ROW FORMAT DELIMITED FIELDS TERMINATED BY ' LINES

14333 51 1 Type. MAPREDUCE Usar smarma
Foal moolsmartna Duration: 8,653 CPU Time, 1118
File Hyles Read: 0B Fitg Bytes Wiitten® 2094 KiB HOFS Bytes Read: 2588
HIMES Harkn Airtae- EQ B bimmani Sikm-afan 19 Tid

Also, each job creates a new table. That means separate DML operations in the Hive metastore (inserts

or updates in the database).

Possible solutions:

- Rewrite (or reconfigure) the application to use fewer big jobs instead of many small jobs.

- Use INSERT SELECT statements instead CREATE SELECT statements.

2) Problem: Some queries go slowly.

Root of the problem: They use only one reducer.
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3.4.2 Analysis and recommendations

One way to address the first problem is to delegate the external DBMS loading in Hadoop to bulk load tools
such as Sqoop. (Note that SAS Data Loader for Hadoop provides a directive to use Sqoop.)

Another recommendation is to check whether statistics collection is enabled in SAS Data Integration Studio.
If so, try turning it off, which will eliminate automatic COUNT (*) operations. Finally, to optimize access to
many small tables, consider using the READ METHOD=JDBC (see READ _METHOD choice).

For the second problem, it is possible to influence the number of reducers that will be used in the MapReduce
job via the PROPERTIES LIBNAME option, for example:

properties= mapreduce.job.reduces=12

However the unique reducer is more likely coming from an ORDER BY in the SAS generated SQL. (See The
“Order by” hurdle).
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4 Monitoring SAS in Hadoop

4.1 Increase SAS verbosity

Warning: Consultants should switch off verbose logging once they have completed their troubleshooting as

all that logging can cause large unwanted files.

4.1.1 SASTRACE, SQL_IP_TRACE and MSGLEVEL

- The SASTRACE option can be used in SAS code and allows you to know where the processing will
take place.

Example:

OPTION SASTRACE=',,,ds' SASTRACELOC=SASLOG NOSTSUFFIX;
<insert the code you want to trace here>
OPTIONS SASTRACE=0ff;

The SAS log will contain each SQL command issued and executed, prefaced with a database-specific entry
like HADOOP _n, where n is an integer indicating the number-in-sequence of the SQL statement as it occurred
in that SAS session.

The s allows you to have a summary statistics table at the end of log:

Summary Statistics for HADOOQOP are:

Total SQL execution seconds were: 0.465640
Total SQL prepare seconds were: 31.498703
Total SQL describe seconds were: 0.063854

Total seconds used by the HADOOP ACCESS engine were 32.949886

- The MSGLEVEL-=I option prints additional notes in the SAS log pertaining to index usage, merge
processing, and sort utilities, along with standard notes, warnings, CEDA message, and error
messages.

OPTION MSGLEVEL=I;

You can determine whether your code is non-compliant for Hadoop by setting the system option
MSGLEVEL=IL. When MSGLEVEL=I, SAS writes log messages that identify the non-compliant code.

Since the July 2015 release for SAS 9.4, when the MSGLEVEL~I option is set and a job fails, a link to the
HTTP location of the MapReduce logs is also produced.
Here is an example:
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ERROR: Job job 1424277669708 2919 has failed. Please, see job log for details. Job
tracking URL : http://name.unx.company.com:8088/proxy/application 1424277669708 2919/

- The SQL_IP_TRACE option specifies that a note will be written to the log each time the SQL is
modified by SAS and submitted to the DBMS. Each time you receive the message that indicates that
the access engine is changing the original SQL code so that it can be processed by the DBMS.

For procedures FREQ, MEANS, SUMMARY, TABULATE, and REPORT (which all generate generic SQL
code), the undocumented SQL IP TRACE system option can reveal the SQL query that they generate. This
option is intended to reveal operational details of the SQL implicit pass-through facility. When set to SOURCE,
the SQL_IP_TRACE option causes the generic query generated by an in-database-enabled procedure to be
printed to the SAS log.

Note: You can combine all these options in a single line:

/*Trace options*/
OPTION SASTRACE=',,,ds' SASTRACELOC=SASLOG NOSTSUFFIX
SQL IP TRACE=(note, source) msglevel=i;

4.1.2 EP Trace

Follow this procedure to enable additional tracing for the SAS Embedded Process.
- Add the following block in the mapred-site.xml on the client side.

For example in: /opt/sas/hadoop/conf/mapred-site.xml:

<property>
<name>sas.ep.server.trace.level</name>
<value>10</value>

</property>

- After running the job, from the account used to run the application, log in to one of the nodes of the
cluster so that you can retrieve all the container logs by issuing the following:

| hpauserl@sashdp0l~]$ yarn logs -applicationId <YARN APPLICATION ID> |

Here’s an example:

| hpauserl@sashdp0l~]$ yarn logs -applicationId application 1456785111075 0001

Example:


http://name.unx.company.com:8088/proxy/application_1424277669708_2919/
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ep.1nput.metadat 38e051-51t14 18-b465-d348albbedtd/megacorpsm. xml
: 2.24.67: 000
t3b1e grldtf out;dcl double “UnltDowntlme“; <eep "UnitDowntime";dcl double "UnitAge"; keep "UnitAge";dcl double "UnitLif
; Feep “UnltL'fe' ; L1m1t“'dc1 double "UnitReliability"; keep "UnitReliability";dcl double "UnitCapacity"; keep "UnitCap:
T tinl" "Facility"; keep "Facility";dcl char(s) CTER SET "latinl" "FacilityType"; keep "
L double “UnitLifespan“; keep “UnltLlfeapan“;method run();set .1n;output;end;endtable;

[1]
[10]
[16]
[e]

: Output imite [e]

: Output Text Qualifier [8]
[1]
[input ]
[61000]
[4]

Num Vars
Name=[UnitDowntime]
Name=[UnitAge]
Name=[UnitL1f
Name=[UnitRel
Name=[Unit 3p3c1
Name=[Facility]
Name:[Fac111t

: Output File Type [DELIMITED]
: Output Directory [hdfs:/ ] pl.race.sas. :80208/tmp/megacorp5m_4a38e051-51f4-5

Job ID [job_14621 o_0o mpt_14 ©30_0002_m_000014 0]
Allocated INPUT BufferInfo array wi » for [4] 1tems and [1] write
Allocated OUTPUT BufferInfo array with s : 3] 1tems and [1] writers.
= runAction

processEmbeddedProcessAction Action=[1]
> getTKTSConnection

Grid hosts=[103

Number of HPA connections per captain=[5]
Number of Map t 6]
Connection R > S=(DR: =TS50L ; CONOPTS=( (DRIVER=HadoopMR ; CATALQ)

a1og set to SASEP (oxsefffsbd)
nnectlon re=[0]

> HadoopMRPrepare
tatement 15 INPUT SELECT.
= Hadoop_ InselectStmt
Columns deflnltlon
Ordinal/Name = [1][mdatel[s]

Note: Be careful when you turn on the SAS Embedded Process as it generates a very verbose log. For example,
a SAS MapReduce job for a simple high-performance analytical procedure can generate a 37MB file (instead
of a 250KB file, which is generated with standard logging).

4.1.3 GridDriver traces

If you are using the TKGrid in coordination with the SAS Embedded process (for example, for parallel loading
to SAS LASR Analytic Server or for executing high-performance analytics procedures), for troubleshooting
purposes you might need to activate the associated trace.

Follow this procedure to enable this additional tracing for the SAS Embedded process.

- Make a local copy of the SAS Embedded Process configuration file (stored in HDFS)

[hdfs@sashdp0l ~]$ hadoop fs -get /sas/ep/config/ep-config.xml
[hdfs@sashdp0l ~]$ 11

total 4

-rw-r--r—- 1 hdfs hadoop 2571 Apr 15 01:16 ep-config.xml
[hdfs@sashdp0l ~]1S$ cp ep-config.xml ep-config.xml.orig
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[hdfs@sashdp0l ~]$ vi ep-config.xml

- Set the EP trace level property to 11. This will force the “grid driver” to dump its trace information.
Add the block at the bottom of the XML file (using VI editor for example):

<property>
<name>sas.ep.server.trace.level</name>
<value>11</value>
</property>

- Then upload the file in HDFS.

[hdfs@sashdp0l ~]$ hadoop fs -rm /sas/ep/config/ep-config.xml

16/04/15 01:18:57 INFO fs.TrashPolicyDefault: Namenode trash configuration: Deletion
interval = 360 minutes, Emptier interval = 0 minutes.

Moved: 'hdfs://sashdpOl.race.sas.com:8020/sas/ep/config/ep-config.xml' to trash at:
hdfs://sashdpOl.race.sas.com:8020/user/hdfs/.Trash/Current

[hdfs@sashdp0l ~]$ hadoop fs -put ep-config.xml /sas/ep/config/

- Check or create a /opt/SAS folder on all nodes.

The “grid driver” writes its traces to /opt/SAS. That folder needs to exist on all nodes where the SAS Embedded
Process is installed. Its permissions need to be set to 777.

So you'll need to create /opt/SAS on all nodes (make sure the folder /opt/SAS does not already exist!!!) and
set the directory permissions to 777:

[root@sashdpO0l ~1# for hst in ‘cat /etc/gridhosts’; do ssh -g $hst "hostname;mkdir
/opt/SAS;chmod 777 /opt/SAS";done

- After the reproducing the problem, check if there are log messages:

[root@sashdpO0l ~]# for hst in ‘cat /etc/gridhosts’; do ssh -g $hst "hostname;ls -alrt
/opt/SAS";done

sashdpOl.race.sas.com

total 8

drwxr-xr-x. 10 root root 4096 Apr 12 09:54
drwxrwxrwx 2 root root 4096 Apr 12 09:54
sashdp02.race.sas.com

total 8

drwxr-xr-x. 11 root root 4096 Apr 12 09:54
drwxrwxrwx 2 root root 4096 Apr 12 09:54
sashdpO3.race.sas.com

total 8

drwxr-xr-x. 10 root root 4096 Apr 12 09:54
drwxXrwxrwx 2 root root 4096 Apr 12 09:54
sashdpO4.race.sas.com

total 3484
drwxr-xr-x. 8 root root 4096 Apr 12 09:54
drwxrwxrwx. 2 root root 4096 Apr 15 12:05

-rw-r--r—-. 1 yarn hadoop 3556462 Apr 15 12:06 SASmsg
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Reference:
http://esurveys.na.sas.com/TESSA/main/searchResultList.jsp?qt=7611727278&qtpure=7611727278&isQuic
kSearch=&collection=all



http://esurveys.na.sas.com/TESSA/main/searchResultList.jsp?qt=7611727278&qtpure=7611727278&isQuickSearch=&collection=all
http://esurveys.na.sas.com/TESSA/main/searchResultList.jsp?qt=7611727278&qtpure=7611727278&isQuickSearch=&collection=all
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4.2 Monitor SAS jobs and storage in Hadoop

There are multiple monitoring interfaces available in the Hadoop environment.

4.2.1 YARN commands

Regardless of which Hadoop vendor you use, you can use the standard Apache Hadoop utilities: the YARN
command line and the Resource Manager Ul (unless they were deliberately disabled by the Hadoop

administrator).
e The YARN command line can be used to follow the job execution.

Tip: Type “hadoop version” to know which version of Hadoop you are running.

[hpauserl@sashdp0l ~]$ hadoop version

Hadoop 2.6.0.2.2.0.0-2041

Subversion git@github.com:hortonworks/hadoop.git -r
7d56£02902b436d46efba030651a2fbe7clcfle?

Compiled by jenkins on 2014-11-19T19:427%

Compiled with protoc 2.5.0

From source with checksum £0c0406cc910a79f206d2ee4c2a68773

This command was run using /usr/hdp/2.2.0.0-2041/hadoop/hadoop-common-2.6.0.2.2.0.0-
2041.jar

Then review the Hadoop apache documentation on available YARN commands, for example, for Hadoop 2.6:
https://hadoop.apache.org/docs/r2.6.0/hadoop-yarn/hadoop-yarn-site/Y arnCommands.html

Among other capabilities, the YARN command allows you to monitor the progress of a job, kill it if needed,
and dump the job’s log.

Examples:

- Display available commands:

[hpauserl@sashdp0l ~]$ yarn
Usage: yarn [--config confdir] COMMAND
where COMMAND is one of:
resourcemanager -format-state-store deletes the RMStateStore
resourcemanager run the ResourceManager
nodemanager run a nodemanager on each slave
timelineserver run the timeline server
rmadmin admin tools
version print the version
Jjar <jar> run a jar file
application prints application (s)
report/kill application
applicationattempt prints applicationattempt (s)
report
container prints container (s) report
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node prints node report (s)
cluster print cluster information
queue prints queue information
logs dump container logs
classpath prints the class path needed to

get the Hadoop jar and the
required libraries

daemonlog get/set the log level for each
daemon

or

CLASSNAME run the class named CLASSNAME

Most commands print help when invoked w/o parameters.

- Display the RUNNING nodes with running containers:

[hpauserl@sashdpOl ~]$ yarn node -list

~1s yarn node
INFO 1mpl.Timelin ientImpl: Timeline service addre sas
INFO client.RMPro Connecting to ResourceManager at shdp@l.race.s

Node-State Node-Http-Addr Number-of-Running-Containers
RUNNIN dpe3. 042
RUNNIN dpol. 042
RUNNIN shdpo4. 042
RUNNTN dpa2. 2

- Display the RUNNING applications:

vl/timeline/

[hpauserl@sashdpOl ~]$ yarn application -list

16/05/02 13:26:11 INFO impl.TimelineClientImpl: Timeline service address:
http://sashdpOl.race.sas.com:8188/ws/vl/timeline/

16/05/02 13:26:11 INFO client.RMProxy: Connecting to ResourceManager at
sashdpOl.race.sas.com/10.96.5.22:8050

Total number of applications (application-types: [] and states: [SUBMITTED, ACCEPTED,
RUNNING]) :1

Application-Id Application-Name Application-Type
User Queue State Final-State Progress
Tracking-URL
application 1462175209030 0011 CREATE TABLE sasdata 13 24 55... MEGACORP5M" (Stage-3)
MAPREDUCE hpauserl default RUNNING UNDEFINED

67.43% http://sashdp0l.race.sas.com:51910

- Display FINISHED applications:

[hpauserl@sashdpOl ~]$ yarn application -list -appStates FINISHED

16/05/02 13:29:55 INFO impl.TimelineClientImpl: Timeline service address:

http://sashdpOl.race.sas.com:8188/ws/vl/timeline/

16/05/02 13:29:55 INFO client.RMProxy: Connecting to ResourceManager at

sashdpOl.race.sas.com/10.96.5.22:8050

Total number of applications (application-types: [] and states: [FINISHED]) :13
Application-Id Application-Name Application-Type

User Queue State Final-State Progress

Tracking-URL

application 1462175209030 0007 CREATE TABLE sasdata 12 51 59... MEGACORP5M’ (Stage-1)

MAPREDUCE hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0007
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application 1462175209030 0013 CREATE TABLE sasdata 13 27 26... MEGACORP5M" (Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0013
application 1462175209030 0004 CREATE TABLE sasdata 12 48 56 822 00...TXT 1(Stage-1)

MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0004
application 1462175209030 0006 CREATE TABLE sasdata 12 51 28... MEGACORP5M’ (Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0006
application 1462175209030 0012 CREATE TABLE sasdata 13 26 20... MEGACORP5M" (Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0012
application 1462175209030 0005 SAS Map/Reduce Job MAPREDUCE

hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0005
application 1462175209030 0011 CREATE TABLE sasdata 13 24 55... MEGACORP5M' (Stage-3)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0011
application 1462175209030 0002 SAS Map/Reduce Job MAPREDUCE

hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0002
application 1462175209030 0009 CREATE TABLE sasdata 13 24 13 700 00...TXT 1(Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0009
application 1462175209030 0010 CREATE TABLE sasdata 13 24 55... MEGACORP5M" (Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0010
application 1462175209030 0008 CREATE TABLE sasdata 12 52 57... MEGACORP5M’ (Stage-1)
MAPREDUCE hpauserl default FINISHED SUCCEEDED
100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0008
application 1462175209030 0001 SAS Map/Reduce Job MAPREDUCE

hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0001
application 1462175209030 0003 SAS Map/Reduce Job MAPREDUCE

hpauserl default FINISHED SUCCEEDED

100% http://sashdp02.race.sas.com:19888/jobhistory/job/job 1462175209030 0003

- Kill a specific job (application):

[root@sashdp0l ~]# yarn application -kill application 1449830114174 0003
15/12/11 12:56:57 INFO impl.TimelineClientImpl: Timeline service address:
http://sashdpOl.race.sas.com:8188/ws/vl/timeline/

15/12/11 12:56:57 INFO client.RMProxy: Connecting to ResourceManager at
sashdpOl.race.sas.com/10.96.3.101:8050

Killing application application 1449830114174 0003

15/12/11 12:56:59 INFO impl.YarnClientImpl: Killed application
application 1449830114174 0003
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4.2.2 Resource Manager Ul

e The Standard Resource manager web interface

The Resource Manager Ul provides the same reports but via a web interface.

Standard URL: http://<Resource Manager Host>:8088/cluster

[Y sashdp01 race.gas.com 8088 /cluster

Scheduler

Tools

Cluster Metrics

13 a a

Show 20 + ertries

e}

application 1462175209050 0013

application 1462175209030 0012

application 1462175203030 0011

application 1462175209030 0010

application 1462175209030 0009

application 1462175203030 0008

application 1462175209030 0007

application 1462175209030 0006

application 1462175208030 0005

application 1462175209030 0004

application 1462175203030 0003

application 1462175208030 0002

application 1462175209030 0001

Apps Apps Apps
Submitted Peniding Running

All Applications

Apps Containers Memary Memary
Completed Running Uszed Total
13 a 0B 40 GB
User hlame
hpauser!  CREATE TABLE
sasdata_13_27_26.. MEGACORPSM (Stage-
1
hpauser!  CREATE TABLE
sasdata_13_26_20 MEGACORPSM'(Stage-
1
hpauser!  CREATE TABLE
sasdata_13_24_55. MEGACORPSM (Stage-
3
hpauser1  CREATE TABLE
sasdata_13_24_55. MEGACORPSM (Stage-
)
hpauser!  CREATE TABLE
sasdata_13_24_13_700_00.. THT_1(Stage-
1
hpauser!  CREATE TABLE
sastata_12_52_57.. MEGACORPSM (Stage-
1
hpauser1  CREATE TABLE
sasdata_12_51_53 MEGACORPSM (Stage-
1
hpauser!  CREATE TABLE
sasdata_12_51_26. "MECACORPSM:(Stage-
1
hpauzert  SAS MapRaduce Jak
hpauser!  CREATE TABLE
sasdata_12_48_56_822_00._ TXT_1(Stage-
1
hpausert  SAS MapReduce Job
hpauserl  SAS MapReduce Job
hpauzer!  SAS MapReduce Jokb

Memary
Reserved

[1):] 0

Application Type
MAPREDUCE

MAPREDLICE

MAPREDUCE

MAPREDLICE

MAPREDUCE

MAPREDUCE

MAPREDLICE

MAPREDUCE

MAPREDLICE

MAPREDLICE

MAPREDUCE

MAPREDLICE

MAPREDUCE

WCores
Used

GueLe

default

default

default

default

default

default

default

defaut

default

default

default

default

default

WCares WCores Active
Tatal Reserved Modes

a

StartTime

Man, 02 May
2016

AT 2727 GMT
Mo, 02 May
2018
17:26:21 GMT
Maon, 02 May
2018
17.25:40 GMT
hon, 02 sy
2016
172455 GMT
Maon, 02 May
2016
172414 GMT
taon, 02 May
016
16:52:55 GMT
Maon, 02 My
2018
16:52:02 GMT
ton, 02 May
2018
16:51:28 GMT
Mo, 02 My
2016
16:50:01 GMT
Mo, 02 May
2018
16:49:05 GMT
Maon, 02 May
2018
16:25:31 GMT
Mon, 02 Wy
2018
16:21:44 GMT
Maon, 02 May
2016
15:26:34 GMT

4

FinishTime

Mo, 02 Mary
2016 17:28:09
GMT

Mon, 02 Mery
2MB17:26:58
GMT

Mo, 02 Mary
2ME 172616
GMT

Mon, 02 Mary
2ME17.25:38
GMT

Mo, 02 hary
2ME1T:24:51
GMT

Mo, 02 Mary
2016 16:53.26
GMT

Mon, 02 May
2MB16:52:30
GMT

Mo, 02 Mary
2ME16:51:53
GMT

Man, 02 May
2016 16:51.23
GMT

Mon, 02 Mery
206 16:49:43
GMT

Mo, 02 Mary
201E1E:26:51
GMT

Mon, 02 May
2MB16:23:08
GMT

Mo, 02 hary
2ME 152812
GMT

Decommizsioned Lost Unheafthey
Modes Modes Modes
a a Q
Search
State FinalStatus Progress
FIMISHED  SUCCEEDED
FIMISHED ~ SUCCEEDED
FIMIZHED  SUCCEEDED
FINISHED ~ SUCCEEDED
FIMISHED ~ SUCCEEDED
FIMIZHED  SUCCEEDED
FINISHED ~ SUCCEEDED
FIMISHED  SUCCEEDED
FINISHED ~ SUCCEEDED
FIMISHED ~ SUCCEEDED
FIMIZHED  SUCCEEDED
FINISHED ~ SUCCEEDED
FIMISHED ~ SUCCEEDED

Qs =

Loaged in a5: drashe

Rehaoted
Mades

=)

Tracking LI
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4.2.3 File System Shell and NameNode Ul

To monitor your HDFS storage you can also use hadoop fs commands or the NameNode Ul web console.

- NameNode Ul

Standard URL: http://<name node host>:50070/

Utilities

Overview 'sashdp01.race.sas.com:8020' (active)

Started: fon May 02 03:43:14 EOT 2016

Version: 2.6.0.22.0.0-2041, 17 do602902b4 36 d4E6efbal3065 1 a2the? c1cfl e

Compiled: 2014-11-19T19: 422 by jenkins from (no branch)

Cluster ID: CID-125963c4-427 e-4141-975b-1 35462962895

Block Pool 1D: BPF-1540871435-10.96.9.181-1397621733283
Summary

Security is off.

Safernode is off

B5160 files and directories, 857 blocks = BE04Y total filesysterm object(s).

Heap WMermory used 374 14 WMB of 1004 MB Heap Memary. Max Heap Memory is 1004 MEB.

Mon Heap Memory used 50.15 MB of 133.5 ME Commited Mon Heap Memaory. Max MNon Heap Memory is 304 MB.

Configured Capacity: 389.22 GB

DFS Used: 44.82 GB

Non DFS Used: 99.92 GB

DFS Remaining: 24449 GB

DFS Used®%: 11.51%

DFS Remaining: B2.81%

Block Pool Used: 44,82 GB

Block Pool Used': 11.581%

DataHodes usages™ (Min/Median/Max/stdDev): T021% A2 21% F13.03% /7 1.15%

Configured Capacity gives the sum of the size of the file systems that are hosting data node directories
(dfs.datanode.data.dir).
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Note: The dfs.datanode.data.dir property specifies the location on the local file systems where the HDFS
blocks will be stored.

DFS Used gives the accumulated size of HDFS data across all the nodes (corresponds to the sum of disk usage
of the dfs.datanode.data.dir folder on all data nodes).

Non-DFS Used gives the accumulated size of disks used on the dfs.datanode.data.dir file system but outside
the dfs.datanode.data.dir folder.

The Datanodes tab allows you to have a view of the remaining space on all data nodes.

Datanode Information

Hode Last contact Admin State  Capacity Used Hon DFS Used Remaining Blocks Block poolused  Failed Volumes  Version
sashdpl3 race zaz.com 1 In Service 973 GE 1032GB 2412GB G257 GB TEY 1032 GB (10.6%) 1) 26.02.200-2041
(10.86.3.28:500100

sashdpl2 race 2a3.com 2 In Service 73 GE 1183 GE  3446GE 3097 GB TET MEIGE221%) 0 26.02.200-2041
(10964 43500100

zashdpll race sa3.com 1 In Service 9731 GE  1263GB 2565 GH 53,74 GB g09 1268 GB(13.03%) 0 2602200-2041
(1096522500107

zashdpld race sas.com 0 In Service 9731 GE 984GEB 1546GH 7181 G8 300 9894 GEI0D21%) 0 2602.2.0.0-2041

(10,969 36500100

The remaining values in the table correspond to the available space in the file systems corresponding to the
dfs.datanode.data.dir property.
The sum corresponds to the DFS remaining space in the Summary view.

- Filesystem shell commands
The UNIX equivalent of the du (Disk Usage) command is available in HDFS and can be very useful to detect

directories taking a lot of space (https://hadoop.apache.org/docs/r2.6.0/hadoop-project-dist/hadoop-
common/FileSystemShell.html#du )

Example:

[hdfs@sashdp0l ~]$ hadoop fs -du -h /
6.1 M /app-logs
7.2 G /apps

438.5 M /hdp

0 /hpatests
16.0 M /hps

0 /mapred
/mr-history
/sas
/system
/test

/tmp

/user
/vapublic

=~ =

53
05

O U R OoOOoOND
® W
@ @
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4.3 Other monitoring tools (Ambari, CM, Hue)

We will provide some examples of the monitoring capabilities for the 2 most common Hadoop administration
tools: Ambari, Cloudera Manager and Hue.

4.3.1 Ambari console
Ambari is an open source project providing a management console for Hadoop clusters. Ambari is used by
default by several distributions such as Hortonworks and MapR.

- Ambari Metrics

In recent Ambari releases, Ganglia dashboards have been replaced by Ambari Metrics dashboards.



49 of 68

SAS wWiTH HADOOP PERFORMANCES CONSIDERATIONS

Dazhboard b Admin

@ HOFS Metrics Hestmaps Config Hiztary
@ hapReduce? Metric &ctions =
@ YARN
O Ter HDFS Disk Usage DataHodes Live ResourceManager HDFS Links HBase Links
Heap
& Hive r Harne Hode HEaze Master
Secondary NarmeMode 4 RegionServers
@ HBase % 4I4 0% 4 Datalodes Master ‘st Ul
O Fig Mare... ™ Mare.. ™
0 Sgoop
@ Oozie HBase Master Heap HBase Ave Load HameHode Heap HameHode RPC HameHode CPU WO
& Tookeeper r
Ambari hMetrics
o % 1.33 4% 0.25 ms 0.0%
0 SASEP SERVICE
Actions -
Region In YARH Memory HodeManagers YARH Links Memory Usage
Transition Live
ResourceManager
4 ModeManagers
0 80% 4/4
o ............,.A“Jm"w
Hetwork Usage CPU U=sage Cluster Load
19.0 ME 4
9.5 ME |

As we can see, metrics provide real-time information on the remaining space in HDFS and on YARN memory

usage, for example.



SAS wWiTH HADOOP

50 of 68

PERFORMANCES CONSIDERATIONS

Memory Usage

Last 24 hours

9.3 GEB

000

100 000

000

You can also zoom in on the metrics and consult the history.

Memory Usage

Last 1 hour

9.3 GB

0300 0218 ikdeln]

0345
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- Views

In recent versions of Ambari, the concept of views extends Ambari capabilities and allows you to define
additional UI to monitor specific services or provide additional features on specific components of the cluster.

& | sters Views Search Q
SASHDR1 [
Permizzions “igw Mame Instances
5o to Dashboard ¥ CAPACITY-SCHEDULER 1.0.0 (1)
Wergions » FILES 1.00(1)
¥ HIVE 1.0.0(1
5 Ve *FIC 1.0.0 )
¥ SLIDER 2.000
» TEL 0.7.023.0.0-1470 (1)

X User + Group Management

Uszers

Groups

For example, in the Babar Collection (a RACE collection that is not publicly available), the following views
were defined for:

- Capacity Scheduler
- Hive
- Tez

1. Capacity Scheduler view
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This view allows you to configure queues using the YARN Capacity Scheduler.

+ Add Queue Actions - default

e roct (100%) v ront default

capaty Lovel ool T S

@ HPA (20%) v

default O Enable node labelz
Capacity: | 80 % e— — hfax Capacity: 100 % ——————
Scheduler v
v Showe Peer Level Queuss
Mazimum 10000
Applications
ACCEss Control and Status RESOUrCES
Maximum AM o %
Resource
State Stopped User Limit Factor 1
Hode Locality Delay 40
Administer Anyone | Custom Minimum User Limit 100 %
Queue
Calculator org.apache hadoop yarm
. Maximum Applications Inketited
Submit Aregone | Custom
Queue Mappings Applications
Maximum AM Inhe | %
Queue Mappings O Dizahled Resource
Querride
Ordering policy T
WErsions
5 months ago oz
5 months ago loa
5 months ago 2]
B ronths ago load
7 months ago I
version] oz

2. Hive view

This view provides a query editor, with a real-time monitoring window.
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Hive Query Saved Queries Histary UDFs

Database Explorer & Query Editor "

default M Warksheet i ]

1 select sumiprofit) from megacorpSm group by facilitystate; SQL

Databases 00

2 default
EH megacorpl0000
EH megacorpim
EH megacorpimbis
B megacorp_score
BB prdsale
BB prdsale_avea
EH prdsale_ore
EH prosale_patriuet
EH prdsale_seq

2 hps

£ vapublic Explain | Save as

Query Process Results (Status: Running)

Logs Results
INFO : Session is already open
INFO -
INF O : Status: Running (Executing on YARN cluster with App id application_1452175200030_0017)

INFO : Map 1: -/~ Reducer 2: 0/29

INFO : Map 1: 0720 Reducer 2: 0729
INFO : Map 1: 0720 Reducer 2: 0729
IMFQ 2 Wap 1: 0(+1)/20 Reducer 2: 0429
IMFO @ Map 10 0(+2)/20 Reducer 2: 0529
IMFQ 2 Map 10 0(+4)/20 Reducer 2: 0529

You can also have a visual representation of your query.

Hive GQuery Saved Queries History UDFs

Visual Explain

Table
megacorpsn [i]
SQL
1. Table Scan: megacarpsm %
A2 Select
TEZ
3. Group By: o
Agoregations: sumiprofi =
Keys: faciitystate (type
varchar(2))
4. Reduce
Parttion columns: _cold (type:
wvarchan(2))
Key expressions: _coll (type:
varchan(2))
Sort orter: +

SHUFFLE

1. Group By:
Agregations: sum{vALLE _col0)

Keys: HEY. _coll (type:
varchar(2))

2. Select
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3. Tez view

This view allows you to monitor job execution when the engine is Tez.

A an1Dacs

@ Last refreshed at 03 May 2016 09:08:22

Dag Mame Submitter S’;alrus - Application I© First 1RDDW§ a
Dag Name Id Submitter Status Start Time End Time Duration Applicat
hive_201605030807... dag_146217520903... hpauser! & SUCCEEDED 03 May 2016 09:07:35 03 May 2016 09:07:44 8 secs applicat
hive_201608030718... dag_146217520903... admin & SUCCEEDED 03 May 2016 07:18:30 03 May 201607:19:14 43 secs applicati
hive_201608030714... dag_146217520903... admin @ SUCCEEDED 03 May 2016 07:15:37 03 May 201607:16:50 73 secs applicati
hive_201605030713... dag_146217520903... admin & SUCCEEDED 03 May 2016 07:13:20 03 May 2016 07:13:30 9 gecs applicat
hpauser!_20160413... dag_146035952030... hpauser! Q SUCCEEDED 13 Apr201611:04:29 13 Apr 2016 11:04:38 9 secs applicat
hpauser!_20160413... dag_146035952030... hpauser! Q SUCCEEDED 13 Apr2016 08:04:14 13 Apr 2016 09:04:31 17 secs applicat
hpauser!_20160412... dag_146035952030... hpauser] Q SUCCEEDED 12Apr201610:26:36 12 Apr 216 10:27:04 27 secs applicati

It provides details on jobs and the associated directed acyclic graph (DAG) representation.

A a1DAGs

o

- .,
I[negacorp100/."

(=0
2
Map 1 4
LHENCE EEDED

4.3.2 Cloudera Manager

Cluster dashboards (Charts)

DAG Details

DAG Counters

DAG [ hpauser1_20160413110404_77284c6c-ac8a-409c-h622-7913c48a5050:1 |

All Yertices

All Tasks

All TaskAtternpts
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Cloudera provides its own Cluster dashboards:

Home Clusters - Hosts Diagnostics - Audits Charts - Administration : o) _Suppon 1 admin

30 minutes preceding May 3, 2016, 11:27 AM EDT

Home status AllHealth Issues Configuration ~ All Recent Commands Add Cluster

Try Cloudera Enterprise Data Hub Edition for 60 Days

O Cluster 1 (coH 545 parcels - Charts 30m 1h 2h 6h 12h 1d 7d 30d &~
O = Hosts #1 Cluster CPU Cluster Disk 10
O BHDFsS %1 E - L Ly T—— 977K |
O & Hive B -
50% 488K/s
O #)Hue -
O @ oozie - e | N _
O ®sqoop2 - = Cluster 1. Host CPU Usage A... 16.6% = Total Disk Bytes Rea.. 0 ~Total Disk Byte... 462Kis
O ¥ YARN (MR2 Incl. B -
. Cluster Network 10 HDFS 1O
© & Zookeeper %1 -
seeKss | bls
Cloudera Management Service - / i}
3s1is || |
© @ cioudera Mana w2 - 195i<s |- \ f \
= |

.. 238Ks Total Bytes Tr... 83.6Kis 1bis Total Bytes Writ... 2.8bls

Depending on the service that you choose, you will have specific charts, and you can also zoom in and scroll

back in the history.

CPU Cores Used

Query select cpu_system_rate + cpu_user_rate where category=ROLE and «“ 30 minutes preceding May 3, 2016, 11°:49 AM EDT » W

senviceMame="hive"
30m 1h 2h 6h 12h 1d Td 30d

Legend Details

o v B Hive Metastore Server VMiew 2 0.00083
0.01 (gatehdp01. gatehadoop.com)
v HiveServer2 Viewe  0.00067

(gatehdp01.gatehadoop.com)

1:20 11 11:30 11:35 11:40 11:45
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- YARN applications

To display the monitoring UI, click Clusters, then YARN Applications.

clouder

Cluster 1

#YARN (MR2 Included

Applications

Workload Summary
(For Completed Applications)

CPU Time
« 30825

Duration o

Cluster 1

Home Clusters ~

Home Clusters ~

Hosts Diagnosti

Cluster1 (CDH 5.4.5)

Services

@ HDFs

& Hive

&) Hue

@ oozie

@ Sqoop 2

U YARN (MR2 Included)
& ZooKeeper

3 cloudera Management Service

# YARN (MRZ Included) Status  Instances

Applications

Workload Summary
(For Completed Applications)
CPU Time

[ 30s-35s
[ 50s-55s

Duration

[] 0ms-100s
[ 13.3m-15m

File Bytes Read

[] 100B-1108
[] 150B-1608

File Bytes Written
« 27MiB-27MiB

HDFS$ Bytes Read
« 25GiB-25GiB

HDF$ Bytes Written

[]0B-208
[] 1008-1208

Memory Allocation

[] 2701 - 2760
[] 294H - 3004

Pool

[ root.sasdemo
[] rootnormal users

Results Charts

05/03/2016 12:53 PM
4 |

alt 05/03/2016 1:03 PM

05/03/2016 12:55 PM -
05/03/2016 12:56 PM

ah
alt
05/03/2016 1239 PM -
ah 05/03/2016 12:52 PM
ah 05/03/2016 12:44 PM -
05/03/2016 12:45 PM
«h

Hosts Diagnostics

Audits Charts ~ Administration

General

= Hosts

Activities

£ YARN Applications
Resource Management
i Dynamic Resource Pools
L Static Service Pools

Cloudera Management Service

Audits Charts -~ Administration

“ 30 minutes preceding May 3, 2016, 1.03 PM EDT
y
o) -

ih 2h 6h

Configuration Commands Audits Applications Charts Library

30m

Select Attributes

Collect Diagnostics Data

12h

SAS Enterprise Guide_SASApp - Workspace Server_EEC13C58-0732-EE48-8ACD-74AF00917A71
pe: SASGrid - normal

[ application 1462283196174 0003
e root.normal_users

r sasdemo
n. 10.7m

CREATE TABLE sasdata_. . TXT_1."productbrand’(Stage-1)
D application 1462283196174 0005 e MAPREDUCE
sasdemo

on: 4.58s

root sasdemao

> CREATE TABLE sasdata_12_55_09_438_00001 ROW FORMAT DELIMITED FIELDS TERMINATED BY "1' LINES TERMINA.

pe’ MAPREDUCE
root.sasdemao

D Job 1462283196174 0004
sasdemo

3958s 52.07s
156 B ften: 2.7 MIB
H 25GiB ften: 106 B
29521

SAS Enterprise Guide_SASApp - Workspace Server_245A2EC0-F1D9-0347-8193-40F2CEB72857

SASGrid - normal

D application 1462283196174 0001
e root.normal_users

r. sasdemo
13.5m

SELECT COUNT(*) FROM "MEGACORP5M*

MAPREDUCE

[ Job 1462283196174 0002
sasdemo
on: 36.94s

root sasdema
Time: 30.82s

1018 it 2.7 Mig
25GiB tten: 8B
270.1M

In the example above, we can see running or completed SAS Grid jobs and MapReduce jobs.

I

& Actions ~

id 7d 30d

Export

[ER

B~
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One nice feature is that we can see the complete SQL code (see example below for a PROC FREQ):

05/03/2016 1:03 PM - « CREATE TABLE sasdata_13_03_43_282_00002 ROW FORMAT DELIMITED FIELDS TERMINATED BY "1' LINES

05/03/2016 1:05 PM TERMIMATED BY 10" STORED AS TEXTFILE LOCATION ‘tmpisasdata_13_03_43_282 00002 AS select COUNT(*) as ZSQL1,
case when COUNT(*) = COUNT(TXT_1. facility”) then " else MIN(TXT_1."facility") end as Z3QL2, case when COUNT(*) =
COUMT(TXT_1."productbrand’) then ' else MIN{TXT_1."productorand’) end as ZS0QL3 from “default’."MEGACORPEM" TXT_1
group by TXT_1. facility”, TXT_1."productbrand”

O job 1462283196174 0005 Type: MAPREDUCE
ser. sasdemo Pool: root.sasdemo
89.69s CPU Time: 2.4m

Fi 1.9 KiB =n: 11.7 MiB
HC ) i 2.5 GiB Nritten: 3.3 KiB
Memory Allocation: 1.1G

- Dynamic resource pools

In the example below we can see that two queues (or dynamic resource pools), normal users and sasdemo,
were dynamically created to manage SAS Grid jobs and MapReduce jobs, respectively.

Home Clusters ~ Hosts Diagnostics ~ Audits Charts -~ Administration

Cluster 1 4 30 minutes preceding May 3, 2016, 12:55 PM EDT

Dynamic Resource Pools status configuration

Status Charts 30m 1h 2h 6h 12
YARN is using 24 vcores and 19.1 GiB of memory. Memory (Allocated & Free)

Resource Pools Usage

This table and the charts on the right contain metrics from YARN only.

Resource Pool Allocated  Allocated Allocated Pending
Name Memory VCores Containers Containers _‘
root 0B 0 0 0 -Auu%é;{ed{l;emum 26 =aval.. 174G
default 0B 0 4] 0 =R
VCores (Allocated & Free)
normal_users 2 GiB 2 2 0 Em-
20
sasdemo 0B 0 0 0 g-
10

= Alpcated VCores (C... 2 =Avaiabl.. 22

Per Pool Allocations (1/2)

26

root (VARN (MRZIn... 0 = root.default (YARN (.. 0
=rootnormal users . 2G mrootsasdemo (YARN... 0
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It is also in this screen that you can define YARN queues to manage the cluster workload.

Add Resource Pool: HPA

General YARN Submission Access Control Administration Access Control

Resource Pool Name HPA Alphanumeric characters only.

Scheduling Policy  ® DRF: Dominant Resource Fairmess. Schedules resources fairly based on both CPU and memory. (Recommended)
) FAIR: Schedules resources fairly based only on memory.
© FIFQ: First in, first out

Min Share Preemption Seconds Fairshare Preemption is currently disabled. Enable it here: Fair Scheduler Preemption &
Timeout

Note: Hue is generally included in Cloudera and integrated in the Cloudera Manager UL

4.3.3 Hue

From the Hue User Guide:

Hue is a browser-based environment that enables you to interact with a Hadoop cluster. Hue includes several
easy to use applications that help you work with Hadoop MapReduce jobs, Hive queries, Hadoop files and

user accounts. The Hue applications run in a Web browser and require no client installation.
Standard URL: http://<Hue Server Host>:8000/jobbrowser/

You have a nice interface to follow the job execution:


http://www.cloudera.com/documentation/archive/cdh/4-x/4-0-1/PDF/CDH4_Hue_User_Guide_4.0.x.pdf
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& hpausert ~

Job Browser

Usemname | hpausert Text| Search for text () Show retired jobs Killed

Logs v ID Name status User Maps  Reduces ~ Queue Priority  Duration ~ Date

= 1462175209030_0028  SAS Map/Reduce Job OIS hpauser!  @EEeeTie (WIS deraul A am27s 050416011401 [ ]
= 1462175209030_0027  SAS MapReduce Job hpauser] A cerault A TmAns 0504416003504
= 1462175209030 0025 CREATE TABLE sasdata_11_42_13_666_00.. TXT_i (Stage-1) hpauser!  (NGEESN (NEEERN cefaut [ 395 05/03/16 08:42:14
= 1462175209030 0024 INSERT INTO TABLE “me..3_11_34_41_350_00004(Stage-1) npausert  (NCEESN defautt A Mm% 05/03416 0834146
= 1462175209030_0022  SAS Map/Reduce Job hpauser] default A im3ls 0803416 07.04:09
= 1462175209030_0021 SAS Map/Reduce Job hpauser] A cerault A 1m0 05/03/16 06:56:08
= 1462175209030_0020  SAS Map/Reduce Job hpauser!  (NGEESN (NEEERN cefaut [ Imd3s D536 064632
= 1462175209030_0019 SAS Map/Reduce Job npausert  ([GEEN default A 6ma47s  05/03/16 06:34:20
= 1462176709030_0016  HIVE-4aa4 1488-1093-4262-9161-651204500a96 hpauser] default A 213 05/03/16 06:07:26
= 1462175209030_0016  SAS Map/Reduce Job hpauser] A cerault A 1m0 05/03/16 00.44:10
= 1462175209030_0015 SAS Map/Reduce Job npausert  ([TEEN default A oms3ts  05/03/16 00:22:09

Then once the job is finished, it is very easy to see the job tasks and statistics:

Job: 1460654895885 0001 - Job Browser

JOB 1D Atternpts Tasks MWetadata Counters
1460654895885_0001
USER Logs Id Container

hpausert = 1 container_1460654895885_0001_01_0000041

STATUS

SUCCEEDED

LOGS

= Logs

MAPS:
MAA,

REDUCES:
MeA,

DURATION:
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The logs are easily readable from this interface, too:

Task Attempt: attempt_1460654895885_0001_m_000017_0 - Job
Browser

hetadata Counters Logs

attemnpt_1460654
895885 _0001_m task diagnostic 1oy ISR  stderr syslog
_00oo17_0

Log Type: stdout
task_ 1460654895
885_0001_m_00 Leg Uplead Time: 15-Apr-20816 @82:11:22
ooy
Leg Length: 195
20168415:92.19.52.63: Q2020Q87 WARNING: [@1582]Current catalog set to SASER (@&saf{fsbd)
1460654895885 _ 20168415:02,1@.57.58: Q@0@2@12:NOTE: ALl Embedded Process D52 execution instances completed with SUCCESS.
0001

Note that Hue also provides the following features:

- An advanced HDFS browser (allowing Read and Write operations in HDFS)
- Beeswax: a Hive query editor (with queries stats, execution plan, and so on)

4.4 Monitor ZooKeeper connections

ZooKeeper is used by HiveServer to manage concurrent transaction (required by the Hive's Table Lock
Manager).

When a very high number of Hive queries are submitted at the same time by a client application (for example,
in SAS Data Integration Studio), it can happen that the number of open ZooKeeper connections exceeds the
maximum number of connections defined in the default configuration. In such cases, SAS jobs might fail, as
they cannot open a new Hive connection.



61 of 68

SAS wWiTH HADOOP PERFORMANCES CONSIDERATIONS

5 Appendix

5.1 Limitations of the testing environment used here

The findings presented here are not representative of exhaustive testing. This is a research document,
designed to stimulate further work.

The test supporting the content of this document was done under the following conditions:

- Third maintenance release of SAS 9.4 and the SAS Embedded Process 9.43
- Hortonworks Data Platform 2.2.0 deployed on 4 Linux Servers (Red Hat Enterprise Linux 6) acting
as data nodes. Each server has 16GB RAM with Intel® Xeon® CPU X7560 @ 2.27GHz (2 cores).

The size of the table used in all tests is 8.6 gigabytes (small in the Hadoop world). The table has 30 million
rows and 48 variables (37 are numeric). The Hadoop environment (Babar collection, not publicly available)
is small and not a candidate to run official benchmarks on. In the real world, Hadoop clusters are much
bigger. Customers can have 100 to over 1,000 nodes in their Hadoop environments.

SAS and Hadoop are always evolving so the system behavior may change over time.

For all these reasons the results presented here are mainly informative.
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5.2 Hadoop file type benchmark
For real benchmark results, ask your SAS representative who can work with SAS Enterprise Excellence Center
(EEC). Several benchmarks have been done with data stored in Hadoop and can be made available on request.

The purpose of the following table is simply to show that depending on the operations, the choice of the
Hadoop file format can impact the performance.

MEGACORP 30m rows

HIVE table (texticsv

Colum-oriented file

HDMD (Direct

4.33 seconds

7.01 seconds

7.34 seconds

6.72 seconds

4.35 seconds

SPDE Tabl SerDe file (AVRO SASHDAT
file) ave in HIVE (ORC) BERACACAE HDFS)
) ) ) } ) real time
real time real time realtime realtime real time 9:05.60
10:27.47 5:14.77 15:13.94 16:39.17 7:21.94 o
Copy from local (DS1)
cpu time cpu time cpu time cpu time cpu time cpu time
6:17.25 20.76 seconds 33382 4:36.37 33288 26.95 seconds
real time real time realtime 4374 real time real time MA (Mot supported
11:10.97 1:32.16 seconds 6:04.40 38:00.47 with SASHDAT)
PROC SQL (Count, max)
cpu time cpu time cpu time cpu time cpu time
0.07 seconds 4 86 seconds 0.06 seconds 0.10 seconds 35.40.04
real time real time realtime real time real time real time
12:00.29 4:03.67 10:25.94 12:05.22 6:15.97 2:50.40
PROC HPSUMMARY
cpu time cpu time cpu time cpu time cpu time cpu time

6.86 seconds

4.44 seconds

6.07 seconds

4.62 seconds

7.19 seconds

4.44 seconds

real time real time real timea real time real time real time
PROCHPLOGISIC 15:34.51 6:08.51 72977 12:47.74 7:06.19 1:26.96
cpu time cpu time cpu time cpu time cpu time cpu time

4.23 seconds

7.41 seconds

10.17 seconds

6.65 seconds

15.01 seconds

7.45 seconds

real time real time real time real time real time ; .
PROC HPGENSELECT 17:55.71 §:24.60 13:04.90 16:36.79 11:42.27 realtime 3.55.72
cpu time cpu time cpu time cpu time cpu time cpu time

8.23 seconds
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5.3 References

Official guides

- SAS® 9.4 Hadoop Configuration Guide for Base SAS® and SAS/ACCESS®
http://support.sas.com/resources/thirdpartysupport/v94/hadoop/hadoopbacg.pdf

- SAS/ACCESS® 9.4 for Relational Databases: Reference
http://support.sas.com/documentation/cdl/en/acreldb/69039/PDF/default/acreldb.pdf

- SAS® 9.4 In-Database Products: User’s Guide
http://supportprod.unx.sas.com/documentation/cdl/en/indbug/68442/PDF/default/indbug.pdf

- SAS™ 9.4 DS2 Language: Reference
http://support.sas.com/documentation/cdl/en/ds2ref/68052/PDF/default/ds2ref.pdf

SPDE format in HDFS

- SAS®™ 9.4 SPD Engine: Storing Data in the Hadoop Distributed File System
http://support.sas.com/documentation/cdl/en/engspdehdfsug/67948/PDF/default/engspdehdfsug. pdf

- The SAS® Scalable Performance Data Engine: Moving Y our Data to Hadoop without Giving Up the
SAS Features You Depend On
http://support.sas.com/resources/papers/proceedings15/SAS1956-2015.pdf

- SAS®™ SPD Engine and Hadoop Working Together: Requirements and Best Practices

http://support.sas.com/resources/papers/SPDE _Hadoop.pdf

Other useful papers or links

- Deploying SAS® High Performance Analytics (HPA) and Visual Analytics on the Oracle Big Data
Appliance and Oracle Exadata
http://www.oracle.com/technetwork/database/bi-datawarehousing/sas/sas-hpa-va-bda-exadata-

2389280.pdf
- Best Practices for YARN Resource Management

https://www.mapr.com/blog/best-practices-yarn-resource-management

Global forum papers
- Exploring SAS® Embedded Process Technologies on Hadoop®
http://support.sas.com/resources/papers/proceedings16/SAS5060-2016.pdf
- Best Practices for Resource Management in Hadoop
http://support.sas.com/resources/papers/proceedings16/SAS2140-2016.pdf
- Leveraging Big Data Using SAS® High-Performance Analytics Server

http://support.sas.com/resources/papers/proceedings13/399-2013.pdf
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