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Figure 4.8: Feature Selection Strategies

Redundancy Irrelevancy

Figure 4.9: Supervised Selection

Redundancy

Input x; has the
same information
as input x;.

Example:x;is household incomeand x;is homevalue.
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Figure 4.10: Supervised Selection

Irrelevancy

Predictions change with
input x; but much less
with input x;.

Example:Targetis the response to direct mail solicitation, x3is religious
affiliation,andx,is the response to previous solicitations.

Figure 5.3: Logistic Regression Example
logit(p) = -0.81 + 0.92 - x;+ 1.11 - X,
1

N
D=
»~

1+ e—logit(Ap)

Using the maximum likelihood
estimates, the prediction formula assjgh
a logit score to each x; and x,.

Figure 6.1: Classification Tree

1(78%)

1(95%) 1(80%)

1(64%)

7(91%) | 1(56%) 7(73%)

9 (87%)
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Figure 6.3: Simple Prediction

Figure 6.4: Scoring a New Case

Decision=

Prediction Estimate=0.70
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Figure 7.4: Surrogate Splits
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X1<38.5

Yes

Agreement=76%

Figure 8.1: Instability

One reversal
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Figure 8.2: Competitor Splits

Logwerth

X1

X2

Input Range Max
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Figure 10.2: Global and Local Minima

. Error Function

Good Local Minima / Global Minima

w, +w, CXp(— wél(x — Wll)z) Bad Local Minima

Figure 10.10: Initial values
Initial hidden unit weights

logit( p) = 0+ 0:H, +0:H, + 0-Hs

Initial hidden unit weights
logit( p) = 0+ 0-H; + 0-H, + 0-Hy

H; = tanh(-1.5 - .03x, -.07x,)
Hz = tanh( .79 '-17X1 = .16X2)
H3 = tanh( .57 + .05x1 +.35X2 )

Random initial
input weights and biases
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Figure 10.12: Early Stopping — Initial Step Set up to Predict the Overall Average Response

ASE

0 5 10 15 20
Iteration

Figure 10.13: Early Stopping — ASE Error for Each Iteration

ASE

validation

Iteration
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