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ABSTRACT

Secondary use of administrative claims data, electronic health and medical record (EHR/EMR) data, registry data, and other sources within the health data ecosystem provide rich opportunity and potential to study topics ranging from public health surveillance to comparative effectiveness research to identifying patients who may be eligible for inclusion in a specific study or for a specific intervention. Data sourced from individual sites can be limited in their scope, coverage, and statistical power. Sharing and pooling data from multiple sites and sources, however, present administrative, governance, analytic, and patient-privacy challenges. Distributed data networks represent a paradigm shift in health-care data sharing. They have evolved at a critical time when big data and patient privacy often have competing priorities.

A distributed data network is one for which no central repository of data exists. Data reside behind the firewalls of each data-contributing partner in a network. Each partner transforms its source data in accordance with a common data model and allows indirect access to those data through a standard query approach using flexibly designed informatics tools. This paper discusses how distributed data networks have matured to make important contributions to the health-care data ecosystem and the evolving Learning Healthcare System.

INTRODUCTION

This paper introduces the concept of distributed data networks, including their purpose, guiding principles and benefits. This paper also discusses the concept of analytic infrastructure and provides examples of three important elements of distributed data network analytic infrastructure, as well as six foundational characteristics of analytic infrastructure. The three elements of distributed data network analytic infrastructure discussed in this paper include:

- Standardized data structure (common data model)
- Standardized assessment of data quality
- Analytic tool design and development

The six foundational characteristics of analytic infrastructure discussed are:

- consistency
- flexibility
- reusability
- scalability
- transparency
- reproducibility

The U.S. Food and Drug Administration (FDA)-sponsored Sentinel Initiative is referred to throughout this paper as an example use-case of one successful large-scale, multi-site, healthcare-related distributed data network utilizing electronic healthcare data from multiple sources.
**DISTRIBUTED DATA NETWORKS**

A distributed data network is one for which no central repository of data exists. Rather, data are maintained by and reside behind the firewall of each data partner, which allow indirect analytic access to their patient-level data via programming code that is securely distributed to them and intended to execute on their side of the firewall. The data are therefore “distributed” due to the lack of centrality.

Distributed data networks exist by a set of guiding principles [1]:

- Data partner sites maintain control over their data,
- Data partner sites have standardized their data to a common data model,
- Data partner sites’ ongoing involvement is needed in order to interpret data and findings; they know their data the best, so are true *partners* in the network,
- Analytic programming code gets securely distributed to data partners for them to execute locally and in a manner that makes it easy for them to execute,
- Following execution of analytic programming code, data partners return results that were produced by the executed code, to the requestor. Typically, data returned are aggregated rather than patient-level.

**PURPOSE AND BENEFITS OF A DISTRIBUTED DATA NETWORK**

Distributed data networks often allow for access to more data than what a single or centralized site might be able to offer. By pooling resources (data) across several sites, with security and governance in place such that each site maintains ownership over its own data, these networks provide several key benefits [2]:

- Offering alternative ways to study occurrences of rare outcomes, uptake or usage of new drugs or therapies, and diverse populations of individuals,
- Achieving greater statistical power due to larger numbers of observations,
- Encouraging the development of novel analytic and statistical methods that do not rely solely on the use of patient-level data,
- Addressing and alleviating data partners’ concerns over data security, patient privacy and proprietary interests,
- Challenging analytic programmers to approach projects with the intention of building reusable, flexible and scalable programs for infrastructure purposes, rather than a series of one-off programs.

**SENTINEL INITIATIVE: AN EXAMPLE OF A DISTRIBUTED DATA NETWORK**

The Sentinel Initiative is a program sponsored by the U.S. Food and Drug Administration (FDA) to create an active surveillance system to monitor the safety of FDA-regulated medical products. Section 905 of the Food and Drug Administration Amendments Act (FDAAA) of 2007 mandated the FDA to enhance their ability to monitor the post-market safety of the medical products it regulates [3]. This system, named Mini-Sentinel in its pilot phase and known as Sentinel since 2016 [4], is intended to augment, not replace, FDA’s existing post-market safety monitoring systems [5]. Adverse event reporting systems in existence prior to Sentinel relied on external sources (e.g., product manufacturers, consumers, patients, healthcare professionals) to report suspected adverse events that may be associated with FDA-regulated products to the agency. This is often referred to as “passive surveillance.” In contrast, Sentinel is an “active surveillance” system, enabling FDA to initiate its own medical product safety evaluations, using data curated for and maintained within the Sentinel Distributed Database (SDD) [3].

The SDD currently consists of quality-checked data held by 18 partner organizations, which are either health insurers, integrated delivery systems or provider networks. Data partners transform and
standardize data from their source systems in accordance with the schema outlined in the Sentinel Common Data Model (SCDM), and they store these SCDM-formatted datasets as SAS® datasets behind their firewalls. Each site maintains physical control and ownership of their data, controls all uses of their data and controls all transfer of their data. Data partners refresh their source data into SCDM-formatted data quarterly to annually, depending on the site.

As of March 2017 [6], the SDD contained data on:

- 223 million individuals (43 million of whom are accruing new data),
- 425 million person-years of observation time,
- 5.9 billion outpatient dispensings,
- 7.2 billion unique medical encounters.

Sentinel leveraged some technical architecture, infrastructure and governance aspects from other distributed data networks but is unique in several ways. It was the first distributed data network for which dedicated funding was allocated to a central Coordinating Center specifically for the purpose of designing, building, maintaining and expanding systems and analytic infrastructure, in order to create a nationally-representative distributed database. Sentinel is also the only distributed data network that is an integral part of a Federal regulatory agency’s regulatory activities [7]. Although the FDA remains the sole primary user of Sentinel and the only entity that can initiate queries of the SDD, they have encouraged others to leverage Sentinel’s data and analytic capabilities as a potential national evidence generation system [8-10].

OTHER DISTRIBUTED DATA NETWORKS IN EXISTENCE

In addition to Sentinel, there are several other healthcare-related distributed data networks in existence, and some of these networks have a particular focus. For example, PCORnet focuses on conducting comparative effectiveness and patient-centered outcomes research, the NIH Health Care Systems Research Collaboratory’s mission is to improve the way clinical trials are conducted, and the Biologics and Biosimilars Collective Intelligence Consortium’s (BBCIC) focus is on post-market evidence generation for biologics and their corresponding biosimilars. Below are examples of other healthcare-related distributed data networks:

- PCORnet: The National Patient-Centered Clinical Research Network
- NIH Health Care Systems Research Collaboratory
- Biologics and Biosimilars Collective Intelligence Consortium (BBCIC)
- Health Care Systems Research Network (HCSRN)
- Innovation in Medical Evidence Development and Surveillance System (IMEDS)
- Observational Health Data Sciences and Informatics (OHDSI) program
- Cancer and Cardiovascular Research Networks
- Vaccine Safety Datalink (VSD)

Several of these networks share the same data partners. Some may also share or leverage the same common data model, analytic tools and/or other infrastructure as the backbone to support the manner in which their network operates and analyzes data.

ANALYTIC INFRASTRUCTURE

The term analytic infrastructure has been discussed in the analytics community and literature. In this paper, analytic infrastructure includes the systems, processes, governance, data, software, tools and people that facilitate the analytic process.
This paper does not discuss all aspects of analytic infrastructure, but rather focuses on three distinct elements: standardized data structure, standardized data quality assessment, and analytic tool development, and highlights how those three elements can be developed to encompass the six foundational characteristics of analytic infrastructure, as shown in Figure 1 [7].
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Figure 1: Six foundational characteristics of analytic infrastructure.

There is a lot of synergy across these six characteristics. Consistency is adherence to some common principles or conditions. Analytic consistency refers not only to consistency in the structure and flow of how analytic programs are designed and developed but also in analytic approach, such as keeping algorithms consistent and stable across analytic tools.

Flexibility is the power to adapt, such as to new or changing study design criteria. Analytic tools that are flexibly designed and developed are parameter-, data- and/or table-driven, for both study reusability and scalability purposes. Flexibly designed and developed tools are intended to be reusable across studies with similar types of analytic study designs, but also flexible to make maximal use of available hardware/software resources, which gets at scalability. Scalability is the idea of being easily expandable (or retractable) based on needs and resources. Analytic programs written with scalability in mind are equipped to make optimal use of computing resources that are appropriate for the analytic need and/or volume of data that are being analyzed.

Transparency and reproducibility are hallmark characteristics of analytic infrastructure, as well, and are often realized by making models, tools, and other infrastructure components open-source and freely available, as well as by making any products of those models and tools (e.g., study protocols and reports) readily available to the public.
STANDARDIZED DATA STRUCTURE: THE COMMON DATA MODEL

The purpose of any common data model is to "standardize the structure, format and content of data, such that standardized applications, tools and methods can be applied to them" [11]. There are several healthcare-related common data models in existence and some were even born out of each other. For example, the SCDM is in-part based on the HCSRN Virtual Data Warehouse (VDW) CDM, and the PCORNet CDM is in-part based on the Sentinel CDM [12-14]. Although common data models are similar in their goal of standardizing the capture and storage of data elements from various source systems, the design philosophies and implementation can be quite different. The SCDM, for example, is designed to capture and structure data from source systems, using native coding systems (e.g., ICD, HCPCS, CPT) with minimal need to transform or map original values to other values or systems. The Observational Medical Outcomes Partnership (OMOP) CDM, by contrast, employs more use of derived fields and its own Standard Vocabulary to which original source system values are to be mapped [11, 15]. Neither of these design philosophies or implementations are necessarily superior to the other; rather they represent varied approaches to achieving analytic goals.

The SCDM tables and their key data elements are depicted in Figure 2. The SCDM is a detailed, patient-level schema that consists of a suite of several tables. Six of the tables (those in the first row of Figure 2) are considered ‘core’ and are present and populated across all Sentinel data partner sites that contribute data to the SDD. There are additional tables that are considered ancillary (those in the second row of Figure 2), as they are not present or populated at all Sentinel data partner sites.

Figure 2: Sentinel Common Data Model structure.

STANDARDIZED DATA QUALITY ASSESSMENT

The purpose of any data quality assessment initiative is to ensure that data intended to be used for a particular purpose are fit to be used for that purpose. Data in a distributed data network, by design, serve multiple studies and projects, and thus are intended to be multi-purpose. Data quality assessment endeavors within distributed data networks therefore tend to be more expansive, general and standardized, though likely less specific and directed, than data quality assessment endeavors for one-off or singularly-focused research projects or studies.
The Sentinel suite of SAS programs that assess the quality of the data in the SDD consists of approximately 1,200 individual data checks [16]. Multiple stakeholders (e.g., epidemiologists, data scientists, biostatisticians, programmers) work together to establish and define the required checks and resultant metrics. Each data check has its own unique code and description, and checks are categorized into four different levels of complexity.

- Level 1 checks include single-variable, basic SCDM compliance checks. These ensure that the tables and fields populated by a data partner contain data that conform to the formats specified in the SCDM schema (e.g., data types, variable lengths, acceptable values, etc.), and that no missing data are encountered where none should exist.

- Level 2 checks assess multiple and/or cross-variable compliance, to ensure the integrity of data values within a variable or between two or more variables, within and between tables (e.g., ensuring that some fields are populated only if other fields have certain values).

- Level 3 checks examine distributions and trends over time, both within a data partner’s database (by examining output by year and year/month) and across a data partner’s databases (by comparing updated SCDM tables to previous versions of the tables).

- Level 4 checks include data logic checks that examine the occurrence of nonsensical diagnoses or care practices (e.g., the proportion of prostate cancer diagnoses among women).

These checks are performed at every data partner refresh, in order to assess whether the data in the SDD meet some minimum and reasonable quality standards to support Sentinel studies. Some Sentinel studies may perform additional quality checks, above and beyond these standard checks, that are more specific to the goals of their particular study.

Performing standardized data quality assessments of all of the data in the SDD is important because these data support studies that inform regulatory decision-making processes of a Federal agency. The data therefore are checked in accordance with established standard operating procedures and best-practices, and in a way that is transparent to both the agency as well as the public.

**ANALYTIC TOOL DEVELOPMENT**

Fundamental approaches to building analytic tools for infrastructure purposes in a distributed data network include recognizing analytic- and programming-approach patterns where they exist, routinizing analytic programming projects and tasks whenever possible, and approaching all programming tasks from the perspective of the six fundamental characteristics of analytic infrastructure (see Figure 2).

Figure 3 is a graphical representation of approaching analytic tool development from an infrastructure perspective, rather than from a one-off study perspective. This method take a specific study question, such as the one on the left in Figure 3, and converts it to its most fundamental analytic components, in accordance with the design on the right.
Figure 3: Graphical representation of approaching analytic tool development from an infrastructure perspective.

Differences in implementation of these approaches in programming code can be explained as the difference between programming code that contains hard-coded study-design values embedded in the code, versus programming code that is entirely parameter-, data- and/or table-driven.

Executing analytic programs at multiple sites within a distributed data network is done with a “one program, multiple sites” approach. That is, each site has transformed their data and had them quality-checked to be in compliance with a CDM, therefore each site can execute the same programming code on their data.

The "one program, multiple sites" approach ensures that the same analysis is performed at all participating sites, which means that the analytic output from each site is created from the same programming code, is standardized in its structure, and is therefore easily aggregated. In a distributed data network, each participating site in a study is one piece of the whole. In order to create that whole, the data aggregated from each of the pieces must be standardized and structurally identical.

The primary analytic tool that answers the majority of Sentinel study questions is the Cohort Identification and Descriptive Analysis (CIDA) system. CIDA is designed as a suite of about 35 highly-parameterized SAS macros, each performing a distinct function, making it a consistent, flexible, reusable, scalable and easily maintainable system [17]. The CIDA system has the capability to flexibly identify and extract cohorts of patients from SCDM-formatted data based on several dozen user-defined options and parameters (e.g., study dates, exposure definition, outcome definition, incidence criteria, inclusion/exclusion criteria, continuous enrollment requirements, relevant age groups, and so forth). Nearly all aspects relating to the identification of a study cohort have been built into the system as user-specified macro parameters or as user-supplied input files. CIDA is capable of producing not only descriptive analytics but also includes two confounder-adjustment approaches, one by design (self-controlled risk interval design) and one by analysis (propensity score-based methods), to produce point estimates based on inferential methods.

All programming code, as well as results from most studies/queries utilizing CIDA, are posted to the public Sentinel website; contributing to transparency and reproducibility.
CONCLUSION

Healthcare-related distributed data networks based on claims and EHR/EMR data sources have matured to the point of being able to serve as solid blueprints for data sharing and analytic development initiatives that involve other healthcare-related data streams, including but not limited to clinical trial, genomics or social media sources. Distributed data network design and architecture embody six foundational characteristics of analytic infrastructure. Using the Sentinel Initiative as an example, this paper discussed the enormous potential that distributed data networks hold for population health analytic infrastructure to allow access to greater volumes of data, without sacrificing privacy or analytic capabilities.

REFERENCES


ACKNOWLEDGMENTS

The author would like to extend a special thank you to all staff at the Sentinel Operations Center (SOC) at Harvard Medical School/Harvard Pilgrim Health Care Institute (HMS/HPHCI). The expertise and ideas of my colleagues were invaluable to the development of this paper.

CONTACT INFORMATION

Your comments and questions are valued and encouraged. Contact the author at:

Jennifer R. Popovic, DVM, MA
Harvard Medical School and Harvard Pilgrim Health Care Institute
617.867.4811
Jennifer_Popovic@harvardpilgrim.org

SAS and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc. in the USA and other countries. ® indicates USA registration.

Other brand and product names are trademarks of their respective companies.