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ABSTRACT

• Data explosion is very real and many organizations are producing data in the order of terabytes as opposed to 
megabytes a few years ago.

• Data processing technology has not caught up, until now!

• SAS® Event Stream Processing helps in processing huge amounts of data in near real time with low latency.

• SAS® ESP can be used to connect to various state of the art data storage mediums like Hadoop, Cassandra and 
various message systems.

• The data can be transformed, analyzed and scored instantaneously thanks to DS2 integration out of the box.

METHODS

• SAS® ESP comes with native connectivity to Big Data sources like HDFS.

• ESP also connects to Apache Camel to be able to talk to other kinds of data sources, in this case Apache Cassandra 
which is extensively used for TimeSeries data.

• This poster looks at ways to connect to HDFS and Cassandra and also dives into the performance metrics of these 
ingestion mediums.

• The model contains multiple windows including source window, filter window, aggregate window, join window, copy 
window, compute window and union window.

• TimeSeries sensor data is stored in HDFS and Cassandra which is ingested into the ESP model using the Source 
window and then the n-1 and n-2 values of these sensor readings are computed using the lag function. 

• This is done to be able to detect surge in the sensor equipment.

• SAS® ESP model
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METHODS CONTINUED
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RESULTS

• More than 7000 events were processed in 1 second when connecting to a csv file on the server
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RESULTS CONTINUED
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• Connecting to HDFS also yields similar performance.  However over larger datasets HDFS publisher is far more efficient 
the file system adapter used in the previous example.

• Reading data from Cassandra requires routing through Apache Camel. There may be slight latency involved. However 
reading the same sensor events through Cassandra took around 2 seconds. Most of the additional time was the time it 
took Camel to connect and push data into the ESP model

• The maximum throughput achieved when reading data from Cassandra through Apache Camel was around 9k events 
per second.

CONCLUSIONS

• SAS® Event Stream Processing is vast improvement over available tools today to churn through huge amounts of 
data and sensor events stored in various data sources. 

• With improvements in connectivity ESP is reducing the latency. 

• The connectivity to HDFS and conventional filesystem is already highly efficient. A native adapter to Cassandra can 
be developed to reduce the latency introduced by Camel.



Kishore Konudula

Kavi Global

APPENDIX
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