Predicting Application Review Rating with SAS® Text Miner
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With the wide proliferation of text-based data on the Internet, there is a need for dealing with the information overload. The large amount of online user reviews may present an obstacle to
developers who want to know users’ feedback and potential customers who are interested in applications. Here we employ text analysis provided in SAS® Text Miner to predict the overall

and feature-based ratings for online application reviews. We use examples from Android Market and Apple Store, the real world of online application stores. The findings may aid In

promoting the sales of applications by better satisfying customer demands.
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INTRODUCTION

Recently with the popularity of smart phones and tablet personal computers,
thousands of application developers have flourished. The sale of applications
IS Important for both developers and application. The rating information,
however, Is not iInformative enough for developers to improve the applications.
Developers must also understand the textual content of user reviews. Many
users provide the reasons why they do not like the application, for example,
“Game is awesome! However, needs more levels and lags quite often.” The
developers can improve the application by increasing levels and reducing the
lags. If we only focus on the star rating, no one will know how to improve this
application or why this application is so popular. In order to assist the
developers to more easily find helpful review information to improve the
application, a text mining based method of summarizing online reviews was
iInvestigated.

RESEARCH METHODS

Step 1: Latent features identification in the review data
Step 2: Manual Coding
Step 3: Prediction with SAS® Enterprise Miner
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Figure 1. Research Conceptual Model

DATA COLLECTION

The Android Market and Apple Store and Apple Store offer users a friendly
feedback system to share their opinions and experiences about the
applications. The user review system includes detailled comments and a five-
star user rating system.

To collect review data, we chose Angry Birds, one of the most popular
applications in the Android Market and Apple Store, as our target application.
The total number of user reviews was 953,619 (from Android Market) and
817,913 form Apple Store.
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TEXT MINING WITH SAS® ENTERPRISE MINER

Manual Coding

Two people coded scores of each feature independently based on reviews.
The final result of the scoring Is the average of two independent scoring.
Score 1 and 2 indicate negative scores, 4 and 5 indicate positive scores for
each feature. Score 3 indicates that review does not mention the feature. In
addition, for increasing accuracy of scoring, the two coders discussed and got
consensus on records that have larger difference than the threshold.
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2 Why would vou bother re leasing an update that doesn't support the new phone?

1 What exactly are the developers doing? The biggest game on the iPhone and still no support for the Phone 3.

3 I don't have the iPhone 3 so ... But I just downloaded the new update and it made the whole game very low quality so I don't
3 The new bad piggies update ust came outfor Angry Birds! [ was exited! Until [ updated it and it toteld my graphics! Fix it!
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Figure 3. Examples of Scored Dataset
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Figure 4. Prediction Model

SAS® Enterprise Miner is used to set up a text analysis project. The

software component gives flexibility in terms of setup and storage so
that you can identify the location of the project and the corresponding
data sets.

RESULTS AND DISCUSSION

Application Related Positive Frequency Related Negative Frequency
Features words words
Entertainment love 49 awful 4
great 16
Quality mighty 5 bad 31
terrible 21
Performance late 3
sad 4
Interface amazing 2 annoying 4
difficult 2

Table 1. Results Summarization of Text Mining Analysis

Figure 5a to 5d separately show the terms related to Game
(Entertainment Feature), Graphics (Quality Feature), Update
(Performance Feature) and Advertisement (Interface Feature). Figure
5e Is the terms related to the game Angry Birds.
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Figure 5d. Terms Related to Advertisement Figure 5e. Terms Related to Angry Bird

Figure 6 shows the result of prediction model for overall rating using a
linear regression model. SAS® Enterprise Miner analyzed reviews
using a text mining method. Using the result of the text mining, our

linear regression model predicts the overall rating of the review.
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Figure 6. Performance of Prediction Model
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CONCLUSION

In this paper, we examined a previously ignored yet important research
guestion concerning the online user reviews: How can we enhance the
communication between application developers and users? We addressed
this question by investigating a text mining based method for mining and
summarizing the users’ opinions about the applications, which are
contained in the online reviews. This study examined how to identify the
critical information contained in the online reviews by employing text
mining method. The major contribution of this study Is to add to
understanding on how to identify the features users most frequently
mentioned In the reviews and the corresponding sentiment towards these
features. This study also has significant implications for website designers
In that it can guide them In designing multi-dimensional rating mechanisms
that may satisfy users’ diversified demands.
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