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ABSTRACT 

As many Universities face the constraints of declining enrollment demographics, pressure from 
state governments for increased student success, as well as declining revenues, the costs of 
utilizing anecdotal  evidence and intuition based on ‘gut’ feelings to make time and resource 
allocation decisions become significant. However, grasping advanced statistical methods and 
analytics for data driven decision making can be overwhelming to some staff making buy in 
difficult. This paper describes how we are using SAS® Enterprise Miner to develop a model to 
score university students based on their probability of enrollment and retention early in the 
enrollment funnel so that staff and administrators can work to recruit students that not only have 
an average or better chance of enrolling but also succeeding once they enroll. Incorporating 
these results into SAS® EBI will allow us to deliver easy-to-understand results to university 
personnel.  

 

INTRODUCTION 

As many Universities face the constraints of declining enrollment demographics, pressure from 
state governments for increased student success, as well as declining revenues, the costs of 
utilizing anecdotal  evidence and intuition based on ‘gut’ feelings to make time and resource 
allocation decisions become significant. Each year at WKU less than 50% of admitted students 
actually enroll. Of those that enroll, only 75% retain after 1 year. One way to improve retention 
may be to have more stringent admissions standards that admit only students with the highest 
probability of graduation.  However, social costs and competitive pressures make this solution 
nearly impractical. With a limited budget and other resource constraints, how can you best 
utilize your resources to recruit students that have an average or better chance of enrolling that 
also have the best chance of succeeding once they enroll? 

 

ISSUES TO ADDRESS 

 In higher education, students’ enrollment decisions are often visualized in terms of an 
enrollment funnel.  
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Conversion is the percentage applicants that are admitted. Yield is the percentage of admits 
that actually enroll.  As previously mentioned, our yield rate is only about 50%. Less than 75% 
of our yielding students are still enrolled one year later and only about 50% actually graduate.  
Previously at WKU we have utilized data at the 5th week of enrollment and SAS®  Enterprise 
Miner  to identify students at risk, and have delivered these analytics to decision makers using 
SAS® EBI.  (Bogard, James, Helbig & Huff, 2012). However, until now, we have not developed 
analytical tools to address admissions and enrollment. 

The first point in the enrollment funnel for which we have sufficient data populated in our data 
warehouse related to student characteristics is at the applicant stage. The question becomes, 
are there opportunities at the applicant stage to improve our yield, implement cost savings, and 
shape our freshmen class to maximize retention? Is there a way of knowing which applicants 
are most likely to enroll and succeed?  

A challenge we face with applicant data is that it is transactional and accumulates over time. We 
don’t have all of the applicants for the entire cohort until almost the start of term. However, by 
February we typically have as much as 80% of our applicant data. It is also important to 
emphasize the transactional nature of the data implies that variable values that appear on the 
application in February may change by the start of term. (admissions decisions, flags for 
financial aid awards, etc. are applied as the applications are processed by various offices 
across campus at different times). Without snapped data files that are warehoused for each 
point in time, important information can be overwritten. In 2008 we began warehousing our 
applicant files on a weekly basis. This is valuable because it enables us to build a model based 
on historical data actually available in February (or any point in time) as opposed to the data 
that’s housed in our live warehouse files (which for past years would reflect the latest instance 
of that record). February seems like a great starting point for model development because it is 
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early enough in the recruiting season to still influence applied and admitted students’ decision to 
enroll.  

MODELING STUDENT ENROLLMENT AND PERSISTENCE:  METHODS FROM THE 
LITERATURE 

The vast majority of the literature related to the empirical estimation of retention models includes 
a discussion of the theoretical retention framework established by authors such as Bean (1980), 
Braxton (2000), Braxton, Hirschy, & McClendon (2004), Chapman & Pascarella (1983), 
Pascarella &Terenzini (1978) and Tinto (1975).  Most empirical models have utilized some form 
of logistic regression to predict retention (Herzog, 2005; Miller, 2007; Miller and Herried,2008; 
Ronco and Cahill, 2006; Stratton et al 2008; Dey and Astin, 1993). Most empirical models for 
the decision to enroll are also based on logistic regression.(Goenner and 
Pauls,2006;DesJardins,2002;Curs and Singell,2002;Thomas, Dawes, & Reznik,2001;. Bruggink  
and Gambhir,1996).  Literature indicates that data mining or algorithmic approaches to 
prediction can provide superior results vis-à-vis traditional statistical modeling approaches 
(Delen, Walker, & Kadam, 2004; Delen, Sharda, & Kumar, 2007; Kiang, 2003; Li, Nsofor, & 
Song, 2009). Because we are interested in making accurate predictions for decision support, as 
opposed to obtaining specific parameter estimates to make inferences, algorithmic approaches 
are preferred if they outperform traditional approaches of statistical inference in terms of 
predictive accuracy and generalization error (Brieman,2001).  Previously at WKU we utilized 
algorithmic approaches to predict student retention at the 5th week using a decision tree 
implemented in SAS Enterprise Miner® (Bogard, James, Helbig & Huff, 2012). 
	
  
DATA AND METHODS 

Decision to Enroll Model 

Starting in the fall of 2008 we began warehousing our applicant data files on a weekly basis. 
These weekly data snaps have provided a rich data source for decision support and predictive 
modeling. Utilizing data from the first applicant snapshot in February for 2009-2010 fall 
applicants we developed a model for student enrollment using a decision tree.  Ultimately our 
goal was to strike a balance between developing powerful analytics that would ultimately be 
acceptable and interpretable to our end users. Decision trees provide a very clear picture of the 
relationships between variables and the target. Our end-users typically are not interested in 
interpreting regression co-efficeints or odds ratios associated with methods like logistic 
regression. We implemented our decision trees using SAS® Enterprise Miner, with optimization 
based on average square error, limiting leaf size to 50 and the number of rules to 3 to improve 
interpretation.  

Retention Model 

With regard to retention, our concern was more with predictive accuracy than model clarity 
because in our previous work we have already characterized the determinants of retention using 
decision trees (Bogard, James, Helbig & Huff, 2012). In this endeavor, we compared the results 
of four different algorithms using SAS® Enterprise Miner. 
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Neural Networks 
 
SAS® Enterprise Miner’s default settings for a multilayer perceptron architecture were utilized. 
Neural networks are complex nonlinear models composted of multiple hidden layers. Multilayer 
perceptrons can be thought of as a weighted average of logits (Kennedy, 2003). 
 
Decision Trees 
 
The decision tree algorithm we implemented (using SAS® Enterprise Miner’s - similar to CART 
and CHAID) searches through the input space and finds values of the input variables (split 
values) that maximize the differences in the target value between groups created by the split. 
The final model is characterized by the split values for each explanatory variable and creates a 
set of rules for classifying new cases. 
 
Gradient Boosting 
 
The gradient boosting algorithm used by SAS® Enterprise Miner is based on the stochastic 
gradient boosting algorithm developed by Freidman (Friedman,2001).  Boosting algorithms are 
ensemble methods that make predictions based on the average results of a series of weak 
learners. Gradient boosting involves fitting a series of trees, with each successive tree being fit 
to a resampled training set that is weighted according to the classification accuracy of the 
previously fit tree. The original training data is resampled several times and the combined series 
of trees form a single predictive model.  This differs from other ensemble methods using trees, 
such as random forests. Random forests are a modified type of bootstrap aggregation or 
bagging estimator (Freidman et al,2009). With random forests, we get a predictor that is an 
average of a series of trees grown on a bootstrap sample of the training data with only a random 
subset of the available inputs from the training data used to fit each tree (De Ville, 2006).  SAS® 
Enterprise Miner does not have an implementation of Random forests, however gradient 
boosting can perform similarly to random forests and boosting may tend to dominate bagging 
methods on most problems. (Freidman et al,2009). 

Double Scoring 

The models are implemented in SAS® Enterprise Miner as follows. First we fit the model for the 
decision to enroll and score our ‘new student applicant’ data set for probability of enrollment. 
Next we fit the models for retention based only on the data available at the time of application. 
The best models are chosen from each stage and new applicants are scored using both 
models.  

Model Performance 

Models were compared based on the area under the ROC curve. This area is equivalent to the 
probability that our model will correctly rank a randomly chosen training example that chooses 
to enroll (or retain in the case of our retention model) higher than a randomly chosen example 
that does not enroll (or does not retain). Alternatively the ROC curve can be interpreted to 
measure the tradeoff between true positives and false positives (Provost,1998). This method is 
used increasingly in the machine learning community and is preferred over other measures of fit 
like precision or the F1-Score because it evaluates model performance across all considered 

Business Intelligence ApplicationsSAS Global Forum 2013

 
 



	
   	
   5 
	
  

cutoff values vs. an arbitrarily chosen cutoff (Caruana and Niculescu-Mizil,2006). This is 
important to us because we are not interested in identifying a single cutoff to make a 
classification. We are interested in the entire distribution of predicted probabilities, and want to 
create a score card that steps across the distribution and groups students into relative 
categories related to their respective probabilities of enrolling and retaining.  

Figure 1 - SAS® Enterprise Miner Process Flow  

 

 

 

 

RESULTS 

You can find the results in terms of model performance based on various cutoffs  below.  

Enrollment Model Results  
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Retention Model Results 

Model	
   Cutoff	
   Precision	
   Recall	
  
F1-­‐

Score	
  
ROC	
  

Decision	
  Tree	
   0.74	
   0.83	
   0.68	
   0.75	
   0.675	
  

Neural	
  Network	
   0.74	
   0.75	
   0.78	
   0.76	
   0.6	
  
Gradient	
  Boosting	
   0.74	
   0.83	
   0.62	
   0.71	
   0.698	
  

 

Based on these results the best algorithm for predicting retention utilizing the area under the 
ROC curve is gradient boosting. We would like this metric to be higher, but the true test of our 
model will be its ability to let us segregate our student populations based on their probabilities 
and improve the efficiency of resource allocation. An imperfect model may still outperform 
adhoc guesses based on gut feelings. After scoring students with each of these models, we 
developed a scorecard that segments them by risk category. For enrollment predictions, 
students were classified into four categories: Least Likely, Unlikely, Average, and Most Likely. 
For retention, students were classified (from most likely to drop out to least likely) into four 
different categories: Double Red, Red, Yellow, Green. Based on actual historical enrollment and 
retention data, it turns out that these classifications do a good job discriminating between the 
groups of students. 

 

 

MODEL IMPLEMENTATION 

After deriving the models and scoring students, recruitment efforts can then be prioritized based 
on each student’s likelihood of enrolling and retaining. For instance, we may want to reduce the 
amount of resources expended on recruiting the students highlighted in red below and 
concentrate efforts on those students depicted in green for which we can make the greatest 
marginal difference in terms of enrollment and retention. A unique strategy can be tailored for 
each type of student classified into each cell based on the model results. 
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THE POWER OF BUSINESS INTELLIGENCE 

Using the score code generated by SAS® Enterprise Miner, these analytics can be incorporated 
into the SAS® EBI production environment via an ETL process in SAS® Data Integration Studio 
(see Bogard, James, Helbig & Huff, 2012) . This will allow administrators, faculty, and 
professional staff at the institution to easily incorporate advanced analytics into their recruitment 
and retention strategies on a regular basis, without having to rely on manually generated lists of 
at-risk students, or less precise ad hoc reports generated solely on the basis of intuition. 
Previously WKU has implemented an online decision support system using SAS® EBI that 
includes flexible drill down reporting and dashboards incorporating analytics for student 
retention (for currently enrolled students). Figure 2 is a snapshot displaying student applicants 
by county of origin currently accessible to University personnel through our Decision Support 
System implemented using SAS® EBI.  As depicted in figure 3, with the new analytics 
presented in this paper, university personnel can identify applicants at risk for not retaining on a 
county by county basis (or whatever criteria meets their needs). In addition they will also be able 
to assess the probability of enrollment based on the indicators mentioned above. 

To dynamically implement the program generator and score code into the SAS® EBI production 
environment, an ETL will be created in SAS® Data Integration Studio including both 
components.  This ETL will be submitted in batch every Monday morning before the open of 
business allowing the updated list of students to be scored for the week.  The SAS® data set 
generated by the ETL can then be used to create an OLAP cube with student level information.  
This OLAP cube consists of variables necessary for the statistical model and other demographic 
and academic variables useful to the WKU user community.   
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  Figure 2: Applicant Report in SAS® EBI 

  

 

DRILL-THROUGH TO DETAIL 

While many of the end users may not fully appreciate the complexity of the models used to drive 
the analytics employed, they find that the to drill-through to detail capability made possible with 
SAS® OLAP to be one of the most powerful aspects of our system. This capability dramatically 
expands the utility of our deployed models. Instead of requiring staff in the Office of Institutional 
Research to send multiple reports via hardcopy, pdf, or email, end users can create custom 
reports with the exact variables, analytics, and level (hierarchy) of details that they require. They 
can also export the final report to excel, word, or get the raw data in a csv file.  
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Figure 3: Incorporation of Analytics and Drill-Through to Detail Table 

 

 

 

CONCLUSION 

With WKU’s increased focus on retention, in the fall of 2011 we implemented a Student Attrition 
Risk Analysis tool using models developed in SAS® Enterprise Miner and implemented in 
SAS® EBI. This project is the next step of our ongoing mission to deliver advanced analytics 

Business Intelligence ApplicationsSAS Global Forum 2013

 
 



	
   	
  10 
	
  

and business intelligence to a wide community of faculty and staff. The automated delivery 
made possible with SAS® EBI saves a tremendous amount of resources that otherwise would 
have been tied up in more manual and error prone reporting efforts. This enables us to focus 
more resources to developing more advanced analytics applications for our end-users.       
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