
1 

Paper 366-2012 

Logging 101: Leveraging the SAS Enhanced Logging Facility 

Margaret Crevar, SAS Institute Inc., Cary, NC, USA 

Tony Brown, SAS Institute Inc., Dallas, TX USA 

 

ABSTRACT   

Logging and auditing are two of the most important aspects of security and utilization management for system 
administrators. SAS 9 contains an enhanced logging and auditing facility that provides the ability to better capture 
individual SAS job and workload utilization and performance. While applications such as SAS Management Console 
provide administrators with the ability to dynamically change logging levels and view log output, SAS programmers 
can take advantage of logging features using SAS 4GL language statements. This paper presents an overview of the 
enhanced logging facility in association with SAS Business Intelligence applications and independent ad hoc and 
batch jobs. 

INTRODUCTION  

Administrators are being asked to keep track of SAS applications, sometimes down to the usage of specific SAS data 
files, for auditing purposes. These audits feed security, utilization, and capacity management activities, all of which 
are required to support expanding hardware justifications for overloaded systems. In addition, compliance with 
industry regulations and governance standards requires submission of detailed and provable audit reports. SAS and 
IT administrators are looking for better ways to perform these tasks for SAS implementations, and the SAS enhanced 
logging facility is very helpful.   

During this presentation, we will discuss how the enhanced logging facility and the SAS Audit, Performance and 
Measurement package can supply you with critical information about your SAS Intelligence Platform applications. We 
will then show you how this same information can be gathered for all your ad hoc and batch independent SAS user 
tasks that are not submitted via the SAS Enterprise BI infrastructure. Lastly, we will illustrate how you can integrate 
this information with hardware monitor output to support capacity planning and performance evaluation for the 
computer hardware supporting your SAS applications.   

Bottom line: SAS provides an expanded set of tools that administrators can use to collect (log) information about 
system behavior, and SAS provides tools and guidelines that administrators can use to review and analyze the 
collected information. Administrators should review the level of log information that they need to collect and retain—
because you cannot analyze information that is not there.  

Previously written documents provide the SAS code for creating many of the examples shown in this paper. We will 
not repeat that information in this paper. Also, the SAS Global Forum 2012 presentation will include additional 
examples of reports that can be produced using the techniques discussed in this paper. 

SOME BACKGROUND INFORMATION 

Before addressing the gathering of log and performance data, it is helpful to first understand the SAS enhanced 
logging facility and the SAS Audit, Performance and Measurement (APM) package.   

Beginning with SAS 9.2, a new, enhanced logging facility was incorporated into Base SAS. This facility provides the 
ability to finely tune the capturing of log and audit information about SAS activity. Since the captured data is stored in 
external files, SAS programmers can use SAS 4GL language statements in custom-coded programs to report on this 
data. 

The enhanced logging features classify messages according to audit, performance, administration, and application 
namespaces, as well as by diagnostic levels such as trace, information, error, warning, and fatal. SAS and IT 
administrators now have the power and flexibility to classify these messages according to a well-defined location. In 
addition, administrators can dynamically enable—and change—diagnostic logging levels without stopping and 
restarting SAS processes. The logging facility contains a suite of predefined patterns that can be used to customize 
the output format for diagnostic messages. Through the use of appenders, administrators can direct messages to 
customized output destinations such as the Windows Event Viewer, UNIX system logs, the z/OS system logger, or an  
operator’s console. In addition, messages can be directed to an external database for real-time analysis of enterprise 
activity or to perform historical analyses on audit, performance, or diagnostic events. See the paper SAS 9.2 
Enhanced Logging Facilities for more details. 
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The SAS Audit, Performance and Measurement package acquires the data collected by the enhanced logging facility 
and uses it to create predefined sample reports that can help SAS and IT administrators understand how SAS is 
being used on their various computer hardware systems. Reports such as Most Heavily Used Datasets/Directories, 
Top 10 Reports/OLAP Cubes/Users, and SAS PROC Usage are just examples of the types of reporting that can be 
done. This information can easily be expanded to cover the complete set of computer resources being used by SAS. 
The information can even be used as input to internal chargeback systems. See the paper “Understanding the Audit 
and Performance Management Artifact Usage and Performance” for more details. 

GATHERING DATA FROM SAS ENTERPRISE BI APPLICATIONS  

The use of SAS Enterprise Guide as a front-end SAS reporting and analysis tool has empowered end users to 
implement sophisticated reporting, analytics, and data manipulation with a minimum of programming, using re-usable 
application code modules. Because the SAS Enterprise Guide interface can connect to established, pooled, back-end 
SAS sessions that have been started by a general SAS user ID, it became difficult to parse individual user activity 
and consumption. Early implementations of SAS shared metadata deployments did not provide information that 
distinguished individual users or processes. For example, it was not possible to identify which users or processes 
consumed the most hardware resources, which SAS data files were being accessed most frequently, and who read 
or updated a particular SAS data file.      

The SAS Audit, Performance and Measurement package can gather log records and collate the information 
associated with specific individuals and processes. A sample Web application included with the SAS Audit,  
Performance and Measurement package reports on the SAS Enterprise BI content (such as reports, data, and 
projects) that are accessed by individual SAS Enterprise Guide processes. It also reports on the resulting computer 
resource consumption. These reports are available from the lower right panel of the sample interface, as shown in 
Figure 1.  

ge  

Figure 1. The SAS Audit, Performance and Measurement Package with the Usage Reports Highlighted 
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Audit and performance reporting, which is generally scheduled to run as a nightly batch operation, extracts 
information from the various log files, appends the new day’s data to the package’s reporting data sets, and 
generates new reports for SAS and IT administrators to review during the next business day. The package is 
designed to be extensible. Organizations can easily add new customized reports to the nightly batch processing 
system. 

In addition to performing general usage reporting on data collected from the back-end SAS servers, the SAS Audit,  
Performance and Measurement package collects and reports data from the SAS Metadata Server and Web 
application servers. As a result, you can obtain a complete picture of all the SAS Enterprise BI components in your 
deployment. With this additional data, information about changes to metadata security can now be collected. The 
metadata security audit information allows organizations to track security changes made to the various objects stored 
in the SAS metadata repository. For information about producing these reports, see the paper “Extending the 
Metadata Security Audit Reporting Capabilities of the Audit, Performance and Measurement package.”   

  

 

Figure 2. List of SAS Data Files Registered in the SAS Metadata Repository 

With SAS 9.3, additional data collection and reports are provided on the Web Application servers that are run in 
conjunction with SAS Enterprise BI applications. In addition, more reports were added to the SAS Audit,  
Performance and Measurement package. 
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Figure 3. SAS 9.3 Additions to the SAS Audit, Performance and Measurement Package 

Along with the report features of the SAS Audit, Performance and Measurement package, the SAS enhanced logging 
facility enables SAS and IT administrators to interact with the Windows Event Viewer, UNIX system logs, the z/OS 
system logger, third-party monitors, or the operator’s console. Through these mechanisms, tracking thresholds can 
be set so that administrators are alerted when a computer resource is about to exceed its capacity or a crucial SAS 
server has become inactive.   

SOME CASE STUDY EXAMPLES 

The following are examples of key areas to monitor for SAS:  

 IT administrators should monitor available disk space in the SAS WORK file system (Windows folder or 
UNIX directory) where the SAS WORK files are assigned. If this file system becomes full or unavailable, 
then all SAS sessions will terminate and no new SAS sessions can start until space is made available on the 
file system. Pre-assigned thresholds (for example, reaching 85% full) should be triggered for monitoring and 
management. Poor performance of SAS jobs has been exhibited when underlying file systems approach this 
capacity. In addition to affecting performance, the overhead of reading from and writing to highly utilized 
SAS WORK file systems with large I/O sizes can, in rare instances, cause SAS sessions to behave 
abnormally—anything from SAS servers failing to SAS jobs terminating prematurely. 

 Another item to monitor is the SAS Metadata Server. If the SAS session that contains the metadata server 
instance becomes unresponsive or terminates, then all SAS Enterprise BI applications that are associated 
with the server will become unavailable. Monitoring this SAS session is important. The following example 
from HP’s OpenView application reports an ALERT from an inactive SAS Metadata Server to inform the 
appropriate IT staff member on call that it has failed.   
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Figure 4. HP OpenView Operations Console with Signal from SAS Metadata Server 

The preceding examples show how SAS and IT administrators can monitor and manage SAS Enterprise BI 
applications. However, how can you monitor ad hoc and batch processes that are submitted by SAS users from 
outside the SAS Enterprise BI facility?   

GATHERING DATA FROM SAS BATCH JOBS 

The types of information described in the preceding sections can also be gathered from applications other than SAS 
Enterprise BI applications, such as ad hoc and batch processes. However, the collection of information from these 
processes requires that the logging facility be turned on globally for all SAS processes. This can be done by placing 
the appropriate SAS commands in a global AUTOEXEC.SAS file that is used by all SAS sessions. You simply add 
the logging facility autocall macros to the top of the ad hoc or batch SAS program code for each job. The 
MAUTOSOURCE system option must be set and the %LOG4SAS autocall macro must be invoked before any other 
logging facility autocall macros are invoked. Note that the MAUTOSOURCE system option is set by default. Placing 
this autocall macro within the job automatically creates the appropriate logging information.   

If you want to track independent users separately from SAS Enterprise BI users, you can collect this information in a 
separate location. Given the power-user nature of independent ad hoc and batch jobs, it has been our experience 
that these jobs tend to use more computer resources than jobs submitted via SAS Enterprise Guide. A better 
understanding of this heavy component, including the number of processes executed (especially the unpredictable ad 
hoc ones) and their resource consumption, is crucial to capacity and performance management. Because the ad hoc 
job set can quickly grow out of control, in some cases it is important to identify individual users so that you can 
establish limits and curbs if needed.  

Power-user, ad hoc, and batch jobs can overwhelm system resources and thereby affect SAS Enterprise BI 
applications, which tend to be more predictable in usage. Monitoring these jobs separately enables you to either 
institute appropriate resource constraints or provide additional resources where they are valued most.    

GATHERING DATA FROM HARDWARE MONITORS 

If you are looking to use the information in the preceding examples to gain a better understanding of utilization, 
capacity, and application performance, then additional information needs to be gathered from the computer system. 
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To obtain a complete picture of what is running on your computer, you need to see what is happening from the 
computer system’s perspective. This information can be derived easily from operating system hardware monitor tools. 
For example, Performance Monitor (PerfMon) from Microsoft creates a .cvs file, and nmon from IBM has an analyzer 
that produces Excel spreadsheets. Both of these file formats are easily read into SAS data files.   

SAS can also read data from iostat, vmstat, sar, mpstat, and other standard OS-provided kernel collectors to create 
SAS data files for all other operating systems.    

All of these collectors include time stamps in the data. These time stamps make it easy to graph computer resource 
usage over time and identify “hotspots” within the computer resources. 

All of these collectors can be scheduled to run for the duration (generally 24 hours), collecting data at the interval 
(generally every 5 minutes) that best matches the length of your average SAS session. This information can be 
analyzed periodically (every month or so) to determine if SAS application usage has increased and if the computer 
resources still have enough headroom to support this growth. 

Here is an example of a graph produced with SAS using data from one of these hardware monitor data resources. 

 

Figure 5. Graph of Average Service Times for Read Transfers from iostat  

The preceding example includes a superimposed line that indicates the device maximum service time in milliseconds 
(30) that we feel should not be exceeded in a sustained fashion. As you can see, the maximum service time was 
exceeded many times during this short collection time. Because this particular collection was for a very short SAS job 
exhibiting I/O issues, the short collection period is relevant. For a longer job, we would need to expand the interval. 
Given the reported device service times, additional monitors must be examined to help determine why maximum 
service times are being exceeded. 

MARRYING ALL THE DATA TOGETHER 

Now that you have gathered all of the information about how SAS is being used, along with data from the various 
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computer systems on which SAS is run, what can you do with this data? Here are some examples:  

 Peak Load Periods: You can use the data management facilities within SAS to determine what was 
happening on your computer resources during peak load times. Generally, peak load times are those 
periods of time during which application users say that it takes longer for a typical SAS job to finish. Using 
data from the hardware monitor, you can determine if computer resources are consistently running close to 
capacity for long periods of time. Having the ability to query the list of SAS jobs running each day during 
these peak load periods will help you determine next steps. 

 Sluggish SAS Performance: This can be determined by running a report that compares the real time of 
various SAS tasks to the combined user and system CPU times. If the delta between these is high (20% or 
higher), you can match the time stamps in the data gathered from SAS with time stamps in the data from 
your hardware monitors to see if any computer resources are exhibiting a bottleneck. Please note that there 
are times when a large delta between real time and combined user and system CPU times is expected. For 
example, this is expected when you use the SQL procedure to extract data from an external relational 
database (RDBMS). SAS does not accrue CPU time for the processing done by the RDBMS; it only accrues 
real time. Therefore, if the SQL statements that you have pushed into the RDBMS require it to do a lot of 
processing before returning the data to SAS, the real time will be significantly higher than the combined CPU 
time. 

 Excessive use of External Data Sources: One of the SAS Audit, Performance and Measurement reports lists 
the SAS data files that are accessed most frequently by your SAS applications. If the report shows that 
these SAS data files are links to external RDBMS tables, you can work with the users of these SAS 
applications to determine how often they pull data from the external RBDMSs. In some customer cases, we 
have determined that the same 100+ GB of data from an external RBDMS is pulled multiple times each day 
by one or more SAS users. In one of these cases, we worked with the customer to create a local SAS data 
mart of this data each night on the back-end SAS compute server to avoid network bottlenecks during the 
business day. 

 Exceeding Computer Resource Thresholds: In the various papers on SAS performance monitoring that have 
been presented at previous SAS Global Forums, lists of general thresholds have been provided that can be 
used as guidelines to determine if your computer resources are at or above capacity.   

FOR WINDOWS, WE ARE FREQUENTLY SEEING ISSUES WITH REAL MEMORY 
BECOMING EXHAUSTED DURING SAS WORKLOADS.  WHEN THIS HAPPENS THE SAS 
JOBS PERFORMANCE BEGINS TO STALL.  THERE ARE SEVERAL HOT FIXES THAT 
NEED TO BE INSTALLED TO RESOLVE THIS ISSUE AND THESE ARE LISTED IN THE 
CONFIGURATION AND TUNING GUIDELINES FOR SAS® 9 IN MICROSOFT WINDOWS 
SERVER 2008 PAPER. THIS IS AN EASY FIX THAT TENDS TO SHOW IMMEDIATE 
RESULTS.CONCLUSION   

Very useful capacity, utilization, and performance information can be uncovered and acted upon through the use of 
the SAS enhanced logging facility and the SAS Audit, Performance and Measurement package. Combining the data 
collected from these tools with the hardware monitor data from your computer system completes the package.   

Some additional items of interest include the following: 

 On Windows systems, many SAS users experience the exhaustion of real memory during the processing of 
SAS workloads. When this occurs, the SAS jobs and the entire Windows server become very slow. Several 
hot fixes need to be installed to resolve this issue. These are listed in the paper Configuration and Tuning 
Guidelines for SAS® 9 in Microsoft Windows Server 2008. The fixes are easy to implement and generally 
resolve most issues with the performance of SAS on Windows. 

 On AIX systems, quite a few AIX kernel parameters need to be set to ensure the best performance of SAS. 
All of these are settings are documented on the IBM Web site at http://www-
03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP101529. 

 If the capacity planning aspect of this paper is of interest to you, please note that SAS has a pre-built 
solution—SAS IT Resource Management—that does capacity planning for you.  
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