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ABSTRACT 
Market Basket Analysis is a popular data mining tool that can be used to search through data to find patterns 
of co-occurrence among objects. It is an algorithmic process that generates business rules and several 
metrics for each business rule such as support, confidence and lift that help researchers identify “interesting” 
patterns. Although useful, these popular metrics do not incorporate traditional significance testing. This paper 
describes how to easily add a well-known statistical significance test, the Pearson’s Chi Squared statistic, to 
the existing output generated by SAS® Enterprise Miner’s Association Node. The addition of this significance 
test enhances the ability of data analysts to make better decisions about which business rules are likely to be 
more useful. 

INTRODUCTION 
Market Basket Analysis (MBA) or association discovery is accomplished in SAS Enterprise Miner via the 
Association Node which is located under the explore tab.  This node’s implementation follows industry and 
academic standards by outputting well-known metrics described below.  These metrics are used to evaluate 
the quality and impact of discovered patterns that are often used as business rules. However, these metrics 
do not include traditional statistical testing. 

After a brief introduction to core concepts of MBA, this paper will use example data from Enterprise Miner to 
provide details on configuring and using the Association Node.  Then, the paper will introduce the Chi-
Squared statistic and describe how to use a SAS Utility node to add the Chi-Squared statistic and its p-value 
to the output generated by the Association Node. 

MARKET BASKET ANALYSIS 
Although Market Basket Analysis (MBA) has been extended into areas such as loss-leader analysis and 
fraud detection, and into industries such as telecommunications and healthcare [5, 6], MBA has been and 
continues to be a popular practice in retail settings where researchers are interested in discovering patterns 
of customer purchasing behavior. 

A typical MBA scenario involves items for sale at a grocery store.  For example, by considering the 
purchases of shoppers, or the contents of their market baskets, researchers may be able to discover patterns 
of particular items occurring together much more frequently than expected.  If we are interested in soda and 
popcorn, and in particular if the presence of soda increases the likelihood that popcorn is also present, we 
might discover that 10% of all transactions include Soda and Popcorn.  We may also learn that of all the 
transactions that include Soda, Popcorn is present 30% of the time.  Finally, if we only expect Popcorn to be 
present in 20% of all transactions, then the association rule “Soda => Popcorn” appears to be an interesting 
rule. The presence of Soda is associated with an increased likelihood that Popcorn is also present. 

SAS Enterprise Miner (EM) includes the Sampsio library that in turn contains a dataset named Assocs.  In 
this fictitious scenario there are 1,001 customers who each purchased 7 items out of a possible 20 items.  In 
association analysis, only the presence of the item type is needed, not the quantity.  Purchasing one avocado 
or five is equivalent in the sense that each results in a single “avocado” record.  Table 1 shows a selection of 
customers and their purchases, or items. 

 
Items purchased by two example customers 

  
       
 

Customer 
 

Items Purchased 
          

 
742 

 
herring, corned beef, apples, olives, steak, sardines, cracker 

 
743 

 
baguette, soda, herring, cracker, heineken, olives, apples 

       Table 1           
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ASSOCIATION NODE 
To use the SAS EM Association Node, the data must be organized in a “transactional” structure.  If we 
consider the purchases in Table 1, every customer/item combination becomes a “transaction” row in the 
dataset to be analyzed.  If we consider the purchases of the two customers in Table 1, Figure 1 shows the 
purchasing data transformed into a transaction structure.  Note that a TIME variable is present in the 
Sampsio.Assocs data.  Time information is needed in Sequence Analysis, but time data is ignored in 
association analysis.  If it is present, the time variable role needs to be set to rejected for performing MBA. 

 

 
Figure 1. “Basket” contents for customers 742 
and 743 from the Assocs transaction table. 

 
Note that if your source data is not in a transactional structure, PROC TRANSPOSE may be used to convert 
“wide” data to “narrow” data. 

To use the Association Node for association analysis, the data must have two variables set to specific roles: 

1. An ID variable such as customer ID must have the role of ID  

2. An item or product variable must have the role of TARGET 

Additionally, the dataset role must be set to TRANSACTION in the data creation step.  Figure 2 shows a 
typical layout flow in EM for performing MBA. 

 

 
Figure 2. SAS EM diagram flow for association 
analysis. 

 
MBA generates rules in the form of A ==> B, where A is called the antecedent or left hand side, and B is 
called the consequent or right hand side.  Typically these rules are generated by counting combinations of 
instances of “A and B” that are present in the data. Examples of rules are Olives ==> Herring  (2 items), Coke 
& Chicken & Avocados ==> Ice Cream (4 items), and Peppers & Avocado ==> Sardines & Baguette (4 
items).  Before running the Association Node, several properties of the node can be configured to customize 
the rule search and to manage the rule results. 

The Maximum Items property specifies the number of items to consider for rule generation.  With large 
datasets and/or higher Maximum Items, the search space for rules is exceedingly and sometimes 
prohibitively large.  For example, suppose we are considering a collection of 10,000 items and looking only 
for rules containing two items in the left-hand-side and 1 item in the right-hand-side. Even under such 
restrictive rule conditions, there are approximately 1,000,000,000,000 such rules [2]. 
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Minimum Support and Minimum Confidence (defined below) are used to constrain the potential number of 
rules generated by screening out those that don’t meet minimum benchmarks.  Similarly, Rules to Keep 
allows you to directly limit the number of rules returned.  Finally, Sort Criterion allows you to specify which 
metric is used to order the resulting rules.  Figure 3 shows the property settings of the Association node used 
in this paper’s example. 

 

 
Figure 3. Association Node properties 
used in this paper’s example output. 

 

MBA METRICS 
MBA analysis often produces very large numbers of rules, especially when many items are involved.  We’ve 
seen how setting constraints can help manage useful rules generation, but even then there can be hundreds 
or thousands of rules that meet user specified screening criteria.   Once the rules are generated and an 
analyst is faced with gleaning important and actionable information, there is no single-best way to decide 
which rules are the “interesting” rules.  Many approaches have been suggested and investigated [3, 8, 9], 
including a chi-square test for independence, but SAS EM outputs some of the most widely reported MBA 
metrics: Support, Confidence, Expected Confidence, and Lift.  

Consider the rule A ==> B.  Support for the rule is the joint probability that both items are in a basket.  It 
answers the question what percent of baskets contain A and B?  Confidence is the conditional probability that 
B is in the basket given that A is present.  Expected Confidence is simply the probability that B is in a basket.  
Lift is the confidence divided by the expected confidence.  It’s the ratio of the likelihood of B being in a basket 
with A to the likelihood of B being in any basket.  Figure 4 shows sample output from the Association Node.  

 

 
Figure 4. Association Node output showing common MBA metrics for the first 5 of 
200 rules. 

 
Which are the best rules?  Traditionally, support and confidence have been used to identify important rules, 
but “the most popular objective measure of interestingness is lift” [9].  When lift is greater than 1, A is said to 
“lift” the presence of B above what we would expect to see.  But can we be sure that the rules, even the rules 
with lift > 1, are statistically significant?  One experimental study showed even with minimum support and 
confidence constraints in place, up to 30% of the generated rules were statistically insignificant [4].  Adding a 
significance test for each rule would provide an additional criterion for judging rule importance.  A test can 
also be used to prune rules with lift > 1 by setting aside those that are not statistically significant. 
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CHI SQUARE STATISTIC 
Karl Pearson developed the Chi-squared test in 1900 [7].  For the rule A ==> B, the chi-squared test for 
independence evaluates the null hypothesis that the presence or absence of B is not related to the presence 
or absence of A.  The test is based upon a 2 x 2 contingency table comprised of the cross-tab frequencies of 
A and B.  Although SAS EM does not generate these counts for us to use, [1] derived the chi-squared 
statistic from the core MBA metrics, which SAS EM does provide (as seen in Figure 4).  Figure 5 shows the 
equation. 

 
 

 
 
Figure 5. Formula for chi-squared statistic derived from 
association analysis metrics [1]. 

 
By adding a SAS Code utility node to the existing diagram (Figure 6) and using the code listed in the 
appendix, you can easily append the statistic to the Association Output node. 

 

 
Figure 6. SAS EM diagram flow for association analysis. 

 
In this example based on the Sampsio library and Assocs data, 27 rules with lift > 1 are not statistically 
significant (alpha = .05).  (The results are stored in a temporary work table, but the provided code in the 
appendix contains comments indicating how to save the table to your project library/hard drive.)  A partial 
output of the SAS Code results is shown in Figure 7.   

 

 
Figure 7.  Partial results of the SAS Code node.  Note that rules 113 and 114 have lift > 1, but are not 
statistically significant at alpha = .05. 

 
Although this example has the maximum items property set to 2, these results work for maximum items 
greater than 2 because multiple items on the left-hand or right-hand side are treated as a single item in the 
calculations.  (Multi-item results have been tested and confirmed.)  Note that chi-square results are unreliable 
when cell counts are less than 5.  Setting an appropriate minimum support can help mitigate this occurrence. 

CONCLUSIONS 
Market Basket Analysis (MBA) is one of the most well-known analysis tools in the data mining toolkit.  SAS 
Enterprise Miner easily allows analysts to make use of MBA via the Association Node.  With data in the right 
structure and a few property settings, the Association Node quickly generates association rules accompanied 
by industry standard metrics such as support, confidence, and lift, which help determine which rules are the 
most important.  However, even though some rules may appear interesting, they may not be statistically 
significant.  We understand that data miners are typically less concerned with statistical significance of input 
variables in predictive models because of the large data sets used in data mining. However, in the case of 
association rules, the significance numbers provide another metric that helps data miners to quickly narrow 
down a large number of rules to a smaller set.  As we have shown, with a few lines of Base SAS via a SAS 
Code utility node, a chi-square statistic and its p-value can be appended to the standard output to indicate 
which rules are statistically significant, thus providing another metric to help evaluate the importance of 
association rules.  
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APPENDIX 
SAS Code Utility Node 

Appends a Chi-squared statistic to the Association Node’s core output.  SGNFCNT = 1 indicates statistical 
significance at the level specified in the code. 

 
 
*\\ Set macro variable transN to total number of market baskets (or 
transactions); 
proc sql noprint; 
 select count(distinct(%EM_ID)) 
 into :transN 
 from &EM_IMPORT_TRANSACTION 
 ; 
quit; 
 
*\\ Create a dataset that will add Chi Square statistic to existing Rules; 
data work.ChiSquare; 
 *\\ Start with Association Node Rules output table; 
 set &EM_IMPORT_RULES; 
 
 *\\ add Chi Square statistic to each rule; 
 CHISQ = .;  *missing in case of divide by zero scenario; 
 PVALUE = .; 
 if NOT (CONF=SUPPORT or LIFT=CONF) then do; 
  CHISQ = (&transN * (LIFT-1)**2)*((SUPPORT/100) * (CONF/100)) 
    / 
    ((CONF/100 - SUPPORT/100) * (LIFT - CONF/100)); 
  PVALUE = 1-Probchi(CHISQ,1); 
 end; 
 
 *\\ keep desired columns; 
 keep index rule exp_conf conf support lift chisq pvalue; 
 
run; 
 
proc sort data=work.ChiSquare; 
  by descending lift; 
run; 
 
proc print; 
run; 
 
*\\ The Chi Square table is currently in the temporary Work library; 
*\\ The following code saves the table to YOUR PROJECT LIBRARY; 
* data <yourPrjLibName>.ChiSquare; 
*   set work.ChiSquare; 
* run; 
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