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ABSTRACT

JMP 9 represents a major new revision of statistical discovery software from SAS® for engineers, scientists, and business
analysts.

INTRODUCTION

Though there are many improvements throughout all the components in the JMP system, most of the excitement is
focused on a few special features:

* Better scripting and a plugin system to make using scripts easy
* Improved presentation graphics

*  More powerful interfaces to Excel, R, and SPSS as well as SAS
* A JMP Pro version that adds more data mining fits

* A new look on Windows

EXTENDING JMP THROUGH SCRIPTING

Suppose that you need to do an analysis of hyperspectral data. Our eyes and most of our cameras see in only three
colors, but hyperspectral cameras can see in many colors, or wavelengths, including infrared and ultraviolet. Even the
Landsat satellites send back images in seven wavelengths. Using the extra wavelengths helps discriminate land cover.
Let’'s analyze an extreme example, Aviris data from NASA, which has 240 wavelengths. You can download some
public Aviris data from a NASA website containing a number of 614-by-512 pixel images in 240 wavelengths. The
script to do this is not hard, using some new features. Here is the housekeeping code to choose a directory and get
the names of the rfl files.

NamesDefaultToHere(1);

defaultDir = "/C:/Users/sall/Documents/JMP9 Demo/Hyperspectral Data/";

inDir = PickDirectory("Navigate to directory with AVIRIS rfl files",
defaultDir,showEdit(1l));

outDir = PickDirectory("Navigate to directory for resulting jpg PCA images",
defaultDir,showEdit(1l));

filelist = filesInDirectory(inDir);

ni = nItems(filelist);

rflFiles = {};

for(i=1,i<=ni,i++,if (EndsWith(fileList[i],".rfl"),InsertInto(rflFiles,fileList[i])));

nRFL = NItems (rflFiles);

The first command, NamesDefaultToHere(1), says that all the names in this script will be kept in the local
environment so that different scripts won’t interfere with each other. This is one of the most important enhancements
for JMP 9.

Now we sequence through all the files we found. Each one is brought in as one large binary chunk, a ‘blob’—binary
large object, using a new option in JMP 9. We figure out how many lines are in the image.

for(iFile=1,iFile<=nRFL,iFile++,
file = rflFiles[iFile];
fBlob = loadTextFile(inDir||file,blob);
sz = length(fBlob);

nchannel = 224; // number of colors/wavelengths

nsample = 614; // number of pixels across each line

nLines = 512; // number of lines in the image

rawData = Blob To Matrix( fBlob, "int", 2, "big", nchannel ); fBlob = 0;
nLines = (sz/2)/(nsample*nchannel); // sometimes it's not 512

n = nsample*nLines; // number a data table rows

Next we standardize the data, taking care not to divide by zero for constant columns, and calculate the Correlation
matrix. The Correlation function is new, and it is very fast, using multithreading.
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stdv = vstd(rawData); stdv += stdv==0; // don't divide by zero

stdData = (rawData-J(n,1,1)*vmean(rawData)):/(J(n,1,1)*stdv); //standardize
rawData = 0;

corr = Correlation(stdData);

Next, we calculate the eigen decomposition of the correlation matrix and use the eigenvectors to score the first four
principal components, with the scores reshaped back to the dimensions of the image.

{m,e} = eigen(corr); show(m[1l::10,0]);

pclv = shape(stdData*e[0,1],nLines,nsample) " ;
pc2v = shape(stdData*e[0,2],nLines,nsample)”;
pc3v = shape(stdData*e[0,3],nLines,nsample)”;
pcd4v = shape(stdData*e[0,4],nLines,nsample)”;

Now we scale the results so that we can colorize by values from 0 to 1.

pcls = (.5+pclv/(2*max(pclv))):*(pclv>0)+(.5-pclv/(2*min(pclv))):*(pclv<0);
pc2s = (.5+pc2v/(2*max(pc2v))):*(pc2v>0)+(.5-pc2v/(2*min(pc2v)))::*(pc2v<0);
pc3s = (.5+pc3v/(2*max(pc3v))):*(pc3v>0)+(.5-pc3v/(2*min(pc3v))):*(pc3v<0);
pcds = (.5+pcdv/(2*max(pcdv))):*(pcdv>0)+(.5-pcdv/(2*min(pcdv))):*(pcdv<0);

stdData = u = v = 0; // free memory

Now we convert to the principal images using default heatmap colorization: blue for low, to gray for medium, to red for
high. Image objects and functions are new in JMP 9.

imagepcl = NewImage (HeatColor(pcls));
imagepc2 = NewImage (HeatColor(pc2s));
imagepc3 = NewImage (HeatColor(pc3s));
imagepc4 = NewImage (HeatColor(pcéds));

The images are saved on disk.

imagepcl<<SavelImage(outDir| |rflFiles[iFile]||"_PCl.Jjpg");
imagepc2<<SavelImage(outDir| |rflFiles[iFile]||"_PC2.3jpg");
imagepc3<<SavelImage(outDir| |rflFiles[iFile]||"_PC3.jpg");
imagepc4<<SavelImage(outDir| |rflFiles[iFile]||"_PC4.3jpg");

In addition to the principal images, we also create images of the eigenvector loadings so that we can make a legend
across the top showing which wavelengths are contributing to each principal image.

imageEigl = NewImage(DirectProduct (HeatColor(e[0,1] /2+.5),J(12,2,1)))
imageEig2 = NewImage(DirectProduct (HeatColor(e[0,2] /2+.5),J(12,2,1)))
imageEig3 = NewImage(DirectProduct (HeatColor(e[0,3]1 /2+.5),J(12,2,1)));
imageEig4 = NewImage(DirectProduct (HeatColor(e[0,4] /2+.5),J(12,2,1)))

r
r

Now we arrange the images into a presentation and show it:

NewWindow(rflFiles[iFile]||" PCA",
LineupBox(ncol(2),spacing(3),
imageEigl, imageEig2,
imagepcl,imagepc2,
imageEig3,imageEig4,
imagepc3,imagepcd));

This is a loop, which we need to close with a parenthesis.

)i

If you run this script, you will get a window for each hyperspectral ‘rfl’ file, looking like the images shown in Figure 1.



SAS Global Forum 2011 Statistics and Data Analysis

JMP 9 and Interactive Statistical Discovery, continued

Figure 1. Images Created from Principal Components Computed from .rfl Hyperspectral Data
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Notice that the first principal image concentrates on general intensity (the loading legend shows reddish values
across the spectrum). The second principal image compares red wavelengths and blue (the legend loads positively in
the lower middle wavelengths and negatively on the higher ones). The third principal image concentrates on infrared
(legend positive at the low wavelengths). The fouth principal image loads in a very narrow band in the blue range of
the spectrum, and the image looks rougher than the others. Each image emphasizes different features in the scene.

Considering that this is a 240 column by 314,368 row problem, it is amazing that it only takes about 30 seconds on
my 8-core laptop to do this and everything else in this script per image.

Now consider that you want to enable this script to be easy to use for yourself. You install View Window  Help
a menu item to invoke it.

R Add-Ins 3
Also, you want it easy to install for many users. JMP 9 now supports ‘add-ins’ which zip R Deme Add-Ins ’
together a script with some information about how to install it in the menus. This add-in file Read i rfl images
can now be put on a website. Any user can download it and drag it into JMP, and it Maplrl;‘\’ages .

automatically installs with a menu item to invoke it.

EXPLORING DATA

Exploring data is JMP’s special talent.

COLOR JMP DATA TABLE CELLS

One of the graphs in JMP is a cellplot, sometimes called a heatmap as shown on the left in Figure 2, which shows the
data with colored rectangles. With JMP 9, the spreadsheet itself can be colorized, either by value across a column or
individually per cell.

o= Ecn % 4 = mean weight

name m e E T - name age sex height = weight by age
KATIE = 1| KATIE 12 F 59 95 99.000
LOUISE 2| LOUISE 12 F 51 0423 99.000
JANE 3| JANE 12 F 55 74 99.000
JLTIE_II_I\E(N 4] JACLYN 12F 86 145 99.000
m 5 |LILLIE 12 F 52 64 99,000
JAMES 6| TIM 12 M 50 84 99.000
SER?EIIEARJA 7| JAMES 12 M 61 128 99.000
ALICE 3 ROBERT 12 M 51 79 99.000
SUSAN 9| BARBARA 13 F 50 12 94.714
ngN 10| ALICE 13 F 61 107 94714
MICHAEL 11 SUSAN 12 F 56 67 94714
DAVID 12 | JOHN 13 M . &6 98 94714
IJEE%(EIETH 13 JOE 13 M 63 105 94714
LESLIE 14 MICHAEL 13 M 58 98 94714
EQ_IEIQYL 15 DAVID 13 M 50 79 94.714
FREDERICK 16 JUDY 14 F 61 a1 100.833
ALFRED 17| ELIZABETH 14 F 62 91 100.823
HENRY 18 LESLIE 14 F DEE 00s2:
IEIE):’\{JERD 19| CAROL 14 F 63 84 100.833
CHRIS 20| PATTY 14 F 62 85 100833
#E\Eﬁ(REY 21| FREDERICK 141 =) 93 100.833
ALY 22 | ALFRED 14 M | 4 99 100,833
ROBERT 23 HENRY 14 W S e o0s3:
‘(-':VI\_IT\I;(IN\J 24 |LEWIS 14 M | 64 92 100,833
TARK 25 EDWARD 14 M e 2 100,833
DANNY 26 |CHRIS 14 M . 64 99 100,833
ﬂ-:grcm 27 | JEFFREY 14 M S 100,633
PHILLIP 28 MARY 15 F 62 92 108.286
LINDA, 29 | AMY 15 F B4 112 108.286
Eﬁ\%ENCE 30 ROBERT 15 W B 0z
' — 31| WILLIAM 15 W - T 108 286

Figure 2. Color using a Cell Plot (left) and JMP Data Table Cells (right)

FEATURES IN GRAPH BUILDER

Graph Builder has many new skills. In the Graph Builder example on crime data (Figure 3 and Figure 4), | can click
on a column name ‘State’ which identifies U.S. States, drag it to the new Shape drop zone, and it brings up a map
and sets the graph coordinates to latitude by longitude. Graph Builder has looked through all the maps it has to find
out which supports the values in the column.

Then | drag the column name ‘Violent Rate' to the Color drop zone and the states are colorized, with red for high
and blue for low.
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Figure 3. Color Map Data in Graph Builder by Crime Rates

Here is the crime picture for 1991, the height of the ‘crack’ epidemic, then in 1999 when violent crime had calmed
down. This can be played like a movie, letting you watch violent-crime rate patterns both geographically and across
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Figure 4. Look at Changing Crime Rates over Time



JMP 9 and Interactive Statistical Discovery, continued

EXPLORING MULTIVARIATE DATA

Suppose you need to characterize the multivariate distribution of several variables, in this case 30,000 rows of FCS
data. The KMeans platform has many features for doing this. The data may be noisy, so as a first step you find the
distance of each point to the k™ nearest neighbor, as shown in Figure 5. Selecting the 900 or so points that are far
from the 15" nearest neighbor can be done by dragging a rectangle in the 15" plot below. Notice that in JMP 9 the
points that are not selected are faded, where in earlier versions of JMP the selected points were bigger. The fade
selection mode is much better for when there are many points and you need to spot where the selected points are.

4 k-nearest neighbor distances
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Figure 5. Nearest Neighbor Plots

Once these points are selected, you can see where they are in the space, using the 3D scatterplot, and the
scatterplot matrix.

4|~ Scatterplot 3D 4 = ScatterplotMatrix
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3009
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Figure 6. Noisy Points Showing in 3D Plot and Scatterplot Matrix

Now that we have concentrated the sample to points that are near other points, it is ready to find the structure of the
distribution, using normal mixtures. JMP 9 has a much faster Normal Mixtures facility. There are a variety of ways to
see the resulting mixture. There is the principal component score plot (left-hand plot in Figure 7) with shaded ellipses
showing the normal contours and with circles indicating the portions in each cluster. The same idea can be done in
3D with semi-transparent ellipsoids (middle plot in Figure 7).
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Parallel coordinates plots show the structure of each cluster, assigning points to the closest cluster in the
Mahalanobis sense (right-hand plot in Figure 7).
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Figure 7. PCA Score Plot (left), 3D Plot with Ellipsoids (middle), Parallel Coordinate Plot (right)

Also, there is a feature to output the scatterplot matrix with ellipsoids projected into each component pair's space.
Here we faded the points by changing the transparency setting.
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Figure 8. Scatterplot Matrix of Normal Mixture Clusters using Transparency Features

ALIAS-OPTIMAL EXPERIMENTAL DESIGN

JMP has a tradition of strong support for experimental design. Suppose that you have to make a screening
experiment for six factors in 12 runs. The plain d-optimal design is efficient for the main effects, but if there is a big
two-factor interaction lurking that is not estimable here, it will contaminate the main effects estimates due to the large
number of 1/3 and -1/3 correlations confounding main effects with two-factor interactions (left picture in Figure 9). But
if | change to an ‘alias optimal’ criterion, all these will be cleaned up—to zero in this situation, as seen in the all-zero
(all-blue) section in the upper right and lower left (right picture in Figure 9).



SAS Global Forum 2011 Statistics and Data Analys

JMP 9 and Interactive Statistical Discovery, continued

Irl Irl
Ho Mo
] [ |
[ | [ |
[ | | |
[ | | |
| | | |
| | [ |
| | | B

Figure 9. Correlation Maps for D-Optimal Design (left) and Alias Optimal Design (Right)

The alias-optimal design is trading some efficiency in the main effects with robustness to two-factor interactions. This
is not always a trade you will want to make, but if you suspect strong two-factor interactions, but don’t have the runs
to make them estimable, this kind of design is worth considering.

MODELING

The Concrete Slump Test data, contributed to the UCI Machine Learning lab, is a very large-scale response surface
experiment with three responses, 7 factors, and 103 runs. When expanded to all the quadratic terms, the model has
36 parameters for each response. To validate the predictive ability of fits, | created validation and test sets, identified
by a Validation column in the data table. Using the Stepwise personality, if you fit all the terms for the first response
(Slump), you get an Rsquare of 0.79 for the training data. However, the Rsquare for the validation data is very
terrible ( -1.415)—i.e. the validation data is fit far worse than just a simple mean (left-hand report in Figure 10). If you
clear the terms and then click Go to step in terms until the crossvalidation Rsquare is maximized, then the resulting
model validates much better with a validation Rsquare of 0.38. All these cross validation features are new to JMP 9.
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Figure 10. Stepwise Example of Cross Validation

In order to fit all the responses in one click on the Go button, | hold down the control key to broadcast that Go. Then |
can control-click the Run Model button to run all the resulting models in the Standard Least Squares platform. The fits
are assembled in the new Fit Group, allowing different models to support a single combined Profiler to explore the
response surface across all the factors and responses (see Figure 11). In earlier versions of JMP, this would have
involved many more steps and saving lots of prediction formulas as data table columns, and the result would not have
included confidence intervals.
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Figure 11. Profiler for Concrete Slump Test Data

SURVEY ANALYSIS

To see JMP at work analyzing surveys, | went to the website of a very large survey on Civic Engagement in America
(http://www .bowlingalone.com/data.htm), the ‘Bowling Alone’ data. A convenient form of the data is in an SPSS save
file. You can now easily download that and open it in JMP, and it preserves all the value labels.
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i Wentto a club meeting (req = . = . - .
W Had 2 o (req act 12 mon 2 None s-8times Nane -4times None
k. Worked on a collection (stan 2 . b b b b b
. Worked on a community proj 28 - None 58 times Nane 1-4times None
. Cooked outdoors (freqlast 1 20 - None 58 times 2551 times 1-4times 1-4times
. Worked on a crafts project (n 0 - None 1-4times 52+times 1-4times 1-4times
th Gave or atiended a dinner pe 31 . 58 times 5-8times 12-24times None None
:We"‘““‘ o ginner ata restal 2 - None 12:241imes Nane None 9-11times

Entertained peopie in my hol EI None 12:241imes T-4times None 25-51times
. Contributedto an environme
e ot o an exerclse cioes (1 4 - 1-4times 1-4times None 1-4times None
. Did exercises athome (notz 3 None 5-8times -4times 1-4times None
M. Gave ‘he finger to someane 3 - None 9-11times Nane None None
sl Went fishing (freq st 12 mc - 7 - None 58 times 52+times 1-4times None
=Rows — % - None 12:241imes None None 52+ times
Alrows se980 E None Setimes None o11tmes None
Selected o P None 2651 times Sgtimes None 12-24times
Exciuded o 1 58 tmes 12:241imes 25-51times None 52+ times
Hidden o a2 . 1224 times 1-4times 52+ times 1-4times 52+ times
Labelled of - g

Figure 12. Partial Listing of the Bowling Alone Data

Notice that | opted to use the long names, which are very descriptive. However, these long names have a common
phrase “(freq last 12 months)” repeated that will distort the compactness of the results (see Figure 12). It is easy to
change them. | select all 104 variables for these frequency value and bring up the Search dialog to change them,
clicking ‘Replace All'. While all these columns are still highlighted, | can click the analysis type and change them to
Ordinal so that their values will be charted with an ordinal theme. Also | check the column properties to verify the
value labels from SPSS (see Figure 13).
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“Played volleyball' in Table DB master 34 (1975-1098)'
Golumn Name Flayed volleyoall
[ Lock
Data Type
Modeling Type
< Took a vacation trip # FETIIEY [(Best~ Jwian &

e LS IR I [E] Use thousands separator ()
A Visited an art gallery or must
 Visited relatives % Column Properties ~

 Played vollgyball 3k
2l Did voluntsast work 3¢
= - Went for a walk
- Walked more than one mile

SPSS Name Value Labels

SPSS Label If a column has value labels, and Use Value Labels is checked,
Value Labels the labels are displayed wherever the column data are displayed.
optional item

Search data table 'DDB master 34 (1975-1998)

<l Atended a women's amateu
4l Rented an x-rated movie:

Continuous
e -m

& Oddinal

Fingwnat [ (reqlast12months) | ( Find. |
Replacewitn: [ | [ Replace |

[ Match case B Replace All
[] Match whole words enly

7] Use regular expressions

[ Restrict to selected rows IE] Keep dialag open
Restrict to selected columns.
[ Search data

Search column names

4=9-11times
5=12-24times
5=25-51times -
e R [] Allow Ranges

4l Staying home (frequency of y

- Spending time with friends & )
-l Watching television (frequen Use Value Labels

ik | am in favor of legalized abo
B Tha nnvemmant chuld ract

Norminal e

Figure 13. Search Dialog (left), Change Modeling Type (middle), Assign Value Labels (right).

Now | invoke the Categorical platform and click Separate Responses for the selected 104 columns, and then Year of
Survey for my X grouping column.

Categorical responses in different situations

Select Columns Response Roles Action
= | dvear of survey |Separate Responses|
ARespondent number == Separate Responses(Attended amateur or ¢ —

.dweight for sample adjustment

alAtiended amateur or college athletic event Repested Messuies
«lBought a toy, game, or puzzle for an adult
alUsed an automatic tell.posits or withdrawals

Multiple Response
WalWent to a bar or tavern
lBought a book Multiple Response by ID)
<iRode a bicycle Multiple Delimited|

Finished reading a book
llwent bowling ndicator Group)

et outto breakfast at a restaurant Response Frequencies|

«Bought a movie on video cassette tape
«alwent camping Cast Selected Columns into Roles

lSenta greeting card in h. versary, bifthday, etc) ™ X Grouping Category| | 4 Year of surey
optional
Grouping Option | Ce

[ Unique occurrences within ID

Sent 3 greeting card on a holiday
(Christmas, Mother's Day, etc) | |
T SempleSize |
Freq [opti
D [opt
s
For multiple Grouping Columns, choose Grouping
option

Figure 14. Categorical Analysis Launch Dialog

The default report is to show the frequency tables and response rate tables. To make the result more compact, | can
uncheck the Frequencies and Share of Responses and Legend to get only the Share Charts, as shown by the right-
hand charts in Figure 15. On the right, you see the change over time in two of the variables, riding a bicycle and
reading a whole book. There are 102 more like this.
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4 Rode a bicycle By Year of survey |
4 Share Chart |
Year of survey Rode a bicycle

Responses
2936

4 Bought a toy, game, or puzzle for an adult By Year of survey |

[Frequency ) 2922
3068
Year of survey None 1-4times 5&times 9-11times 12-24times 25-61times 52+fimes Responses 3150
1989 1392 1774 478 175 91 32 27 3969 3284
1990 1546 1683 460 166 102 21 1 3995 3309
1991 1483 1659 453 156 66 14 13 3844 3170
1992 1633 1608 307 155 67 13 a 3880 3873 ‘
1993 1480 1520 397 136 21 19 £ 3641 3883 ‘
1994 0 0 0 0 0 0 o 0 3899
1995 1601 1610 248 54 29 8 3 3553 4034
1996 1699 1488 327 115 47 14 9 3699 3991
1997 1555 1288 335 138 70 28 16 3430 4016
1998 1493 1245 323 154 51 26 16 3308 3852
-All- 13882 13873 3418 1249 604 175 18 33319 3881

4 Share of Responses |

Year of survey None 1-4times 5&times 9-11times 12-24times 25-61times 52+times Responses

1989 03807  0.4470 01204 0.0441 0.0229 00081  0.0068 3969
1990 03870 0.4213 01151 0.0416 0.0255 00053 0.0043 3995
1991 03858 04316 01178 0.0406 0.0172 00035 0.0034 3844 [ =
1992 04208 04139 01023 0.0399 00173 00034 00023 3880 -All- | 74698
:::3 04065 04175 01000 00374 0.0222 00052 0.0022 364; 4(Finished reading a book By Year of survey |
1995 04506 04531 00698 00152 0.0082 00023 0.0008 3853 4| Share Chart J
1995 04593 04023 00884 00311 0.0127 00038 0.0024 3699 )
1997 04534 03755 00077 00402 0.0204 00082 00047 3430 Year of survey Finished reading a book oo
1998 04513 03764 0.0975  0.0466 0.0154 00079 0.0043 3308 oy
-All- 04166 04164 01020 00375 0.0181 00053 0.0035 33319 P71
4 Share Chart ] 2040

P
Seugdg
2R28E

| |

|

|

.
] 2023
Year of survey Bought a toy, game, or puzzle for an adult Responses | 3053
3969 . | 3167
3998 | 3208
3644 . 3275
3680 | 3204

364 | 3908 |
0 . e 3910 |

3553 | 4020
3699 | 4088
3430 | 3958
3308 | 3995
A 33319 | 3834
None | 3872
1t times N | 3647
58times | 3705
9-11times | | 3580
12-24 time O . 3710
2551 time. | 3429
s2etimes M | 3316
Al - e 23906

Figure 15. Frequency Table and Share Charts from Categorical Platform

Now | want to see how the response ‘Finished reading a book’ breaks down by region, sex, and educational level. To
find these columns among the 389 columns in the table, | use the new search control in the column selection list.
Then | select ‘Each Individually’ to get a separate breakdown for each of the three X variables.

[ Categorical Response Analysis - IMP Pro =) Bel |

Categorical responses in different situations

Select Columns Response Roles
[ level of educ | [separate Responses|
WeLevel of education completed [Aligned Responses Separate Responses(Finished reading a bc

Cast Selected Columns inta Roles

X, Grouping Category| | W Region of interview

ik Sex of respondent
wh Level of _completed

Grouping Option [Esch Indvidually
Unigue occurr Combinations Sample Size [opti

Each Individually
Both Freq [eption
i [or

By

meric

eric

of

[

For multiple Grouping Calumns, choase Grouping
option

2 dv

Figure 16. Categorical Launch Window Specifying Grouping Variables and Grouping Option

To the resulting analysis, | make similar option selections to get just the charts, and now | see which regions, which
genders, and which educational levels are associated with more frequent reading (Figure 17).
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4 Finished reading a book By Region of interview |
4| Share Chart |

Region of
interview Finished reading a book
New England
mio aarne
ENorih Central NN
W Norih Central NSRRI
S Atlantic

E South Central
W South Central
Mountain
Pacific

Al

4641
13369
15630

6791

14032

5338

8329

4510

11286
)

83926

4 Finished reading a book By Sex of respondent
4| Share Chart ]

Sex of
respondent Finished reading a book: Responses
Male 38323

O T D B
Alk [ B

4 Finished reading a book By Level of education completed |
4| Share Chart |

Level of education
‘completed Finished reading a book

Elem School | ] 2728 H
AttHigh School | 6719
Grad High School IR T N 20302
At College [ T TE 000 s
GradColege NN DN o5
PostGratEou: NN [ 8589
Alk [ B

Figure 17. Share Charts from Categorical Analysis Results

EXCEL MODELING

When you estimate models in JMP, the Profiler is a great way to explore the response surface. But what if your model
is a set of business calculations in an Excel spreadsheet? Moving all those calculations to JMP data table formulas is

too laborious to be practical in most cases. With JMP 9, you can profile a model that is still in Excel. Here is a financial
model for the Airbus 380 in Excel. Note that additional command items have been added for JMP. With the ‘Edit/New

Model button, | can specify which cells are dependent responses, and which cells correspond to inputs that | want

to profile against (Figure 18).

@‘ H L RN CRa JL Airbus Model.xlsx - Microsoft Excel
Home Insert Page Layout Formulas Data Review View Developer IMP SAS Team
5 e
4 & = >
Preferences Data Graph Distribution | Edit/New Run
Table Builder Model  Model
Transfer to JMP Profile in JMP
L2 - S| =Lo+(L107L11)
AlB[C[D E F G H 1 5 K s M N 0 P
1 Valuation Analysis for the Airbus A380
2
3
4 Note: The yellow cels are assumptions (inputs) into the discounted cash fiow (DGF) model. The blue cells are
5 are the results (output) from the model.
6
7
8 Key Assumptions as of 2008 Discount Rate Assumptions (a)
9 Price per Plane[__§300 _|in millions Risk-fiee Rate|_6.0% | 10-year US Treasury yield (p. 8) £ Define Model = R
10 Number of Planes|__ 48 Asset Beta|_0.84 N
1 Operating Margin|_25.0% Risk Premium|_7.9% ot == i [2]
12 . Discount Rato | JFBIBH = K= = WACC if all squity -
13 General Assumptions as of 2000 e
1 Inflation Rate Results from the Model e e e InputName: ~_Choose | [Pice Per Plane
15 Tax Rate|_38.0% NPV = Operaing Margn
16 After-tax IR =] Capal Expendiures Cel: Choose | F3
a7 Required as of 2000 (Smilli Pretax IRR = g:::;i%&":m nitial Value: [ s
18 Research & D [ 11.001 # planes sold by 2019] Fidk Framiom
19 Capital E> [5_1.00 Capacity Constraint Viclated?) Max = 48 planes/year Minimum Value: 250
;} Working Capital| .00 AT —
2 +| - Appl
23 2001 2002 2003 2004 2005 2006 2007 2008 2009 [l oo
2 Required Investment (Ex. 10)
2 Research & Development $1100 $2200 $2200 $2200 $1320  $880 3660 3440 50 Outputs
2 Capital Expenditure S0 5250 §350  §350 350 50 50 50 50 e
21 Working Capital S0 5150 §300 5300 $200 50 0 50 50 % planes sld by 2019 OutputName: _Choose | [Atertax IRR
28 $1,100 $2600 $2,850 $2,850 $1,570 $930 $660 $440 0 Net Present Value
29 Cumulative Investment =L _Chooe | 16
30 Research and Dip §1100 $3300 9$5500 S7.700 89020 $9.900 $10.560  $11.000 $11,000
31 Capital Expenditures S0 5250  S600 5950 51000 $1000  §1,000 $1,000 51,000
32 Working Capital S0 5150  $450 5750  $950  $1000  $1,000 $1.000 51,000
3
3% Cash Flows (b)
3 Revenue $3460 $10615 514400 $14,688 Ll =] Aor
5 | for e Planes_ 12 5 al
W 4 v ¥ for JMP . Copyright < o =
Ready ‘ _I _I Y

Figure 18. Excel Spreadsheet with Formulas and Define Model Dialog for JMP

When | click Run Model, it connects the model with JMP and JMP repeatedly has Excel re-evaluate the model under
many different factors settings, resulting in the Profiler in Figure 19. You can drag the current values around to see
how the other profile traces are affected. This gives you a great view of how changes in any variable would affect all
the responses.
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You can even bring up a simulator to explore distributions of the responses with respect to random distributions in
one or more factors.

After.
tax IRR
0.284969

#planes
s0ld by 2019
624.0002

Net Present

Price Number Operating Capital Working Risk- Risk
Per Plane of Planes Margin Expenditures Capital free Rate Premium

4 [~|Prediction Profiler |

o 0404 : : : : : \\_\ : i
SES ol e || e [ T I E;_
2.5 o2 : : : : : : : ,

Fs 010 : : : : : : :
000 . - . - . . .
- 800 - -
g5z eod—— | | | — : : = —
g2ag 9 : H
552 400 : : : : : : :
28 200 H H
H ol
o 20000
E o :
5,5 15000 ;
%3
fgg o000
57 % 5000
= i i
EI7| T T T T T T T T T T TT T T T T T T T T T T 1T T T T T 1T
§ 5 5 ETUESEUIAAE SSRELE E B E Eime]
320 48 0.25 1000 1000
Price Number Operating Capital Working
Per Plane of Planes Margin Gapital
Rondom  +| [Fixed +] [Random  ~|  [Fixed | [Fixed -
[ ‘ 48 [ ‘ 1000 1000
Normal - Normal - -
Mean| 320 Mean | 0.25)
sD 26 sD 0.02,

Figure 19. Profiler Display and Simulator Using Excel Formula

DATA MINING

In JMP Pro, Version 9, the Partition platform, which creates decision trees, includes new crossvalidation features—the splitting
stops when the validation measures of fit stop improving the fit.

In addition, there are two new measures implemented. In bootstrap forest,
* anumber of decision trees are built based on different bootstrap samples
e candidate set columns are selected randomly

These features usually perform better than a straight decision tree. For example, lets use several methods to fit the
Wisconsin breast cancer data from the UCI repository (Figure 20 and Figure 21).

il = Clump Cell Size | Cell Shape  Marginal  Single Epithelial Bland Normal

@ D Thickness Uniformity | Uniformity = Adnesion Cell Size. Bare Nuclei Chromatin Nucleoli  Mitoses ~Class
1/ 1000025 5 1 1 1 21 3 1 1 2
21002945 5 4 4 5 710 3 2 1 2
31015425 3 1 1 1 22 3 1 1 2
41016277 8 8 8 1 34 3 7 1 2
51017023 4 1 1 3 21 3 1 1 2
61017122 8 10 10 8 710 9 7 1 4
71012099 1 1 1 1 210 3 1 1 2
8 1018561 2 1 2 1 21 3 1 1 2
91033078 2 1 1 1 21 1 1 5 2
10 1032078 4 2 1 1 21 2 1 1 2
11) 1035283 1 1 1 1 11 3 1 1 2
12| 1036172 2 1 1 1 21 2 1 1 2
131041801 5 3 3 3 23 4 4 1 4
14| 1043999 1 1 1 1 23 3 1 1 2
15| 1044572 8 7 5 10 739 5 5 4 4
16 1047630 7 4 8 4 61 4 3 1 4

Figure 20. Partial Listing of Wisconsin Breast Cancer Data
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4|[=|Partition for Class | ootstrap Forest for Class |
100 4 ificati ]
Target Column: Class Training rows: 397
075 Valigation Column: Holdwith Test  Validation rows 142
TestRows 160
E Number oftrees in the forest 50 Numberofterms 9
o Number ofterms sampled per split 2 Bootstrap samples. 307
Winimum Splits Per Tree: 10
Minimum Size Spiit 5
4 Overall Statistics |
Measure Training  Validation Definition
BH1S Entropy RSquare 08345 0.7648( 0.8084 )-Leglike(medel¥Loglike(0)
Salea] Generalized R-Square  0.9095  0.8534 UH946 (1-(L(OVL(model)(@m)(1-LOY2In))
P Mean -Log p 01086 01481 0.1255 X -Log(pliin
| Bl Bare Nuclei(1, 2,3 4) RMSE 01545 01938 01734 + Shl-pLlin
Glump Thickn Clump Thic Clump Thickness<7 Vean Abs Dev 00870 01099 0.0056  hil-alilin
Cell Size: Uniformity-=3 Cell Size Uniformity<3 Misclassification Rate  0.0227 00352 0.0188 X (plil#pMaxin
AllRows N 397 142 160 n
4 Confusion Matrix |
e
RSquare N ofSplits  AlCc Actual Predicted Actual Predicted Aciual  Predicte
Training 0943 397 10 18.5849 Training 2 4 | Validaton 2 4 Test 2 4
Validation 142 2 253 7| |2 3 3 |2 9 3
Test 0509 ) 160 1 2 135) |4 2 44 |4 0 58
4 Split History J 4 Cumulative Validation |
! PEEE—— 1
—
0.754 — Rsquare
© .
g %"f:‘ﬁ R 0.75-] Avg-Logp
0504 RIS Error
2 M
? Avg Abs Ermor
o 0.50
0254 MR N
o. T T T T 0254
2 4 [ 8 10 12
Number of Splits o
Validation Data in Red
Test Data in Orange Number of Trees
4 ~/Boosted Tree for Class 4 =Neural
4 ificati ] Validation Column: Hold with Test
Model Launch
TargetColumn:  Class Number of training rows 397 d J
Validation Column: Hold with Test  Number of validation rows: 142 odel NTanH(2)NBoost(13) J
Number of Layers: 26 Number of test rows: 160 A4 Training | 4| Validation | 4 Test ]
Splits Per Tree. 3 Class Measures  Class Measures  Class Measure:
Learning Rate 01 Generalized RSquare  0.9477727 Generalized RSquare 0 9%3574 Generalized RSquare\_0.9092172
Overfit Penalty 0.0001 Entropy RSquare 09001945  Entropy RSquare 08495902  Entropy RSquare Z
4/ Overall Statistics RMSE 01269669 RMSE 01558421 RMSE 0.175925
- - - Mean Abs Dev 0.0339471  Mean Abs Dev 00379124 Mean Abs Dev 0.0491157
Measure Training - Validation “’ efinition Visclassification Rate  0.0151134  Misclassification Rate 0.0211268 Misclassification Rale 0.0375
Entropy RSquare 0.9300 0.7606 \ 0.7960_1-Loglike(modeliLoglike(0} -LogLikelihood 25531056  -LogLikelihood 1345153  -LogLikelihood 17.567359
GeneralizedR-Square  0.9641  0.8606 0.8868 (1-(L(0)L(model))(2in))/(1-L{0y(2/n) sumFreq 307 SumFreq 142 SumFreq 180
Wean -Log p 00451 01508 0.4336 § -Log{plilin n o r = n o
RUSE 01025 02081 04822 4 TOikelln [/ Confusion Matrix | 1> Confusion Matrix | 1| Confusion Matrix |
Mean Abs Dev 0.0328 0.0754 0.0605 ¥ Iyil-plliim [ Confusion Rates | >/ Confusion Rates | [ Confusion Rates |
MiscassificaonRate  0.0176  0.0423  0.0313 X (oli#pMaxin
N Iy 27 142 160 0 Neural Net
4 Confusion Matrix |
Actual Predicted  Actual Predicted Actual  Predicte
Training 2 4| | Validaion 2 4 Test 2 4
2 255 5 |2 3 3 |2 98 4
4 2 135 |4 3 a3 |4 157
4 Cumulative Validation |
1
Rsquare
0754 Avg-Log p
° 5 RIS Error
g2 b
25 0501 'A‘vs Abs Error
2s '
0254
0
Number of Layers

Figure 21. Several Methods of Wisconsin Breast Cancer Data

The best performing method differs for different data sets, and even for how you randomly choose the training,
validation, and test sets, and differs each time due to randomness in the methods. But, usually Neural Net is the
best and a single decision tree is the worst. Table 1 summarizes the fitting results as reflected by R Square values.

Method Test RSquare (entropy)
Decision Tree 0.599
Bootstrap Forest 0.808

Gradient Boosting 0.796
New Neural Net 0.909

Table 1. Summary of Fitting Results
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CONCLUSION

JMP 9 has many new features, and only a few of them are described in this paper. With renewed features in scripting,
we expect JMP to be a good implementation language for many new applications. In addition to JMP’s traditional
user base of engineers and scientists, we expect other researchers and analysts to discover JMP, both as a stand-
alone application, and as a front-end and explorer part of the SAS system.
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