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ABSTRACT 
 
Rasch model is commonly used in education measurement and testing for evaluating tests and assessments. While 
there are various SAS® procedures that could carry out item analysis, PROC GLIMMIX provides a relatively simple 
syntax for Rasch modeling and it takes almost 500 times faster to estimate a regular Rasch model compared to 
PROC NLMIXED. This paper demonstrates how to estimate standard Rasch model using PROC GLIMMIX, and further 
illustrates the possibilities of using this procedure, under the multilevel framework, to estimate various Rasch 
models. The paper ends with Rasch models that incorporate covariates at person and item levels to explain the 
probability of getting a correct answer for an assessment.   
 
 
INTRODUCTION 
 
 
Rasch model (1960) is commonly used in modern education measurement and testing. Unlike classical 
measurement, it takes into account the difficulty level of items. This property makes it attractive for modeling 
assessment as items in tests would not be treated as equally important. The Rasch model is based on a probabilistic 
relationship between an item level of difficulty and a student’s ability. The differences between these two 
measures govern the probability of giving a correct answer to an item. As this model has one parameter, the 
difficulty parameter, that defines the probability of response, it is called the one-parameter logistic model, 
abbreviated as 1PL. The literature generally uses SAS® procedures NLMIXED to model the 1PL as it could be 
specified as a non-linear mixed model with person specified as random and item specified as fixed. However, 
articles on Rasch have also shown that regular Rasch models could also be formulated as cross-classified binary 
logistic models (Adams, Wilson, and Wu, 1997; Kamata, 2001; Van den Noortgate, De Boeck, and Meulders, 2003). 
This reformulation of Rasch model provides an alternative way to build it using PROC GLIMMIX. More importantly, 
covariates could be easily incorporated into the model by specifying it as a cross-classification multilevel binary 
logistic model to explain variation in students’ performance. This paper uses a mathematics instrument which 
consists of 28 items to illustrate the various Rasch models using PROC GLIMMIX. 
 
The paper starts with a short introduction to the Rasch model and the requirements on the data input to estimate 
the Rasch model. The syntax of PROC NLMIXED and PROC GLIMMIX are given and their results are compared to 
standard IRT software MULTILOG-MG, and R Pacakage eRm (extended Rasch Models). As expected, similar 
estimated coefficients are obtained. Using a mathematics assessment as an illustration, the disadvantages of using 
PROC NLMIXED, as compared to PROC GLIMMIX, are highlighted. Next, we introduce four types of Rasch models 
and illustrate the usefulness of the two of the RASCH models: the Random Item Fixed Person Rasch model, and the 
Random Item Random Person Rasch model. In particular, under the multilevel framework, the latter Rasch model 
could incorporate covariates by specifying it as a cross-classified model. This model is helpful for analysis that takes 
into accounts of factors, at both the item and student levels, to examine their effects on student’s performance. 
The last section concludes the paper and suggests the use of PROC GLIMMIX for Rasch modeling. 
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Data Source and Sample 
 
The data are obtained from the Core 2 Panel 2 Project conducted by the Centre for Research in Pedagogy and 
Research, Nanyang Technological University, Singapore during the early year of 2010. 815 students take the 
instrument comprising of 28 multiple choice questions on mathematics. There are four domains for the 
mathematics items namely algebra, geometry, statistics, and number. The survey also asks students about their 
level of confidence in answering these items. For each mathematics item, the students rate their confidence level 
from 0% to 100% in answering it. The chance of getting a correct answer for an item generally refers to the 
objective probability whereas the opinion of students expressed on their level of confidence is the subjective 
probability of getting a correct answer of an item. The paper uses both these sets of variables as examples for 
illustration of the various Rasch models using PROC GLIMMIX.  
 
 
Data Specification 
 
The data structure required for both PROC NLMIXED and PROC GLIMMIX to estimate the Rasch model is shown in 
the Table 1 below. The response variable is a binary outcome of a correct answer coded as one and incorrect 
answer coded as zero. In order to find out the item difficulty level, we need to specify a list of dummies of all the 

items. iX1  
specifies the first dummy variable for item 1, iX 2 specifies the dummy variable for item 2, and so on. 

We may also want to compare person abilities for the entire sample. As such, we have to specify dummy variables 

for person by specifying each person with a dummy code. Similarly, for person dummy variables, jZ1 specifies the 

first person who takes the assessment, jZ2 specifies the second person who takes the test, and so on. For instance, 

the first observation indicates the response of 11y   which is the first student jZ1 who takes the first item iX1 . The 

second response is 21y , with the same student dummy variable jZ1  coded as one, who takes the second items

iX 2 coded as one. Whether we use the set of item dummy variables or the person dummy variables would depend 

on the Rasch model we used for modeling. 
 
Table 1 Data Structure for PROC GLIMMIX 
 

Response 
Variable 

Item Dummy Variable 
Random Person Effects 

Person Dummy Variable 
Random Item Effects 

 
iX1  iX 2  … 

IiX  jZ1  jZ2  … 
IjZ  

11y  1 0 … 0 1 0 … 0 

21y  0 1 … 0 1 0 … 0 

                  

1Iy  0 0 … 1 1 … … 0 

                  

Jy1  1 0 … 0 0 0 0 1 

                  

IJy  0 0 0 1 0 0 0 1 
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Rasch Model 
 
The basic Rasch model with one parameter specification is as follows: 
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The response of person j to an item i is regarded as a function of the person ability ( j ) and the item difficulty ( i ). 

Generally, Rasch model considers person as random and the item as fixed. This is expected as item used for testing 
are normally fixed in number and students participated in the test are in general a sample of the population. We 
shall refer to this form of Rasch model as the regular Rasch in this paper to distinguish it from other Rasch models 
which we will discuss them later. As Rasch model could be considered as a non-linear mixed model, we could use 
PROC NLMIXED to model it as shown below. 
 
Proc NLMixed Data = LongMathSec3; 
     Parms c1= -1.14 c2=-2.72  c3=-0.12  c4=-0.15  c5=-0.64  

           c6=-0.20  c7=-0.55  c8=-0.18  c9=0.64   c10=-0.41  

           c11=-0.75 c12=-0.92 c13=0.21  c14=-0.46 c15=-0.18  

           c16=0.67  c17=-0.05 c18=0.03  c19=-0.33 c20=0.18  

           c21=-0.77 c22=1.29  c23=0.09  c24=0.30  c25=-0.65  

           c26=-0.82 c27=0.82  c28=0.90   

           sigma=1; 

      eta = theta - 

         (c1*Quest1   + c2*Quest2   + c3*Quest3   + c4*Quest4   + c5*Quest5    + 

          c6*Quest6   + c7*Quest7   + c8*Quest8   + c9*Quest9   + c10*Quest10  +  

          c11*Quest11 + c12*Quest12 + c13*Quest13 + c14*Quest14 + c15*Quest15  + 

          c16*Quest16 + c17*Quest17 + c18*Quest18 + c19*Quest19 + c20*Quest20  +  

          c21*Quest21 + c22*Quest22 + c23*Quest23 + c24*Quest24 + c25*Quest25  + 

          c26*Quest26 + c27*Quest27 + c28*Quest28);                                

   expeta = exp(eta); 

      p = expeta / (1+ expeta); 

      Model LongAccuracy ~ Binary (p); 

      Random theta ~ Normal(0,sigma*sigma) Subject=ID; 

Run; 

The PROC NLMIXED is a general procedure that is capable of modeling all kinds of non-linear mixed model as long 
as the mathematical representation of the model is explicitly stated in the procedure. For the above example, the 
mathematical representations of the regular Rasch model are specified under three statements: eta, expeta, and p. 
The MODEL statement states that it is a binary model for the dependent variable LongAccuracy that consists of one 
for a correct answer and zero for a wrong answer. The RANDOM statement states that person ability is random 
with normal distribution of mean zero and standard deviation as sigma. The SUBJECT statement states that the 
subject is the student ID. 
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Rasch Model as Multilevel Logistic Model 

Regular Rasch model could be regarded, under the multilevel framework, as a hierarchical two-level binary logistic 

model (Kamata, 2001; Van den Noortgate et al, 2003). This gives us an alternative way of specifying the model 

using another procedure GLIMMIX. PROC GLIMMIX is a procedure that estimates generalized mixed model which 

include the multilevel binary logistic model. The regular Rasch model could be modeled by specifying a two-level 

logistic model. The first level is the item level and the second level the person level.  As shown in Table 1, we use 

the set of item dummy variables for the regular Rasch by creating a set of these dummy variables each for an item. 

The estimated coefficients of PROC GLIMMIX after adjusting for the estimated intercept would be the difficulty 

level of the item. The mathematical representation of the multilevel binary logistic model is given below.  
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SAS® PROCEDURE GLIMMIX 
 
As PROC GLIMMIX is the procedure for analyzing generalized mixed models, SAS® has set the syntax of PROC 
GLMMIX close to PROC MIXED. As such, the syntax is relatively simpler than the general procedure of PROC 
NLMIXED. Unlike PROC NLMIXED, we do not need to specify the mathematical representation explicitly in the 
procedure. The syntax of PROC GLIMMIX to estimate a regular Rasch model that consists of the 28 mathematics 
items is shown below. The CLASS statement states that the student ID is a classification variable. The MODEL 
statement specifies that the dependent variable LongAccuracy is a binary variable with 1 as correct answer 
(Event=’1’) and zero as wrong answer. Variables Quest2 to Quest28 are the dummy variables, each representing an 
item of the test question. As there are 28 items, only 27 dummies are included in the model. We could choose any 
item as the reference and adjust the estimated coefficients to derive the difficulty parameters for all the items. The 
RANDOM statement states that the INTERCEPT is random i.e. person is random. The SUBJECT statement states that 
student ID is the subject. Comparatively, the specification of PROC GLIMMIX is much simpler than the PROC 
NLMIXED. 
 
Proc GLIMMix Data = LongMathSec3; 

     Class ID; 

  Model LongAccuracy (Event='1') =   

            Quest2-Quest28 

           / Dist = Binary Solution; 

     Random  Intercept / Subject= ID; 

Run; 

Table 2 below shows the estimated difficulty coefficients of PROC NLIMXED, PROC GLIMMIX, MULTILOG-MG, and R 

package eRm (extended Rasch Model). They give similar results. The correlation coefficients of the four sets of 
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difficulty estimates are higher than .99. The difficulty index is the percentage of students who obtained the answer 

correct for the item. This is one of the indices commonly used in classical measurement. The estimated coefficients 

of PROC NLMIXED, PROC GLIMMIX , MULTILOG-MG, and R Package eRm indicate the difficulty level of the items. 

For instance, the estimated coefficient under PROC GLIMMIX for items 1 and 2 are -1.10 and -2.64 respectively, 

indicating item 2 is an easier item compare to item 1. A high positive value for item 22 (1.25) indicates that this is a 

difficult item. The difficulty index show the likewise with only 26% of the students obtained a correct answer for 

this question. 

Table 2 Comparison of PROC NLNIXED and PROC GLIMMIX estimated coefficients and Difficulty Index 

Question Difficulty Index PROC NLMIXED PROC GLIMMIX MULTILOG-MG R Package eRm 

1 0.71 -1.14 -1.10 -1.02 -0.93 
2 0.91 -2.72 -2.64 -2.44 -2.47 
3 0.52 -0.12 -0.11 -0.10 0.09 
4 0.53 -0.16 -0.15 -0.14 0.05 
5 0.62 -0.63 -0.61 -0.57 -0.43 
6 0.53 -0.20 -0.19 -0.17 0.01 
7 0.60 -0.55 -0.52 -0.48 -0.34 
8 0.53 -0.18 -0.17 -0.15 0.03 
9 0.37 0.64 0.62 0.58 0.85 

10 0.58 -0.41 -0.40 -0.37 -0.21 
11 0.64 -0.74 -0.72 -0.66 -0.54 
12 0.67 -0.92 -0.88 -0.82 -0.71 
13 0.45 0.21 0.21 0.20 0.42 
14 0.59 -0.46 -0.44 -0.41 -0.26 
15 0.53 -0.18 -0.17 -0.16 0.02 
16 0.37 0.67 0.65 0.61 0.88 
17 0.50 -0.05 -0.04 -0.04 0.16 
18 0.49 0.03 0.03 0.03 0.24 
19 0.56 -0.33 -0.31 -0.29 -0.12 
20 0.46 0.18 0.17 0.16 0.38 
21 0.64 -0.76 -0.74 -0.68 -0.56 
22 0.26 1.29 1.25 1.16 1.51 
23 0.48 0.09 0.09 0.08 0.30 
24 0.44 0.30 0.29 0.28 0.51 
25 0.62 -0.65 -0.63 -0.58 -0.45 
26 0.65 -0.82 -0.79 -0.73 -0.61 
27 0.34 0.82 0.79 0.74 1.04 
28 0.33 0.90 0.87 0.81 1.11 

 
 
Disadvantages of using PROC NLMIXED 
 
We have seen in the last section that the syntax of PROC NLMIXED is much more complicated compared to PROC 
GLIMMIX as the mathematical representations need to be explicitly specified in the procedure. On top of this 
difference, it takes much longer time to run PROC NLMIXED. More seriously, it could possibly end up non-
convergence after a long run especially for large sample. For the current sample of 815 students, it takes 7 seconds 
to estimate the PROC GLIMMIX for the regular Rasch model whereas the PROC NLMIXED takes up to an hour to 
carry out the same task. From past experience, when the sample size is substantial large, it may take more than a 
day to run PROC NLMIXED. In times when non convergence occurs during processing, we may have to rely on prior 
research to specify the starting values or based on classical statistics like difficulty index to provide better starting 
values for the model to converge. While PROC NLMIXED could usually end up in non-convergence when the sample 
size is large, PROC GLIMMIX generally does not arise as an issue of concern. However, when there are too many 
dummy variables specified in the model, PROC GLIMMIX may face the problem as well. This will occur when we 
specify person as random instead of item as random, the next Rasch model we are going to discuss.  
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Random Person? 

The common practice of Rasch modeling is to treat items as fixed and persons as random. However, random item 

parameters also make sense theoretically and in practice. If our interest turns from measurement of persons 

instead of items, we could specify item as random and person as fixed (De Boeck, 2008). Specifying random person 

distribution is not unexpected as a group of students sampled is generally from population. However, items do not 

generally exist as a population to be drawn. We do not expect there exists a population of items and the current 

items used for testing is a sample out of it, even for computer adaptive testing, the items need to be created in the 

item bank. However, in practice, there exists real life application such as randomly drawn words from a vocabulary. 

The great advantage of specifying person random is that we could know the distribution of person in order to make 

comparison of persons who take the test by their estimated coefficients. De Boeck (2008) classifies Rasch models 

into four categories depending on whether item and/or person are treated as random or fixed. Table 3 below lays 

out these four types of Rasch models. The regular Rasch is random person fixed item Rasch model. 

 
Table 3 Classification of Rasch Models 
 

Persons 
Items 

Fixed Random 

Fixed Fixed Person Fixed Item Rasch Fixed Person Random Item Rasch 
Item Random Person Fixed Item Rasch Random Person Random Item Rasch 

   
Random Item, Fixed Person Rasch Model 

The Random Item, Fixed Person Rasch model is specified as follows as a binary multilevel logistic model. 
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Similar to the regular Rasch model, it is a two-level mixed binary logistic model, however now the set of person 

dummy variables kjZ is specified instead of item dummy variables. The syntax of PROC GLIMMIX for the Random 

Person Fixed Item Rasch model for the first 50 students is as follows:  

Proc GLIMMix Data = LongMathSec350ID; 

     Class Item; 

     Model LongAccuracy (Event='1') = ID2-ID50  

           / Dist = Binary Solution; 

     Random  Intercept / Subject= Item; 

Run; 

Compared to the Random Person Fixed Item regular Rasch model, there is just a slight change in the PROC 

GLIMMIX specification. Instead of specifying person as the classification variable, now the item becomes the 

SUBJECT and the CLASS statement states that it is a classification variable. The independent variables now are the 

student dummy variables running from ID2 to ID50. It is also noted that student one (ID1) is omitted from the 
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model statement since there are 50 students, one has to be excluded in model specification. Table 4 shows the 

estimated coefficients using PROC GLIMMIX of the first 5 students, the number, and the percentage of items 

correctly answered. 

Table 4 First 5 students item profile and PROC GLIMMIX estimated coefficients 

Student 
No. of Items 

Correctly Answered 
% of Items Correctly 

Answered 
PROC GLIMMIX Estimated 

Coefficients 

1 15 0.54 -0.14 

2 14 0.50 -0.32 

3 21 0.75 1.01 

4 23 0.82 1.52 

5 17 0.61 0.21 

 
The second and third columns of Table 4 show the number of items correctly answered, and the classical 

measurement of the percentage of items correctly answered to assess the students. The estimated coefficients of 

Random Item Fixed Person Rasch model is in the last column. They give the relatively positioning of students’ 

abilities. Lower ability students have negative coefficients while higher ability students have positive coefficients. 

For instance, student 4 with the positive coefficient of 1.52 is higher in assessment score compared to student 2 

with a negative coefficient of -0.32.  

Cross-Classified Model 

The above two Rasch models specify either item or person as random and the other as fixed. Nevertheless, both 

item and person could be specified as random using a cross-classified binary logistic model. Figure 1 below shows 

the schematic of a cross-classified model for 2 students and 3 items. If both items and persons are regarded as 

random, we could specify two random residual distributions each for the item and person with responses nested 

within persons and items. A two-level cross-classified model is specified as shown below. 
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Figure 1. Schematic of cross-classified with students and items 
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The PROC GLIMMIX syntax to generate the random item, random person Rasch model is stated below. 
 
Proc GLIMMix Data = LongMathSec3; 

     Class Item ID; 

     Model LongAccuracy (Event='1') =  / Dist = Binary Solution; 

     Random Intercept / Subject = Item; 

     Random Intercept / Subject = ID; 

Run; 

 
As both item and person are specified as random, we do not need to specify dummy variables for item and person 
as both are quantified as distributions. Since there is no covariate in this model, it generates two estimates that 
partitioned that variance for both the item and student levels. The output of the estimates of cross-classified model 
is shown below. The student level variance (1.1256) has higher variability than item level variance (0.5415). About 
two thirds (67.52%) of student performance is at the student level whereas about one-third (32.48 %) is due to 
item differences. 
 

 
 
 

Cross-Classified Model with Covariates 

The cross-classified model mentioned above assumes item difficulties and person abilities are independently and 

normally distributed with mean zero and variance 2

1u  and 2

2u  respectively. This implies that there is no prior 

assumption that an item is more difficult than another item and a specific person would perform better than 
another person. These assumptions are often not realistic in real life application. Van den Noortgate et al (2003) 
mentioned three conditions that could violate these assumptions. Person variables such as age, and grouping could 
affect ability. Item characteristics such as item domain could also be related to item difficulty, and differential item 
functioning could also be one of the important factors affecting the probability of students answering a particular 
item. This leads us to incorporate covariates into the model. 
 
In education research, we would generally like to know whether there are factors at the person and item levels that 
could affect test results so that we could come out with tests that are fair and without bias. For instance, we may 
want to know whether the subject domain would have differential effect on performance.  We would like to know 
whether geometry items are differentiated from other mathematical domains. In mathematical testing, the 
literature has shown that male performed better in geometry and females were better in algebra. These research 
questions could be carried out using the cross-classified model. When we specify a cross-classified model with 
covariates, three kinds of covariates could be incorporated namely item covariates, person covariates, and person-
by-item covariates. As shown by the general equation below, the three kinds of covariates could be easily 
incorporated into the cross-classified logistic model by including these covariates in the equation.  
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Covariate at person level 

The syntax of PROC GLIMMIX to include covariates at person level is shown below. The variable LongConfidence is 

the confidence level of students in answering the test items. To include this person level covariate, just place it 

after the “=” sign of the MODEL statement. 

Proc GLIMMix Data = LongMathSec3; 

     Class Item ID; 

     Model LongAccuracy (Event='1') =  LongConfidence / Dist = Binary Solution; 

     Random Intercept / Subject = Item; 

     Random  Intercept / Subject= ID; 

Run; 

 

The output of the model shows that the variable LongConfidence is significant with an estimated coefficient of 

2.0973. This means that the higher the confidence of a student of getting a correct answer, the higher the 

probability the student would score a correct answer. This variable has reduced the student level variance from 

1.1256 down to 0.5983, showing a high explanatory power of this variable in explaining student’s performance at 

the student level. 

 

 

Covariate at item level 

Similar to the inclusion of covariates at the person level, covariates at the item level is placed after the “=” sign of 

the MODEL statement. The following model includes three item level dummy variables in the model. These are 

dummy variables to denote the mathematical domain of the items. There are altogether four mathematic domains: 

algebra, geometry, statistics, and number. The reference domain is number. As such, only three dummy variables 

are specified in the PROC GLIMMIX. 

Proc GLIMMix Data = LongMathSec3; 

     Class Item ID; 

     Model LongAccuracy (Event='1') =  Algebra Geometry Statistics  

           / Dist = Binary Solution; 

     Random Intercept / Subject = Item; 

     Random  Intercept / Subject= ID; 

Run; 
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The results show that geometry items are marginally significant from the number items, however not for the 

algebra and statistics domains. The reduction of the variances occurs mainly at the item level. It reduces the 

variance from 0.5415 of the null model to 0.4660 of the current model. 

Covariate at both Person and Item Level 

The two above mentioned models examine the person and item covariates separately. It seems obvious that the 

next step in modeling is to include both the covariates into the model. This is rather straight forward for PROC 

GLIMMIX. What we have to do is to include both the person and item level covariates after the “=” sign of the 

MODEL statement and the rest of the syntax remains the same. The results show that after controlling for student’s 

level of confidence, the domain specific dummy variables are not statistically significant at alpha level .05. 

Proc GLIMMix Data = LongMathSec3; 

     Class Item ID; 

     Model LongAccuracy (Event='1') =  LongConfidence Algebra Geometry Statistics 

           / Dist = Binary Solution; 

     Random Intercept / Subject = Item; 

     Random  Intercept / Subject= ID; 

Run; 
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CONCLUSION AND SUGGESTIONS 
 
This paper proposed using PROC GLIMMIX for Rasch modeling as it could be easily specified and takes much shorter 
time to estimate the model, compared to the PROC NLMIXED. The estimated coefficients of both PROC NLMIXED 
and PROC GLIMMIX are comparable to standard IRT software MULTILOG-MG, and R package eRm. Four variations 
of Rasch model were illustrated. Particularly, the Random Item Fixed Person Rasch model gives an alternative 
perspective in analysis that shifts from item centered to person centered. More importantly, the Random Item 
Random Person Rasch model gives a new arena in analysis that incorporates covariates into the model. As these 
Rasch models could be easily carried out using the PROC GLIMMIX, we encourage the use of PROC GLIMMIX for 
Rasch modeling. 
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