
1 

Paper 374-2011 

A Practical Approach to Re-Architecting a SAS® Deployment 
Jim Fenton, SAS Institute, Inc., Golden, CO, USA 

Robert Ladd, SAS Institute, Inc., Phoenix, AZ, USA 
Gary Spakes, SAS Institute, Inc., Cary, NC, USA 

ABSTRACT 

In today's business environment, enterprise computing deployments must be able to handle the challenges that 
companies face while adhering to IT standards. With the SAS platform being a multi-tiered environment consisting of 
components residing on client desktops, middle-tier Web servers, compute servers, and data assets, SAS customers 
are looking for ways to modernize their environment without breaking the bank. When looking to modernize your SAS 
environment, there are many things to consider. This paper takes a practical approach to re-architecting SAS 
environments. It identifies typical architecture scenarios while taking into consideration that each customer has 
unique needs. This paper can be used as a reference when looking to modernize your SAS environment. 

INTRODUCTION 

Traditional SAS deployments typically fall into one of three categories:  desktop, server-based, or a combination of 
the two.  These environments give developers and analysts the ability to create valued information quickly.  While this 
information is vital to success, these environments are coming under more scrutiny as company standards and 
policies are more strictly enforced. 

A common goal is to create a computing environment that can handle the challenges businesses face including 
increased data volumes, the need for more complex analysis, tighter processing windows, shorter development 
cycles, governance, and adherence to regulations.  Often these environments are designed to meet the short term 
need and then require re-engineering.   

To build an environment that is dynamic, organizations need SAS deployments that are flexible, scalable, able to 
improve performance, and increase productivity.  This paper discusses typical SAS deployments including the SAS® 
Business Analytics Framework, additional SAS technologies that help modernize these deployments, and using these 
technologies together to create a competitive edge. 

TRADITIONAL SAS DEPLOYMENT METHODS 

For years, Foundation SAS has been deployed in the enterprise utilizing one of three methods: 

1. Desktop SAS Deployment  

• This is the least expensive deployment method. 
• The SAS analyst has direct access to data from the enterprise for desktop analysis. 
• Analytical datasets are typically stored local to the desktop, or on a network file share. 

2. Server SAS (Foundation)  

• A terminal emulator is used to connect and launch SAS on the server.   
• The SAS analyst has direct access to data from the enterprise to analyze on the server.   
• It is more expensive than a desktop solution, but computing capacity is increased to make this deployment 

faster and more efficient for large data volumes. 

3. Desktop and Server Combination 

• Foundation SAS is installed on the desktop and on a server. 
• The SAS analyst launches the desktop SAS deployment to execute analytical processes locally and/or 

remotely on the server.   
• The ability to interact between local and remote SAS is enhanced by the ability to write code locally, execute 

it locally or remotely, and upload or download data.   
• The SAS analyst can work locally if not connected to the network. 

Figure 1 illustrates these traditional SAS deployments with data movement represented by the arrow width. 
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9 

Incorporating SAS Scalable Performance Data Server into a SAS Grid environment delivers the ability to process 
SAS data quicker. This multi-threaded data server is a significant performance value over traditional single threaded 
SAS I/O processing.  The ability to engage permanent SAS data along with transient SAS work data makes this 
solution a must for organizations processing large data volumes for analytics. 

The last piece is SAS Grid and SAS In-Database technologies working together.  SAS Grid dynamically manages 
and distributes SAS workloads to reduce processing time while in-database processing leverages the MPP database 
architectures for data management and analytics without having to duplicate or move the data.  These technologies 
provide flexible scaling to deal with increase data demands, increased user demands, more complex analysis, and 
increased demand for more value.  SAS Grid also provides the ability to enforce, track, and monitor policies while 
remaining highly available.  Bringing all these technologies together creates a scalable and reliable environment for 
fast and efficient processing for both SAS and relational data.   

The SAS Business Analytics Framework is designed to adapt as the organization changes.  This paper discussed 
four common technologies that provide “snap-on” building blocks to enhance the SAS Business Analytics Framework:  
load balancing, SAS Grid, SAS Scalable Performance Data Server, and SAS In-Database.  Separately, these 
technologies can significantly improve business processes.  Together they have the ability to alter how business is 
done all together.   
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