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ABSTRACT 

Typical surveys contain closed-end questions that generate structured numerical data and open-ended questions that 
generate unstructured textual data. Given the perceived difficulties in analyzing texts, most companies often ignore 
textual data or simply look at summaries of comments. We illustrate how textual data can be grouped together to 
generate insights into customers’ expectations and how such groupings can be used as input variables to build better 
predictive models than models based on numerical data alone. Data was collected at a national conference via a 
survey that had numerical and four open-ended questions. Ten clusters were found in grouping of textual comments. 
The target is a binary (Yes/No) variable about best loyalty program in the industry. Data was split into training and 
validation before building predictive models. The best predictive model using numerical data has a misclassification 
rate of only 26.5% and a sensitivity of 60% in the validation sample. The addition of the cluster memberships as input 
variables substantially increased the performance of the predictive model (misclassification reduced to 18.7% and 
sensitivity increased to 82.8%). 
 

INTRODUCTION 

Customer Relationship Management (CRM) is considered to be one of the important responsibilities of marketing. In 
order to retain existing customers and attract new ones, many companies use customer loyalty programs. This 
practice is very common among retail businesses where it has been popular for quite some time. Periodic evaluation 
of these loyalty programs through customer surveys helps in identifying the important updates that need to be done to 
the programs to keep them effective. 

Customer surveys typically contain closed-end questions that generate structured numerical data and open-ended 
questions or comments that generate unstructured textual data. Survey analysis so far has been confined mostly to 
structured quantitative data analysis.  According to Dobson (2010), many companies fail to analyze the patterns in 
their large sets of data. However, textual comments and responses provided in these surveys contain a wealth of 
information (Boire, 2009; Dobson, 2010). When these textual comments are further explored using text mining 
techniques, they have the potential to increase the predictive and/or explanatory ability of models (Sullivan and 
Ellingsworth, 2003). Kleij and Musters (2003) demonstrate how text analysis of open-ended survey responses can 
complement preference mapping. 

We illustrate the importance of analyzing textual data and using it to predict whether a customer feels that a 
company’s loyalty program is the best compared to those offered by its competitors. The textual responses from the 
customers are first clustered using the text mining node in SAS

®
 Enterprise Miner™ 6.1, and later these clusters are 

used as inputs to predict the target variable. 
 

COMPANY BACKGROUND 

The data used for this paper was collected via a survey administered at a national conference by a client company 
(that wishes to remain anonymous) to determine whether the company has the best loyalty program in the industry. 
This company provides both B2B and B2C products and services in the retail sector. The company has a loyalty 
program in place through which their customers can redeem their loyalty points for free items such as general 
merchandise, coffee, drinks, etc. The company sells products and services through a network of wholly owned and 
franchised stores all over the USA.  
 

SURVEY DETAILS 

The original survey had 20 questions (with numerical responses) and four open-ended questions (textual responses). 
A total of 315 completed surveys were obtained by a market research company (working on behalf of the client 
company) at a national industry conference. We use eight numerical questions and four open-ended textual 
questions to predict the target variable. The target variable captures customers’ response to the question of whether 
the client company has the best loyalty program. Of the 315 respondents, 55.56% felt that the client company has the 
best loyalty program in the industry.  

The structured quantitative variables comprised responses to questions similar to the following. 

1. What percent of the company’s products is bought by the respondent? (1% -19%, 20%-39% and so on) 

2. Does the respondent have complete freedom to buy the client company’s products/services or does he/she 
work for a company that has an existing contract to buy the products/services of the client company? 
(Yes/No)  
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3. What method does the respondent prefer to redeem the loyalty points? (redemption coupons, loyalty card or 
either method) 

4. Is the respondent aware of other services provided by the loyalty program beyond reward points?(Yes/No) 
 

The textual comments comprised responses to open-ended questions similar to the following. 

1. Why does the respondent feel that a company has the best or worst loyalty program? 

2. Why does the respondent feel that a store is his/her favorite or least favorite stop-to-shop? 

Based on the type of questions, the survey data was divided into two data sets – textual data set and numeric data 
set.  Text mining techniques were applied on the textual data set and later this textual data set with clusters was 
merged with the numeric data set to build predictive models. 
 

METHODOLOGY 

TEXT MINING 

The textual data set has four variables capturing textual responses. Each of these variables was used to cluster the 
respondents using the text mining node (Refer to Figure 1) in SAS

®
 Enterprise Miner™ 6.1. As shown in the partial 

view of the properties used for text mining (Refer to Figure 2), a 10-cluster solution was used for clustering textual 
comments. Based on the discriminative power of the weights calculated in the Term-Document Matrix (Refer to 
Figure 3), a customized stop-list specific to the domain was developed by the authors, and this list was used during 
the clustering of textual comments. Figure 4 shows that there is one large cluster that also includes all observations 
that had no textual comments. Descriptive terms of each cluster indicate the common words used for clustering the 
textual comments. For example, cluster six has descriptive terms like “bad service,” “bad experience,” etc. Similarly, 
cluster nine has descriptive terms like “slow,” “customer service,” “rude people,” etc. All observations with these kinds 
of descriptive terms in their textual comments fall into respective clusters. We can identify the important factors that 
drive customers’ perceptions of best or worst loyalty programs and favorite or least favorite stop-to-shop by analyzing 
these clusters and their descriptive terms.  Such important factors that drive customers’ perception are summarized in 
Table 1. 
 
 

 

Figure 1. Application of Text Mining on Textual Data 
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Figure 2. Properties of Text Mining Node 

 

 

 

Figure 3. Partial View of Customized Stop-List Based on Term-Document Matrix 
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Figure 4. Descriptive Terms of Each Cluster 

 

PREDICTIVE MODELING 

Before applying the models, a tree imputation method was used to impute the missing values of all numerical 
variables. After imputation, a stratified partitioning method was applied to the data set to split it into training (80%) to 
build predictive models and validation (20%) to fine-tune and test the models. Two different types of models were 
built. In the first model type, only numerical (quantitative) responses were considered as inputs for prediction 
purposes. In the second model type, the clusters representing the textual comments were added along with the 
numerical responses as inputs to predict the target. 

Various models, including Logistic Regression (both stepwise and forward variable selection methods); Decision 
Trees with different criteria such as ProbChisq, Gini, and Entropy; and Artificial Neural Networks (ANN) with variable 
selection were used to predict the target as shown in Figure 5. 

A model comparison node was used to evaluate the performance of each model against other models using the 
validation misclassification rate criteria. In the final stage of the model, one best model from each of these two types 
(numerical inputs only and numerical and textual inputs) was selected to evaluate the effect of textual input data. 
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RESULTS 

The grouping of the textual data revealed several important factors for each of the four textual questions relating to 
best/worst loyalty programs and most/least favorite stop-to-shop. These factors are inferred based on our subjective 
interpretation of terms in each of the clusters for each question. These factors are summarized in Table 1. 

 

 

Table 1. Summary of Different Factors Based on Clustering of Textual Responses 

 

Comparison of the best model using numerical data only (referred to as Num in the screenshots) with the best model 
using numerical plus textual data (referred to as Num +Txt in the screenshots) clearly shows the utility of using textual 
data in addition to the numerical data. Table 2 shows that the Num + Txt model substantially outperforms the Num 
model. The validation misclassification rate was reduced from 26.56% to 18.75%. 

 

 

 

 

 

Numerical and 
Textual Inputs 

 

Numerical 
Inputs only 

  

Figure 5. Model Diagram Showing Different Predictive Models and Types of Inputs Used 
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The ROC charts in Figure 6 and the summary statistics reported in Table 3 provide more diagnostics that show the 
superiority of the Num + Txt model over the Num model. The area under the ROC curve of the model with numerical 
and textual inputs (green curve) is more compared to that of the model with numerical inputs alone (red curve). 

 

 

Figure 6. ROC Chart Showing the Differences in the Predictive Ability of Models 

 

The sensitivities of different models are calculated based on the results of the model comparison node. Sensitivities 
of the best models for both train and validation data sets are summarized in Table 3.  

The formula used for calculating sensitivity is as follows: 

Sensitivity = Number of True Positives/ (Number of True Positives + Number of False Negatives) 

Table 2. Partial View of the Results of Model Comparison Node 
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Table 3. Misclassification Rates and Sensitivities of the Two Best Models 

 

DISCUSSION 

As shown in Table 1, customers’ perceptions of least favorite stop-to-shop depends on the factors similar to: rude 
employee behavior, long lines, bad/slow service experience, high prices, and unclean facilities. On the other hand, a 
customer’s perception of his/her favorite stop-to-shop is influenced by the factors similar to: faster customer service, 
free coffee/drinks, and large and convenient parking. These findings provide actionable diagnostics for the client 
company to work on improving the image of their shops. 

As shown in Table 1, customers’ perception of best or worst loyalty program depends on the factors similar to: late 
expiration of loyalty points, free/unlimited refills, double reward points per dollar spent, and instant redemption of 
points rather than mailing back redemption coupons. These findings provide actionable diagnostics for the client 
company to work on improving its loyalty program. 

As shown in Table 2, the best model selected using the validation misclassification criteria is Reg + ANN (Num + Txt). 
This model is an ANN predictive model using a regression node for input variable selection with both numerical and 
textual inputs. Reg + ANN (Num) is another ANN predictive model using a regression node for input variable 
selection with numerical inputs only. 

A comparison of different statistics (refer to Tables 2 and 3) of these two models clearly shows that beyond just 
reduction of the validation misclassification rate, there is a substantial difference in the sensitivity of both the models. 
The best model with numerical and textual inputs has a sensitivity of 82.86% in the validation data, whereas the other 
model has a sensitivity of merely 60%. Another important finding from Table 3 is that the misclassification rates and 
sensitivities of both training and validation data of each of these models are closer. This indicates that the predictive 
models developed in this demonstration are stable. 

From the ROC chart (refer to Figure 6), we can conclude that the winning ANN model (with numerical and textual 
inputs) definitely fares well over the ANN model (with numerical inputs only) in terms of predicting whether a 
customer feels a company’s loyalty program is the best compared to its competitors. In the validation data, the area 
under the green curve (best model with numerical and textual inputs) is much greater than the red curve (best model 
with numerical inputs only). More importantly, the green curve is above the red curve for the entire range of horizontal 
axis. 
 

CONCLUSION 

Periodic evaluation of loyalty programs through survey analysis not only helps companies understand customers’ 
ever-changing needs, but also provides insightful information about where they stand in providing service relative to 
their competitors. When analyzed together, unstructured textual comments along with the quantitative data from the 
customer surveys can create a wealth of information to better understand customers’ expectations and predict 
customers’ satisfaction levels. This in turn will assist companies in designing and revamping their loyalty programs, 
thus allowing them to position themselves well ahead of the competition. 
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