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ABSTRACT

Because the number of variables is often tremendous in data mining applications, variable selection or dimension
reduction is essential to produce models with acceptable accuracy and generalization. After applying variable
selection methods, data miners often consider only selected variables for their tasks. However, the input space
represented by the rejected variables might still contain potential for positive contribution to the model. This paper
demonstrates the use of projection methods to combine both the selected variable space and the rejected variable
space. The new input space, which is made by adding projections of the rejected variables to the set of selected
variables, reduces the loss of input variable information while keeping interpretability of important individual variables.
The proposed method provides an effective means for analyzing the additional information potential that is hidden in
the rejected terms. We also introduce a SAS® Enterprise Miner™ extension node for random projection. This
extension node enables easy creation of the new reduced input space.

INTRODUCTION

Dimension reduction of input space is essential to performing data mining tasks well. There are two categories of
dimension reduction methods: direct selection of important variables (usually called variable selection) and dimension
reduction by projection (usually called projection). In variable selection, data miners use stepwise regression,
correlation, chi-square test, and so on; then they throw away the rejected variables. They consider only the selected
variables for their tasks. Variable selection preserves good interpretability of individual variables. Another way to
reduce the dimension of input space is to use a projection method such as principal components analysis, singular
value decomposition, random projection, and so on. Since the projection methods usually use a linear combination of
all input variables, no variable selection is needed. However, projection methods suffer from insufficient interpretation
of individual variables.

Suppose we have 1,000 variables as inputs to construct a prediction model. A variable selection method might
choose 100 variables among 1,000 variables and reject the other 900 variables. There is no guarantee that we can
tell whether the rejected 900 variables have less information than each of the selected 100 variables does. We can
only say the selected variables are more important than others based on the selection criterion. A projection method,
such as principal component analysis, includes all 1,000 variables in forms of linear combinations, which make a
reduced input space. However, the linear combinations of all input variables might ignore some meanings of
individual variables and reduce the model interpretability.

In this paper, we introduce a new concept of reducing the dimension of input space, which incorporates advantages
of both variable selection and projection methods into data mining tasks. We use the rejected variables to improve
data mining tasks through projection techniques. First, we use variable selection methods and obtain important
variables; this step preserves the maximum interpretability of the important variables. Second, we apply projection
techniques on only the rejected space to retrieve additional information from the rejected variables; this step
minimizes information loss of input variables. To avoid the increasing dimension problem at the second step, we also
suggest incorporating some selection mechanisms to find a few of the best projections of rejected variables. We
merge the chosen projections of rejected variables into the set of selected variables to make a new reduced input
space. The new input space is used to make an additional comparable predictive model, and finally we choose the
best predictive model among candidate models including this comparable model.
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BASIC CONCEPT OF NEW REDUCED INPUT SPACE

To create a new reduced input space that uses rejected variables, we can apply any kind of existing variable
selection method to all the input variables to choose the most predictable variables. Then we collect rejected
variables for further analysis. After the variable selection, we apply any kind of dimension reduction methods or
projection methods only on all the rejected variables. We select a few of the best projections from the dimension
reduction or projection result based on a certain criterion such as large eigenvalues, R-square, or chi-square values
associated with the target variable. The selection mechanism can be an interactive tool based on dimension
reduction techniques. For example the best projection can be selected based on graphs or plots. Next, we merge the
best projections chosen from the rejected variables into the set of the selected variables to form a new reduced input
space. Figure 1 shows the steps for creating new combined input space.
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Figure 1. Steps for Creating a Combined Input Space
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PREDICTIVE MODELING PROCESS THAT USES NEW REDUCED INPUT SPACE

Figure 2 shows how we can use the new reduced input space to improve the predictive modeling. Step1 through step
5 in Figure 2 show a typical process of predictive model building, in which we choose variables that are most
significant from various sources of variable selection and apply any modeling process to obtain the best predictive
model based on the selected variables. Step 6 through step 13 use the new reduced input space to create a
calibrated and comparable model which can be used for model comparison. We collect the rejected variables from
the variable selection process and possibly some variables that were rejected during the modeling process. We use
all the collected rejected variables to retrieve some additional information. We make a few projections of the rejected
variable, add them to the input space, and rebuild a predictive model. The rebuilt predictive model is compared with
the best model from the selected variable space. Finally we choose the best model between them.
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Figure 2. Steps for Using Reduced Input Space in Predictive Modeling
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RANDOM PROJECTION NODE

SAS Enterprise Miner software introduces a new extension node for random projection. This tool node makes the
proposed process of model building easy by using the rejected variables. Random projection is a technique that
projects a set of points from a high-dimensional space to a randomly chosen low-dimensional subspace. Random
projection approximately preserves pairwise distances with high probability. This idea of random projection has been
motivated by the Johnson-Lindenstrauss lemma (Johnson and Lindenstrauss 1984) as follows:

Johnson-Lindenstrauss Lemma

Forany 0 < e <1 and an integer n, let n be a positive integer such that

k>4 In(n) Com Sy
- 2 3
Then for any set V of n points in 9%, there is a map f: 9 » % such that for all u,v €V,
A=-Nu—=-vlP<|If@ - fWI? < A +o)lu—vl|?

Using a random d X k (k «< d) matrix R, the d-dimensional data, X is projected to a k-dimensional subspace,

Zyxn = RyxaXaxn-

A common random matrix can be obtained from a standard normal distribution. Let R = (r;;) be a random matrix such
that each entry (r;;) is chosen independently from N(0,1). Then a d-dimensional vector u € R is projected
1

tou = Te

1 . . .
Rtu € R*, where a constant Jisa normalization factor.

Achlioptas (2003) proposed a random matrix R (called sparse random projection) with i.i.d. entries in

1
1 withprob. —
( withprob. —
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where Achlioptas used s =1 or s = 3.

Figure 3 shows the SAS Enterprise Miner Random Projection node and its properties. We can select Normal or
Sparse from the Method property. The Sparse property corresponds to the s in the sparse random projection. The
Dimension property is the dimension (k) to be reduced.
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Figure 3. SAS Enterprise Miner Random Projection Node and Its Properties

The examples in the remaining sections of this paper illustrate how to use the Random Projection node. The Random
Projection node is not a part of the production version of SAS Enterprise Miner 6.1, but the node is available upon
reques.
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EXAMPLES

We show six examples in this paper. The first three examples use a SAS Enterprise Miner example data set to show
how to use the new reduced input space. The remaining three examples show how much the rejected variable space
contributes to the predicted model after some variable selection techniques.

EXAMPLE 1: USING THE RANDOM PROJECTION NODE

This example demonstrates the key concept of the new reduced input space. It also illustrates the differences
between a typical predictive modeling and the predictive modeling method with the new reduced input space.
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Figure 4. SAS Enterprise Miner Work Flow Diagram for Example 1

The input data set is called DMAGECR and is found in the SAS Enterprise Miner example data library. DMAGECR
has 20 input variables and 1 target variable, and it contains 1,000 observations. The data has been partitioned for the
purpose of model validation with 60% of data used for training and 40% of data used for validation. In the variable
selection node, an R-square criterion has been applied through a forward stepwise logistic regression. Nine input
variables have been selected from the 20 variables, and the remaining 11 variables have been rejected as shown in

Figure 5.
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resident Fejected Interwal Yarsel Small R-square value
telephon Fejected Interwval Yarsel Small R-square value

Figure 5: Variable Selection Showing Nine Selected Input Variables

We apply a random projection method on the rejected variables. The random projection matrix for the 11 rejected
variables is shown in Figure 6, and the 10 random projection vectors at the matrix have been used to create 10 new
variables (projections) from the 11 rejected variables.
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EE Random Projection Makrix

revt | RPv2 | RPva | Reva | Revs | Rrewe | Revr | RPvs RPYE | RPWID
0767525 2260774 115644 09506 0160656 1034888 0033368 06043 1743888  -0.0428
0990042 1553993 0689933 0013239 -024471 0968651 20181 0131951 172067 080352

-0.67497 080165 -1.28474 11013 0.756355 062654 -0.95445 0.73901 01767 -0.95214
-06728 -0.49903 040206 -037098 0218778 0927773 113131 -0.52473 0 -1.76842  -0.33033
0502573 0270932 -067262 082574 -0.10436  -1.10004 -0.40825 -0.25785 1.453048 0.504369
0344571 0673534 -091545 0292544 -1.0031  -0.32774 0.025455 1.04105 046437  -1.015833
J4M052 14711837 -031609 010717 0231337 0474024 0461535 0511607 0539358 0.534024
-0.705658 0757496 1.003162 1.579922 0841592 2355931 1515943 00FE72S -2.79266  1.379481
-0.15074 -0.85802 -0.43437 0763253 -0.24931 0105303 -0.487 102776 0746796 0.539343
-0.08141 1.099105 0466935 0212444 055704 0159592 1.836047 -043662 -0.49222 -1.21716

1.55745 -0.5334 0666113 -0.70426 117424 -1.049439 -1.08363 0133772 0315281 0636777

Figure 6. Random Projection Matrix for Rejected Variables

For example, the scored projection _RP6 is calculated from the linear combinations of all the rejected variables using
RPV6 as follows:

_RP6 =1.034888067 x age +0.9686508181 x coapp +0.6268403247 x depends
+0.9277725607 x employed -1.100042561 x existcr -0.32773644 x housing
+0.4740244195 x job + 2.3859506457 x marital +0.1053032746 x property
+0.1895920912 x resident -1.049489085 x telephon.

Now we select a few of best projections from the candidate projections. We apply a binary split model using a chi-
square test to select the best projections from the candidates. Two projections (_RP6 and _RP10) are selected out of
the 10 projections as shown in Figure 7.

Marme I Label ¥ I Fole I Cormrmettt I
| kP9 Randaom Projection Yector 9 Rejected Varzel2 Small Chi-square value
 RPa Fandom Projection “Wector 3 Rejected “arseld Small Chi-zguare value
| RPT Fandom Projection VWector 7 Rejected Varzel2 ESmall Chi-square value
| RPE Randaom Projection “Wector 6 Input
| RPsa Fandom Projection “Wector 5 Rejected “arseld Small Chi-zguare value
| RP4 Fandom Projection YWector 4 Rejected Varzel2 ESmall Chi-square value
| RP3 Randaom Projection Yector 3 Rejected Varzel2 Small Chi-square value
 RP2 Fandom Projection “Wector 2 Rejected “arseld Small Chi-zguare value
| RP10 Fandom Projection “Wector 10 Input
| kP Randam Projection “Wector 1 Rejected Varzel2 Small Chi-square value

Figure 7. Variable Selection Applied to Random Projection Vectors
This projection vector can be selected interactively as follows:
1. Produce a random vector.
2. Use the random vector to score the data and get a new variable.
3. Evaluate the new variable.
4. If the new variable is significant, keep it; if not, throw it away.
5. Generate a new random vector, and do the previous step again until you reach your goal.
6. The goal can be a fixed number of variables or a cutoff statistic for model improvement.

We combine the previously selected variables with the new chosen variables (projections). The merged variable list
contains eight variables selected from original variable space and two variables created and selected from the
projected space of the rejected variables. These 10 variables are used as the final input variables for data mining
tasks. In this example they become independent variables for a regression modeling.
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Mame Label Rale & L=e Report Lewve
fareign Input Default Ho Interval

RF10 Random Projection Wectar 10 |(Input Default Ho Interval
Sawings Input Default Ho Interval
histary Input Default Ho Interval
purpose Input Default Ho rarminal
arnount Input Default Yes Interval
installp Input Default Mo Interval
chiecking Input Default Mo Interval
other Input Default Mo Interval

RFE& Random Projection Yector 6 |Input Default Mo Interval

Figure 8. Merged New Input Variables

When we compare the prediction performance between Regression (1) and Regression (2) in Figure 4, we see that
Regression (1) uses the new input space, which has two more independent variables, and Regression (2) uses only
the selected variables from the variable selection. Regression (1) and Regression (2) have exactly the same settings
except for the new two variables. In this example, the predictive model with the new input space increases prediction
accuracy about 1%, as shown in Figure 9. The improvement is not very impressive because we used simple logistic
regression rather than stepwise, forward, and backward logistic regression. However, this example shows how the
new input space works.

Fit Statistics
Hodel =selection based on _VHMISC_

Valid:

Selected Mode=l Hisclassification
Hodel Hode Rate
Ky Fegl o 215
Reg? o 225

Figure 9. Model Comparison for Example 1

EXAMPLE 2: USING PRINCIPAL COMPONENTS OF THE REJECTED VARIABLES

This example uses the same data set and settings of Example 1 up to variable selection, but it uses the principal
components analysis (PCA) instead of random projections after the variable selection. Figure 10 shows the work flow
diagram.

re— | feryariable Random |0 el Best z -
B @ - e - - o -

= [ﬁReg-minn(Z) | - = E @Mﬂ::rison |
G on
2 %ﬂd Vars

Figure 10. Work Flow Diagram with Principal Component Analysis
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The rejected variables are used for principal components analysis. The first three principal components based on
eigenvalues are chosen to explain the variation of rejected variables. The three principal components are merged
with the already chosen input variables and are run through the regression node with the merged input data. The
merged variable list at the Regression (3) node is shown in Figure 11.
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Yariables - Reg3 5'
Marme I Usze I Fole Lakel Lewvel I Type I Crcler I Report
FPC_1 Default Input FPRIMCIPAL COMPOMNERT 1 Interval I Ho
PC_2 Defrault Input FRIMCIPAL COMPOMNERT 2 Interval I Mo
FPC_3 Derault Input FPRIMCIPAL COMPOMEMNT 2 Interval I Mo
lamount Default lnput Interval I Yes
checking Default Input Interval I HNo
duration Default Input Interval I~ Mo
foreign Derault Irput Interval I NO
good_bad Yes Target Binary 9] MO
history Default Input Interval I Ho
installp Default Input Interval I~ Mo
other Derault Irput Interval I NO
purpose Default Irput rMarminal 9] MO
savings Default lnput Interval I Ho
L - . -
Explore... I Ok I Cancel I Help |

Figure 11. Merged Variable List at Regression (3) Node

We run the regression node and pass the result to the model comparison node. The model comparison produces the
table shown in Figure 12. This table includes the model comparison from Example 1. Reg1 with random projection is
still the winner, but Reg3 with the first three principal components also improves the accuracy of predictive model by

0.5%.
Fit Stati=tics

Model =selection based on _VHMISC_
Train:
Yalid: Average
Selected Hodel Hizclas=sification Sguared
Hodel Hode Rate Error
¥ Regl 0.215% 0.15853
Regz 0.225 0.15981
Regl 0.220 0.159:22

Figure 12. Model Comparison for Example 2
EXAMPLE 3: USING PRINCIPAL COMPONENTS SELECTED BY THEIR TARGET ASSOCIATION
This example uses the same data set and settings as Example 2, but instead of choosing principal components with

the top three largest eigenvalues as was done in Example 2, we use the R-square values between the target variable
and principal components as a selection criterion, as shown in Figure 13.
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Figure 13. Work Flow Diagram with Principal Components Selected by Their Target Association

We create principal components, but no selection has been made. So 10 principal components are passed to the
“Select PCA with target (Variable Selection)” node. We run the variable selection node with an R-square criterion.
The two principal components, PC_7 and PC_2, are selected and added to the existing input variables. The variable
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editor at Regression (4) node shows the combined new input variable list, as shown in Figure 14.

Yariables - Reg4 x|
Marne I Use | Role Lewel I Label Type I Orcler Farmat
FC_2 Default Input Interval FPREINCIPAL COMPOMEMT 2 M
FC_7 Default Input Interval PREINCIPAL COMPOMEMT 7 M
armount Default Input Interval Il
checking Default Input Interval Il
duration Default Input Interval Wl
fareign Default |Input Interval I
good_had Yes I'I'arget Binary 1
history Derault Input Interval ]
finstallp Derault Input Interval ]
other Default Input Interval ]
purpose Default Input Maominal i
savings Default Input Interval Il
Kl | i
Explare... | oK I Carcel | Helgr |

Figure 14. Merged Variable List at Regression (4)

We run the Regression (4) node using the new input variables and compare the result with the previous ones. Based
on the misclassification of validation data shown in Figure 15, Reg1 is still the best, but Reg4 also shows a slight
improvement in the model accuracy.

Fit Statistics

Hodel selection based on _VHISC
Train: Valid:
Valid: Average Average
Selected Hodel Hizclas=sification Squared Squared
Hodel Hode REate Error Error
W Regl 0.2150 0.15853 0.15345
RegZ 0.2250 0.15981 0.15504
Reg3 o.zz00 o 15922 0. 15300
Fegd 0. 2225 0. 15778 0. 15224

Figure 15. Model Comparison for Example 3

EXAMPLE 4: RANDOM PROJECTION WITH STEPWISE REGRESSION VARIABLE SELECTION

This example uses the Sonar data from the UCI Machine Learning Repository used by Gorman and Sejnowski (1998)
in their study of the classification of sonar signals using a neural network. The task is to train a network to
discriminate between sonar signals bounced off a metal cylinder and those bounced off a roughly cylindrical rock.
The data set contains 111 patterns obtained by bouncing sonar signals off a metal cylinder and 97 patterns obtained
from rocks. Each pattern is a set of 60 numbers in the range 0.0 to 1.0. Each number represents the energy within a
particular frequency band, integrated over a certain period of time. The label associated with each record contains the
letter "R" if the object is a rock and "M" if it is a mine (metal cylinder). The data set contains 208 observations, 60
input variables (VAR1...VARG60), and 1 binary target variable.

First, we run a stepwise logistic regression to find which variables are important. We partition the data so that 50% of
the data are used for training and 50% of the data are used for testing. Each data partition has 104 observations.
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Figure 16. Work Flow Diagram for Example 4

We use a stepwise regression to produce the nine variables shown in the first column in Figure 17 as important

variables.
I
Analy=sis of Maximiaam Likelihood Estimates
Standard Wald Standardi=zed

Parameter DF Estimate Error Chi-Scuare Pr = ChiSdog Estimate Exp (Est)
Intercept 1 4. 54589 l1.5070 o.11 o.0o0z5 1z=27.e00
VAR 1 1 —70.597& 24,7403 S.17 o.0043 —0.s8508 0. ooo0
WAR1E 1 —15.5530 S.4452 G.la 0.0043 —1.13393 0. ooo0
VAR1S 1 11.5780 5.2271 4_.91 O.0zZs58 0O.8675 S99._000
VAR17T 1 4. 7545 Z.07z5 s5.29 o.0z15 0.6895 117.303
VARZO 1 =-7.1074 Z.0622 11.385 o.0oo005s —0.9530 o.oo01
VARIG 1 SF.9058 1.5424 4. 49 o.0340 Oo.55610 495690
VAR40 1 7.7383 Z.6601 .45 O.00356 O.755z2 S99._000
VARAS 1 —11.04946 S.96735 F.Ta o.00535 —0.&8051 o.ooo
WARA9 1 -39 _0s00 15.54z1 5. 32 o.0o113 —0.59393 o.ooo

Figure 17. Variable Selection from Stepwise Regression

Using random projections of rejected variables and the previously selected variables, we build a predictive model
Regression (2) as shown in Figure 16. The random projection node produces 10 scored projections from the 51
rejected variables. In other words, the rejected 51 variables are projected to a reduced space with dimension 10. The
scored projections are added to the set of previously selected input variables. This can be done very easily using the

Random Projection node with the property ofllse Gnly Rejected variables [ves | . The random vectors are
also shown in Figure 18.

ﬁ Random Projection Matrix

Ranclatn Ranclam Rancom Rancam Ranciam Ranclatn Ranclam Rancom Rancam Ranciam
Praojection Projection Projection Projection Projection Praojection Projection Projection Projection Projection
Yector 1 “ectar 2 Yectar 3 ‘Yector 4 Yector 5 ‘Yector B “ectar 7 Yectar 8 ‘Yector 8 ‘Yector 10

-0.62724 114743 126532 -061026 0747364 0.0313 -2215  1.743693 0969467 0672834
-1.14018  -0.45766 0104644  -D.36776  1.396928 0125304 1465335 0744789 -054853  -0.8008E
0346269  -0.26714  0.674329 181211 -0.26528 0669999 -0.04373 -0.04572 -0.4493  -0.4425C
-0.56771  -0.89075  -1.02158  -0.40983  -0.50746 -0.9064  -0.78596 0335336 079274 0.06328:
-3.33628 060131 -1.21888 0114353 134331 2366692 1869308 137029 0817864 -0.39474
-1.90497  -0.79808  -0.54568  -0.04069  -0.05937 0154652 1.870148 114513 0002938 0.90131E
0630718 0233258 0754689  -0.19534  1.255857 022828 1400377 139827 -213635  -0.9873

-0.3308 0787826 0.057794  1.725283 036242 1.769296 0376992  -0.06436 2674475 0.3487¢

-23876 2857913 -0.F9556 0306669 0709478 0404907  0.097509 0335786 1.74B837  0.1672%
-011743  -0.33549 0574007 -0.82794 1352068 1.076487  -1.62434 0743458 212126 0.34535E
-017318  -0.74232 0408963 -0.7843  -079636  0.844035 0353806  -0.89119 0640756 -0.04081
-0.748952 0527002 0172948 -016633 1.081312 0738999 1691633 1.04638 215941 -0.5437€

nR?II09 n7ande A4 FAETAE anoAno n 09497 nnandn? n 999740 nanocA? nNEoz?od na709E

Figure 18. Random Matrix from Random Projection Node

Next, we run the same stepwise logistic regression with this new combined set of input variables. The Regression (2)
node in Figure 16 has a new set of input variables with 10 random projections (_RP1 through _RP10) shown in
Figure 19.

10
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E& variables - Reg2

[none] I not IEquaI 1o LI I
—olumns: [T Label I ™ining
Mlame Use Repork Raole & Lewel
AR Default MO Input Interval
ARE12 Default Mo Irnput Interval
ARE13 Default Mo Input Interval
ARE1T Default Mo Input Interval
ARZ0 Defrault Mo Input Interval
ARG Default Ho Input Interval
AR4A0 Default MO Input Interval
AR43 Default Mo Irnput Interval
ARE49 Default Mo Input Interval
RFP1 Default Mo Input Interval
RFE10 Defrault Mo Input Interval
RP2 Default Ho Input Interval
RFP3 Default MO Input Interval
FF4 Default MO Input Interval
RFS Default Mo Input Interval
RFE Default Mo Input Interval
RET Defrault Mo Input Interval
RFPS Default Ho Input Interval
RFP4 Default MO Input Interval
AR10 Default MO Fejected Interval
AR Default Mo Rejected Interval
SR A Ak Ful Eripcted Ilntemneal

Figure 19. Variable Set with Random Projections

As the result of stepwise regression, the new model drops five variables from the previously selected inputs and adds
two projection variables as significant predictors to the model, as shown in Figure 20.

Analysis of Maximum Likelihood Estimates
Ztandard Wald Standardized
Parameter LF Eztimate Error Chi-5%quare Pr > Chiiq Estimate Exp(E=st)
Intercept 1 6.5974 1.58197 13.14 0.0003 733.195
VAR1 1 -65.5541 21.TZ358 10.05 0.001% -0.5z254 O.oo0
VAR1Z 1 =-5.1z270 2.4587 4,24 0.0394 -0.3755 O.006
VAR3E 1 2.9163 1.3617 4.59 0.03z22 0.4159 15.474
ViR 4o 1 -20.6267 9.1745 L.05 0.0z2465 -0.3591 O.o0on0
_RFz 1 -1.3975 0. 4656 §.59 0.00z9 -0.6452 0.z47
_RF4 1 0.5457 0.2445 5.03 0.0z49 0.3943 1.731

Figure 20. Finally Selected Variables for Example 4

The model comparison shown in Figure 21 demonstrates a slight improvement by random projection and indicates
that the rejected variables from the first stepwise regression still contain significant information for prediction.

Fit Statistics
Model 3election based on Test: Misclassification Rate ([_TMIZEC )
Traimn:
Test: Average Trair:
Selected Model Model Misclassification Scquared Misclassification
Model Node Description Rate Error Fate
K Regz FRegression (2) 0.2o667 0.13557 0.21359
Reg Eegression 0.28571 0.10578 0,155354

Figure 21. Model Comparison for Example 4

1"
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EXAMPLE 5: RANDOM PROJECTION WITH VARIABLE SELECTION NODE

This example uses the same data set and settings as Example 4 and adds a variable selection node. Figure 22
shows the work flow diagram.

Data Mining and Predictive Modeling

TR e Pre—y i e

ta Partition

S pigrrme |

Figure 22. Work Flow Diagram for Example 5

In the variable selection node, R-square and chi-square criteria are used to select the following variables: VAR1,
VAR12, VAR13, VAR17, VAR20, VAR36, VAR40, VAR43, and VAR49. These variables are different from the
variables selected in the stepwise regression in Example 4: VAR5, VAR9, VAR10, VAR12, VAR18, VAR19, VAR31,
VARS54, and VARS8. Only VAR12 is selected from both. Modeling with the same stepwise regression with these
variables chosen from variable selection might not return a good result because the variable selection might miss
significant predictors. Therefore, we need to calibrate the model by using random projections of rejected variables.

In Figure 22, Regression (4) runs a stepwise regression with the selected variables from variable selection and
Regression (3) runs a stepwise regression with the selected variables and 10 random projections of rejected
variables. The final model from Regression (4) shows VAR12, VAR19, and VAR18 as significant predictors as shown
in Figure 23.

Jummary of Stepwise 3J3election

Effect Hunher Score Wald
aJtep Entered LF In Chi-3quare Chi-%quare Pr > Chiig
1 VAR1Z 1 1 17.7276 <. 0001
2 VAR19 1 z 4, 5554 0.03Z22
3 VARL1S 1 3 11.4z99 o.oo07

Figure 23. Summary of Stepwise Selection for Regression (4)

Instead of VAR19 and VAR18, the final model from Regression (3) selects the two random projections of rejected
variables as shown in Figure 24.

Summary of tepwisze Zelection
Effect Nunher Gcore Wald
Step Entered DF In Chi-%cquare Chi-%quare FPr » Chiig
1 VAR1Z 1 1 17.7276 <.0001
2 _RP10 1 2 9.3042 0.0023
3 _RPS 1 3 7.6522 0.0057

Figure 24. Summary of Stepwise Selection for Regression (3)
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The result shown in Figure 24 demonstrates that some of rejected variables have much more significant information
than some of selected variables, so the new calibrated model has been improved in predictability. The model
accuracy has been increased by 13% in the test data set. The model comparison in Figure 25 shows the model with
the combined new input space (Regression (3)) performs much better than the other model (Regression (4)).

Fit Statistics

Model Selection based on Test: Misclassification Rate (_THMISC_)
Train:
Test: Average Traimn:
Selected Model Model Mizsclassification Squared Misclassification
Model Node Dezscription Rate Error Rate
T Regi Regression (3) 0.2z2357 0.la%ad 0.25<43
Regd FRegression (4) 0.35120 0.17326 0.27184

Figure 25. Model Comparison for Example 5

EXAMPLE 6: RANDOM PROJECTION WITH VARIABLE CLUSTERING NODE

This example uses the same data set that was used in Example 5, but it uses a variable clustering node to select
important variables and do a similar analysis. Figure 26 shows the work flow diagram.

902 ariable
2 ZiClustering
LI )

= —E i ata Partition g

- l.-:éRegression (6) |=

2 l' Random
), Projection

Figure 26. Work Flow Diagram for Example 6

The Variable Clustering node produces 14 clusters and selects the most significant variable from each cluster. The
14 selected variables are shown in Figure 27.

{8 variable Selection Table

Cluster “ariable R-Square Mext R-Square Type Label 1-R2 Ratio “ariakble

ith O Closest wwith Pesct Selected W

Cluster Cluster Cluster

Component Component
CLLISA wAR4 0.80244 CLLISS 0.1 76159 ariahle 0.239803%ES
CLUS10 YAaR19 0902291 CLLIS3 0.230112%ariahle 0.139809%ES
CLLIST1 YAaR4E 0.835968CLILISZ 0.343886Yariable 0.250006%ES
CLUIST 2 WARZE 0.921928CLLISE 0296248 ariable 0111031 %ES
CLUISTS YAaR1Z2 0905168 CLILISS 0.31 5497 Yariable 0138541 %ES
CLUIST 4 VARG 0883783 CLLIS3 0.169913Variahle 0.140006%ES
CLUSE WARA43 O.FE9E16CLILIST1 0264938 ariable 0.313421%ES
CLUSSE YARTE 0918484 CLLIS10 0208846 ariable 0117941 %ES
CLLIS4 WARZET 0824764 CLILISZ 0142628V ariable 0.204626%ES
CLLISS YAaRd 0888739 CLLIS14 0.233167Yariable 0.145092%ES
CLUSEH VARZE 0881572 CLLIST12 0195877 Variahle 014727EYES
CLUST WARZE 09594659 CLLIS12 0193255 ariable 0.05024%ES
CLLUISSE YARZE 0.854309CLLISa 0.2591237Yariable 0.194575%ES
CLLISY WARSA 0.B36E505CLIIS 0122653 Variable 0.44527%ES
CLLISA LS 1CLuUsSe 0265702 ClusterZomp Cluster 1 Orc
CLLISA WARS 0.7r92237 CLUSS 0.1861 75variahle 0.255292 MO
[ S | AR NFre3az4 i 115g 0 2n8>variahle O 273398 RO

Figure 27. Variable Selection Table from Variable Clustering

Using the two stepwise regressions (Regression (5) and Regression (6) nodes), we can evaluate the selected
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variables from variable clustering. The stepwise regression from the Regression (5) node chooses three variables out
of 14 selected variables as final predictors.

Summary of Stepwisze Selection

Effect Humber Jcore Wald
Step Entered Removed DF In Chi-fGquare Chi-3quare Pr » Chiig
1 WARL1Z 1 1 17,7276 <.0001
2 VAR19 1 2 4, 5554 0.0322
3 WARLE 1 3 4,3749 0.0365
4 WARD 1 4 4,2927 0.0383
5 VaRg 1 3 3.7072 0.0542

The selected wmodel is the wodel trained in the last step (AStep 5). It consists of the following effects:

Intercept VAR1Z VARLE VARILY
Figure 28. Stepwise Variable Selection after Variable Clustering

When we use random projections of 46 rejected variables from variable clustering node, the stepwise regression
chooses two variables and one random projection as its best predictors and it improve the model by 6% based on the
test data set.

Sunmary of Stepwise Selection

Effect HNunber Score WMald
Step Entered DF In Chi-%quare Chi-%quare Pr > Chifg
1 WAR1Z 1 1 17,7276 <£.0001
Z _RFa 1 Z 9.2573 0.0023
3 WAR1S 1 3 4,4535 0.0347

The selected model iz the wmodel trained in the last step (Step 3). It consists of the following effects:

Intercept VAR1Z VARLIS _ERPE

Figure 29. Stepwise Variable Selection Including Random Projections after Variable Clustering

Fit Ztatistics
HModel Zelection based on Test: Misclassification Rate (_THMISC )

Train:
Test: Average Train:
Gelected Model Model Misclassification 3gquared Misclaszssification
Model Node Description Rate Error Rate
T Fegt PRegression (6] o.25714 0.17z242 0.22330
Regh Regresszion (5] 0.314:29 0.13482 0.z24272

Figure 30. Model Comparison for Example 6
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CONCLUSION

We showed how to use rejected variables to create a new reduced input space for predictive models. The new input
space is formed by adding projections of rejected variables to the set of already selected variables. The suggested
new input space uses the advantages of both variable selection and projection of variables: interpretability of
individual important variables and minimization of information loss from rejecting variables. We can always build one
more comparable predictive model after a conventional predictive modeling process is done. The new calibrated and
comparable predictive model increases the model accuracy by well chosen projections of rejected variables, and it
also provides a good tool for evaluating the selected variables through the projections. Even though random
projection is a fast and efficient projection of rejected variables, more research is still required on how fast we can
generate and select a few of the best predictable projections of rejected variables.
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