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ABSTRACT 
Because the number of variables is often tremendous in data mining applications, variable selection or dimension 
reduction is essential to produce models with acceptable accuracy and generalization. After applying variable 
selection methods, data miners often consider only selected variables for their tasks. However, the input space 
represented by the rejected variables might still contain potential for positive contribution to the model. This paper 
demonstrates the use of projection methods to combine both the selected variable space and the rejected variable 
space. The new input space, which is made by adding projections of the rejected variables to the set of selected 
variables, reduces the loss of input variable information while keeping interpretability of important individual variables. 
The proposed method provides an effective means for analyzing the additional information potential that is hidden in 
the rejected terms. We also introduce a SAS® Enterprise Miner™ extension node for random projection. This 
extension node enables easy creation of the new reduced input space. 

 

INTRODUCTION  
Dimension reduction of input space is essential to performing data mining tasks well. There are two categories of 
dimension reduction methods: direct selection of important variables (usually called variable selection) and dimension 
reduction by projection (usually called projection). In variable selection, data miners use stepwise regression, 
correlation, chi-square test, and so on; then they throw away the rejected variables. They consider only the selected 
variables for their tasks. Variable selection preserves good interpretability of individual variables. Another way to 
reduce the dimension of input space is to use a projection method such as principal components analysis, singular 
value decomposition, random projection, and so on. Since the projection methods usually use a linear combination of 
all input variables, no variable selection is needed. However, projection methods suffer from insufficient interpretation 
of individual variables.  
 
Suppose we have 1,000 variables as inputs to construct a prediction model. A variable selection method might 
choose 100 variables among 1,000 variables and reject the other 900 variables. There is no guarantee that we can 
tell whether the rejected 900 variables have less information than each of the selected 100 variables does. We can 
only say the selected variables are more important than others based on the selection criterion. A projection method, 
such as principal component analysis, includes all 1,000 variables in forms of linear combinations, which make a 
reduced input space.  However, the linear combinations of all input variables might ignore some meanings of 
individual variables and reduce the model interpretability. 
 
In this paper, we introduce a new concept of reducing the dimension of input space, which incorporates advantages 
of both variable selection and projection methods into data mining tasks. We use the rejected variables to improve 
data mining tasks through projection techniques. First, we use variable selection methods and obtain important 
variables; this step preserves the maximum interpretability of the important variables. Second, we apply projection 
techniques on only the rejected space to retrieve additional information from the rejected variables; this step 
minimizes information loss of input variables. To avoid the increasing dimension problem at the second step, we also 
suggest incorporating some selection mechanisms to find a few of the best projections of rejected variables. We 
merge the chosen projections of rejected variables into the set of selected variables to make a new reduced input 
space. The new input space is used to make an additional comparable predictive model, and finally we choose the 
best predictive model among candidate models including this comparable model.  
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BASIC CONCEPT OF NEW REDUCED INPUT SPACE 
To create a new reduced input space that uses rejected variables, we can apply any kind of existing variable 
selection method to all the input variables to choose the most predictable variables. Then we collect rejected 
variables for further analysis. After the variable selection, we apply any kind of dimension reduction methods or 
projection methods only on all the rejected variables. We select a few of the best projections from the dimension 
reduction or projection result based on a certain criterion such as large eigenvalues, R-square, or chi-square values 
associated with the target variable. The selection mechanism can be an interactive tool based on dimension 
reduction techniques. For example the best projection can be selected based on graphs or plots. Next, we merge the 
best projections chosen from the rejected variables into the set of the selected variables to form a new reduced input 
space. Figure 1 shows the steps for creating new combined input space.  
 

.               

1. Input Data  

2. Variable Selection: Apply any kind of variable 
selection method  

3. Selected Variables 4. Rejected Variables 

5. Apply any dimension reduction method 
or projection methods to the rejected 
variables 

6. Select a few of the best projections from 
the dimension reduction or projection result  

7. Merge the selected variables and the best projections 
chosen from the rejected variables  

8. Use the new input space for 
further data mining analyses

Figure 1. Steps for Creating a Combined Input Space 
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PREDICTIVE MODELING PROCESS THAT USES NEW REDUCED INPUT SPACE 
Figure 2 shows how we can use the new reduced input space to improve the predictive modeling. Step1 through step 
5 in Figure 2 show a typical process of predictive model building, in which we choose variables that are most 
significant from various sources of variable selection and apply any modeling process to obtain the best predictive 
model based on the selected variables. Step 6 through step 13 use the new reduced input space to create a 
calibrated and comparable model which can be used for model comparison. We collect the rejected variables from 
the variable selection process and possibly some variables that were rejected during the modeling process. We use 
all the collected rejected variables to retrieve some additional information. We make a few projections of the rejected 
variable, add them to the input space, and rebuild a predictive model. The rebuilt predictive model is compared with 
the best model from the selected variable space. Finally we choose the best model between them. 

 

  

3. Final Selected Variables 

6. Rejected Variables

8. Collect all rejected variables 

10. Select a few of the best projections 
from the dimension reduction result  

12. Using the new input space, 
obtain the best predictive model 

5. Choose the best model based 
on selected variables  

9. Apply any dimension reduction method 
to the rejected variables 

11. Merge the selected variables and the best projections chosen 
from the rejected variables 

4. Apply any modeling process to get 
the best predictive model  

7. Some selected variables might 
be rejected during modeling 

13. Compare and choose 
the best model

2. Variable Selection: Apply any kind of variable selection method 

1. Input Data  

Figure 2. Steps for Using Reduced Input Space in Predictive Modeling 
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RANDOM PROJECTION NODE 
SAS Enterprise Miner software introduces a new extension node for random projection. This tool node makes the 
proposed process of model building easy by using the rejected variables. Random projection is a technique that 
projects a set of points from a high-dimensional space to a randomly chosen low-dimensional subspace. Random 
projection approximately preserves pairwise distances with high probability. This idea of random projection has been 
motivated by the Johnson-Lindenstrauss lemma (Johnson and Lindenstrauss 1984) as follows: 

Johnson-Lindenstrauss Lemma 
For any 0 ൏   and an integer  ݊, let ݊ be a positive integer such that  ߝ ൏ 1 ݇ ൒ 4 ݈݊ሺ ݊ሻ ሺߝଶ2 െ ߝଷ3 ሻିଵ 

ℜࢊ  ℜࢊ ՜  ℜ࢑ א ݒ ሺ1ࢂ െ ݑ||ሻߝ െ ଶ||ݒ ൑ ||݂ሺݑሻ െ  ݂ሺݒሻ||ଶ ൑  ሺ1 ൅ ݑ||ሻߝ െ ଶ||ݒ
݇ ا ݀ሻ ௞௫ேࢆ ൌ ௜௝௜௝ݎௗ௫ே. ሺࢄ௞௫ௗࡾ ૚ሻ א  ℜ

′ ൌ  √௞

Then for any set ܸ of ݊ points in , there is a map ݂:  such that for all ݑ, , 
. 

 

Using a random  ݀ ൈ  ሺ݇  matrix ࡾ, the ݀-dimensional data, ࢄ is projected to a ݇-dimensional subspace,  
 

 
A common random matrix can be obtained from a standard normal distribution. Let ࡾ ൌ ሻ be a random matrix such 
that each entry ሺݎ ሻ  is chosen independently from ࡺሺ૙, . Then a d-dimensional vector ࢊ ݑ  is projected 
to ݑ ଵ א ݑ௧ࡾ  ℜ࢑, where a constant ଵ√௞ is a normalization factor. 
 
Achlioptas (2003) proposed a random matrix ࡾ (called sparse random projection) with i.i.d. entries in 

 ݏ12    .ܾ݋ݎ݌ ݄ݐ݅ݓ    1

௜௝ݎ ൌ  
۔ۖەۖ
1  .ܾ݋ݎ݌ ݄ݐ݅ݓ       0     ۓ െ ݏ12  .ܾ݋ݎ݌ ݄ݐ݅ݓ     െ1  ݏ1

 

1 ൌ 3where Achlioptas used ݏ ൌ  or . ݏ
 
Figure 3 shows the SAS Enterprise Miner Random Projection node and its properties. We can select Normal or 
Sparse from the Method property. The Sparse property corresponds to the ݏ in the sparse random projection. The 
Dimension property is the dimension (݇ሻ to be reduced. 
 

 
 

Figure 3. SAS Enterprise Miner Random Projection Node and Its Properties 
 
 

The examples in the remaining sections of this paper illustrate how to use the Random Projection node. The Random 
Projection node is not a part of the production version of SAS Enterprise Miner 6.1, but the node is available upon 
reques. 
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EXAMPLES 
We show six examples in this paper. The first three examples use a SAS Enterprise Miner example data set to show 
how to use the new reduced input space. The remaining three examples show how much the rejected variable space 
contributes to the predicted model after some variable selection techniques. 

 

EXAMPLE 1: USING THE RANDOM PROJECTION NODE 
This example demonstrates the key concept of the new reduced input space. It also illustrates the differences 
between a typical predictive modeling and the predictive modeling method with the new reduced input space.    

 
Figure 4. SAS Enterprise Miner Work Flow Diagram for Example 1 

The input data set is called DMAGECR and is found in the SAS Enterprise Miner example data library. DMAGECR 
has 20 input variables and 1 target variable, and it contains 1,000 observations. The data has been partitioned for the 
purpose of model validation with 60% of data used for training and 40% of data used for validation. In the variable 
selection node, an R-square criterion has been applied through a forward stepwise logistic regression. Nine input 
variables have been selected from the 20 variables, and the remaining 11 variables have been rejected as shown in 
Figure 5.   

 
Figure 5: Variable Selection Showing Nine Selected Input Variables 

We apply a random projection method on the rejected variables. The random projection matrix for the 11 rejected 
variables is shown in Figure 6, and the 10 random projection vectors at the matrix have been used to create 10 new 
variables (projections) from the 11 rejected variables.  
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Figure 6. Random Projection Matrix for Rejected Variables 

 
For example, the scored projection _RP6 is calculated from the linear combinations of all the rejected variables using 
RPV6 as follows: 

 _RP6 = 1.034888067 × age +0.9686508181 × coapp +0.6268403247 × depends 

                  +0.9277725607 × employed -1.100042561 × existcr -0.32773644 × housing 

                  +0.4740244195 × job + 2.3859506457 × marital +0.1053032746 × property 

                  +0.1895920912 × resident -1.049489085 × telephon. 

Now we select a few of best projections from the candidate projections. We apply a binary split model using a chi-
square test to select the best projections from the candidates. Two projections (_RP6 and _RP10) are selected out of 
the 10 projections as shown in Figure 7. 

  
Figure 7. Variable Selection Applied to Random Projection Vectors 

This projection vector can be selected interactively as follows: 

1. Produce a random vector. 

2. Use the random vector to score the data and get a new variable.   

3. Evaluate the new variable. 

4. If the new variable is significant, keep it; if not, throw it away.  

5. Generate a new random vector, and do the previous step again until you reach your goal. 

6. The goal can be a fixed number of variables or a cutoff statistic for model improvement. 
We combine the previously selected variables with the new chosen variables (projections).  The merged variable list 
contains eight variables selected from original variable space and two variables created and selected from the 
projected space of the rejected variables.  These 10 variables are used as the final input variables for data mining 
tasks.  In this example they become independent variables for a regression modeling. 
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Figure 8. Merged New Input Variables 

When we compare the prediction performance between Regression (1) and Regression (2) in Figure 4, we see that 
Regression (1) uses the new input space, which has two more independent variables, and Regression (2) uses only 
the selected variables from the variable selection. Regression (1) and Regression (2) have exactly the same settings 
except for the new two variables. In this example, the predictive model with the new input space increases prediction 
accuracy about 1%, as shown in Figure 9. The improvement is not very impressive because we used simple logistic 
regression rather than stepwise, forward, and backward logistic regression. However, this example shows how the 
new input space works.  

 
Figure 9. Model Comparison for Example 1 

 

EXAMPLE 2: USING PRINCIPAL COMPONENTS OF THE REJECTED VARIABLES 
 
This example uses the same data set and settings of Example 1 up to variable selection, but it uses the principal 
components analysis (PCA) instead of random projections after the variable selection. Figure 10 shows the work flow 
diagram. 

 

 
Figure 10. Work Flow Diagram with Principal Component Analysis 

 
The rejected variables are used for principal components analysis. The first three principal components based on 
eigenvalues are chosen to explain the variation of rejected variables. The three principal components are merged 
with the already chosen input variables and are run through the regression node with the merged input data. The 

erged variable list at the Regression (3) node is shown in Figure 11. m
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Figure 11. Merged Variable List at Regression (3) Node 

 
We run the regression node and pass the result to the model comparison node. The model comparison produces the 
table shown in Figure 12. This table includes the model comparison from Example 1. Reg1 with random projection is 
still the winner, but Reg3 with the first three principal components also improves the accuracy of predictive model by 
0.5%.  
 

 
Figure 12. Model Comparison for Example 2 

 
E
 

XAMPLE 3: USING PRINCIPAL COMPONENTS SELECTED BY THEIR TARGET ASSOCIATION 

This example uses the same data set and settings as Example 2, but instead of choosing principal components with 
the top three largest eigenvalues as was done in Example 2, we use the R-square values between the target variable 
and principal components as a selection criterion, as shown in Figure 13. 
 

 

 
Figure 13. Work Flow Diagram with Principal Components Selected by Their Target Association 

 
We create principal components, but no selection has been made. So 10 principal components are passed to the 
“Select PCA with target (Variable Selection)” node. We run the variable selection node with an R-square criterion. 
The two principal components, PC_7 and PC_2, are selected and added to the existing input variables. The variable 
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editor at Regression (4) node shows the combined new input variable list, as shown in Figure 14. 
 

Figure 14. Merged Variable List at Regression (4) 

ed 
ata shown in Figure 15, Reg1 is still the best, but Reg4 also shows a slight 

provement in the model accuracy. 
 

 
Figure 15. Model Comparison for Example 3 

XAMPLE 4: RANDOM PROJECTION WITH STEPWISE REGRESSION VARIABLE SELECTION  

8) 

 the 
nder). The data set contains 208 observations, 60 

put variables (VAR1…VAR60), and 1 binary target variable. 

 of 
e data are used for training and 50% of the data are used for testing. Each data partition has 104 observations. 

 

 

 
We run the Regression (4) node using the new input variables and compare the result with the previous ones. Bas
on the misclassification of validation d
im

 
 
E
 
This example uses the Sonar data from the UCI Machine Learning Repository used by Gorman and Sejnowski (199
in their study of the classification of sonar signals using a neural network. The task is to train a network to 
discriminate between sonar signals bounced off a metal cylinder and those bounced off a roughly cylindrical rock. 
The data set contains 111 patterns obtained by bouncing sonar signals off a metal cylinder and 97 patterns obtained 
from rocks. Each pattern is a set of 60 numbers in the range 0.0 to 1.0. Each number represents the energy within a 
particular frequency band, integrated over a certain period of time. The label associated with each record contains
letter "R" if the object is a rock and "M" if it is a mine (metal cyli
in
 
First, we run a stepwise logistic regression to find which variables are important. We partition the data so that 50%
th
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Figure 16. Work Flow Diagram for Example 4 

 
We use a stepwise regression to produce the nine variables shown in the first column in Figure 17  as important 
variables. 
 

  
Figure 17. Variable Selection from Stepwise Regression 

 
Using random projections of rejected variables and the previously selected variables, we build a predictive model 
Regression (2) as shown in Figure 16. The random projection node produces 10 scored projections from the 51 
rejected variables. In other words, the rejected 51 variables are projected to a reduced space with dimension 10. The 
scored projections are added to the set of previously selected input variables. This can be done very easily using the 
Random Projection node with the property of . The random vectors are 
lso shown in Figure 18. a

 

 
Figure 18. Random Matrix from Random Projection Node 

 
Next, we run the same stepwise logistic regression with this new combined set of input variables. The Regression (2) 
node in Figure 16 has a new set of input variables with 10 random projections (_RP1 through _RP10) shown in 
Figure 19. 
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Figure 19. Variable Set with Random Projections 

 
As the result of stepwise regression, the new model drops five variables from the previously selected inputs and adds 
two projection variables as significant predictors to the model, as shown in Figure 20.  
 

 
Figure 20. Finally Selected Variables for Example 4 

 
The model comparison shown in Figure 21 demonstrates a slight improvement by random projection and indicates 
that the rejected variables from the first stepwise regression still contain significant information for prediction.  
 

 
Figure 21. Model Comparison for Example 4 
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EXAMPLE 5: RANDOM PROJECTION WITH VARIABLE SELECTION NODE  
 
This example uses the same data set and settings as Example 4 and adds a variable selection node. Figure 22 
shows the work flow diagram. 
 

 
Figure 22. Work Flow Diagram for Example 5 

 
In the variable selection node, R-square and chi-square criteria are used to select the following variables: VAR1, 
VAR12, VAR13, VAR17, VAR20, VAR36, VAR40, VAR43, and VAR49. These variables are different from the 
variables selected in the stepwise regression in Example 4: VAR5, VAR9, VAR10, VAR12, VAR18, VAR19, VAR31, 
VAR54, and VAR58. Only VAR12 is selected from both. Modeling with the same stepwise regression with these 
variables chosen from variable selection might not return a good result because the variable selection might miss 
significant predictors. Therefore, we need to calibrate the model by using random projections of rejected variables. 
 
In Figure 22, Regression (4) runs a stepwise regression with the selected variables from variable selection and 
Regression (3) runs a stepwise regression with the selected variables and 10 random projections of rejected 
variables. The final model from Regression (4) shows VAR12, VAR19, and VAR18 as significant predictors as shown 
in Figure 23. 
  

 
Figure 23. Summary of Stepwise Selection for Regression (4) 

 
 
Instead of VAR19 and VAR18, the final model from Regression (3) selects the two random projections of rejected 
ariables as shown in Figure 24. v

 

 
Figure 24. Summary of Stepwise Selection for Regression (3) 

 

12 

Data Mining and Predictive ModelingSAS Global Forum 2009

 



The result shown in Figure 24 demonstrates that some of rejected variables have much more significant inform
than some of selected variables, so the new calibrated model has been improved in predictability. The model 
accuracy has been increased by 13% in the test data set. The model comparison in 

ation 

l with 
e combined new input space (Regression (3)) performs much better than the other model (Regression (4)). 

 

 
Figure 25. Model Comparison for Example 5 

XAMPLE 6: RANDOM PROJECTION WITH VARIABLE CLUSTERING NODE  

clustering node to select 
portant variables and do a similar analysis. Figure 26 shows the work flow diagram. 

 

 

ters and selects the most significant variable from each cluster. The 
4 selected variables are shown in Figure 27. 

 

 

Figure 25 shows the mode
th

 
 
E
 
This example uses the same data set that was used in Example 5, but it uses a variable 
im

Figure 26. Work Flow ram for Example 6 
 

The Variable Clustering node produces 14 clus

Diag

1

Figure 27. Variable Selection Table from Variable Clustering 
 
Using the two stepwise regressions (Regression (5) and Regression (6) nodes), we can evaluate the selected 
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variables from variable clustering. The stepwise regression from the Regression (5) node chooses three variables out 
of 14 selected variables as final predictors. 
 

random projections of 46 rejected variables from variable clustering node, the stepwise regression 
hooses two variables and one random projection as its best predictors and it improve the model by 6% based on the 

test data set. 
 

 
Figure 29. Stepwise Variable Selection Including Random Projections after Variable Clustering 

 

 
Figure 30. Model Comparison for Example 6 

 
Figure 28. Stepwise Variable Selection after Variable Clustering 

 
When we use 
c
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 input 

riables: interpretability of 
dividual important variables and minimization of information loss from rejecting variables. We can always build one 

more comparable predictive model after a conventional predictive modeling process is done. The new calibrated and 
e model increases the model accuracy by well chosen projections of rejected variables, and it 
 tool for evaluating the selected variables through the projections. Even though random 

ections of rejected variables.  
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Gorman, R. P., and Sejnowski, T. J. (1988), “Analysis of Hidden Units in a Layered Network Trained to Classify 
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CONCLUSION 
We showed how to use rejected variables to create a new reduced input space for predictive models. The new
space is formed by adding projections of rejected variables to the set of already selected variables. The suggested 
new input space uses the advantages of both variable selection and projection of va
in

comparable predictiv
also provides a good
projection is a fast and efficient projection of rejected variables, more research is still required on how fast we can 
generate and select a few of the best predictable proj
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