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Introduction

The analysis of a complex process requires the identification of target quality attributes
that characterize the output of the process and of factors that may be related to those
attributes. Once a list of potential factors is identified from subject-matter expertise, the
strengths of the associations between those factors and the target attributes need to be
quantified. A naive, one-factor-at-a-time analysis would require many more trials than
necessary. Additionally, it would not yield information about whether the relationship
between a factor and the target depends on the values of other factors (commonly
referred to as interaction effects between factors). As demonstrated in Douglas
Montgomery’s Design and Analysis of Experiments textbook, principles of statistical theory,
linear algebra, and analysis guide the development of efficient experimental designs for
factor settings. Once a subset of important factors has been isolated, subsequent
experimentation can determine the settings of those factors that will optimize the target
quality attributes. Fortunately, modern software has taken advantage of the advanced
theory. This software now facilitates the development of good design and makes solid
analysis more accessible to those with a minimal statistical background.

Designing experiments with specialized design of experiments (DOE) software is more
efficient, complete, insightful, and less error-prone than producing the same design by
hand with tables. In addition, it provides the ability to generate algorithmic designs
(according to one of several possible optimality criteria) that are frequently required to
accommodate constraints commonly encountered in practice. Once an experiment has
been designed and executed, the analysis of the results should respect the assumptions
made during the design process. For example, split-plot experiments with hard-to-
change factors should be analyzed as such; the constraints of a mixture design must be
incorporated; non-normal responses should either be transformed or modeled with a
generalized linear model; correlation between repeated observations on an experimental
unit may be modeled with random effects; non-constant variance in the response variable
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2 Design and Analysis of Experiments by Douglas Montgomery: A Supplement for Using JMP

across the design factors may be modeled, etc. Software for analyzing designed
experiments should provide all of these capabilities in an accessible interface.

JMP offers an outstanding software solution for both designing and analyzing
experiments. In terms of design, all of the classic designs that are presented in the
textbook may be created in JMP. Optimal designs are available from the J]MP Custom
Design platform. These designs are extremely useful for cases where a constrained
design space or a restriction on the number of experimental runs eliminates classical
designs from consideration. Multiple designs may be created and compared with
methods described in the textbook, including the Fraction of Design Space plot. Once a
design is chosen, JMP will randomize the run order and produce a data table, which the
researcher may use to store results. Metadata for the experimental factors and response
variables is attached to the data table, which simplifies the analysis of these results.

The impressive graphical analysis functionality of JMP accelerates the discovery process
particularly well with the dynamic and interactive profilers and plots. If labels for plotted
points overlap, can by clicking and dragging the labels. Selecting points in a plot
produced from a table selects the appropriate rows in the table and highlights the points
corresponding to those rows in all other graphs produced from the table. Plots can be
shifted and rescaled by clicking and dragging the axes. In many other software packages,
these changes are either unavailable or require regenerating the graphical output.

An additional benefit of JMP is the ease with which it permits users to manipulate data
tables. Data table operations such as sub-setting, joining, and concatenating are available
via intuitive graphical interfaces. The relatively short learning curve for data table
manipulation enables new users to prepare their data without remembering an extensive
syntax. Although no command-line knowledge is necessary, the underlying JMP
scripting language (JSL) scripts for data manipulation (and any other JMP procedure)
may be saved and edited to repeat the analysis in the future or to combine with other
scripts to automate a process.

This supplement to Design and Analysis of Experiments follows the chapter topics of the
textbook and provides complete instructions and useful screenshots to use JMP to solve
every example problem. As might be expected, there are often multiple ways to perform
the same operation within JMP. In many of these cases, the different possibilities are
illustrated across different examples involving the relevant operation. Some theoretical
results are discussed in this supplement, but the emphasis is on the practical application
of the methods developed in the textbook. The JMP DOE functionality detailed here
represents a fraction of the software’s features for not only DOE, but also for most other
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Chapter 1 ~ Introduction 3

areas of applied statistics. The platforms for reliability and survival, quality and process
control, time series, multivariate methods, and nonlinear analysis procedures are beyond
the scope of this supplement.
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Simple Comparative Experiments

Section 2.2 Basic Statistical Concepts

Section 2.4.1 Hypothesis TeStNG ..........cceueiiiiiriiieic s

Section 2.4.3 Choice of SAMPILE SIZE .......c.ceuiuimiuiiiiiiiiiiccc e
Section 2.5.1 The Paired Comparison Problem ... 17
Section 2.5.2 Advantages of the Paired Comparison Design ..........ccccccceuiiiiiinninniniciiiiiicene 18

The problem of testing the effect of a single experimental factor with only two levels
provides a useful introduction to the statistical techniques that will later be generalized
for the analysis of more complex experimental designs. In this chapter, we develop
techniques that will allow us to determine the level of statistical significance associated
with the difference in the mean responses of two treatment levels. Rather than only
considering the difference between the mean responses across the treatments, we also
consider the variation in the responses and the number of runs performed in the
experiment. Using a t-test, we are able to quantify the likelihood (expressed as a p-value)
that the observed treatment effect is merely noise. A “small” p-value (typically taken to
be one smaller than o = 0.05) suggests that the observed data are not likely to have
occurred if the null hypothesis (of no treatment effect) were true.

A related question involves the likelihood that the null hypothesis is rejected given that
it is false (the power of the test). Given a fixed significance level, a (our definition of
what constitutes a “small” p-value), theorized values for the pooled standard deviation,
and a minimum threshold difference in treatment means, it is possible to solve for the
minimum sample size that is necessary to achieve a desired power. This procedure is
useful for determining the number of runs that must be included in a designed
experiment.
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6 Design and Analysis of Experiments by Douglas Montgomery: A Supplement for Using JMP

In the first example presented in this chapter, a scientist has developed a modified
cement mortar formulation that has a shorter cure time than the unmodified
formulation. The scientist would like to test if the modification has affected the bond
strength of the mortar. To study whether the two formulations, on average, produce
bonds of different strengths, a two-sided t-test is used to analyze the observations from a
randomized experiment with 10 measurements from each formulation. The null
hypothesis of this test is that the mean bond strengths produced by the two formulations
are equal; the alternative hypothesis is that mean bond strengths are not equal.

We also consider the advantages of a paired t-test, which provides an introduction to the
notion of blocking. This test is demonstrated using data from an experiment to test for
similar performance of two different tips that are placed on a rod in a machine and
pressed into metal test coupons. A fixed pressure is applied to the tip, and the depth of
the resulting depression is measured. A completely randomized design would apply the
tips in a random order to the test coupons (making only one measurement on each
coupon). While this design would produce valid results, the power of the test could be
increased by removing noise from the coupon-to-coupon variation. This may be
achieved by applying both tips to each coupon (in a random order) and measuring the
difference in the depth of the depressions. A one-sample t-test is then used for the null
hypothesis that the mean difference across the coupons is equal to 0. This procedure
reduces experimental error by eliminating a noise factor.

This chapter also includes an example of procedures for testing the equality of treatment
variances, and a demonstration of the t-test in the presence of potentially unequal group
variances. This final test is still valid when the group variances are equal, but it is not as

powerful as the pooled t-test in such situations.

Section 2.2 Basic Statistical Concepts

1. Open Tension-Bond.jmp.
2. Select Analyze > Distribution.
3. Select Strength for Y, Columns.

4. Select Mortar for By. As we will see in later chapters, these fields will be
automatically populated for data tables that were created in JMP.
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Chapter 2 ~ Simple Comparative Experiments 7

= Distribution - JMP Pro - B
The distribution of values in each column
Select Columns Cast Selected Columns into Roles Action
= sMortar 4 strength
dstrength optiona
[] Histograms Only optional numerc
optional numeric
Martar
opLona
5. Click OK.

6. Click the red triangle next to Distributions Mortar=Modified and select Uniform
Scaling.

7. Repeat step 6 for Distributions Mortar=Unmodified.
8. Click the red triangle next to Distributions Mortar=Modified and select Stack.
9. Repeat step 8 for Distributions Mortar=Unmodified.

10. Hold down the Ctrl key and click the red triangle next to Strength. Select
Histogram Options > Show Counts. Holding down Ctrl applies the command
to all of the histograms created by the Distribution platform; it essentially
“broadcasts” the command.
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= Tension-Bond - Distribution - JMP Pro - O

A= Distributions Mortar=Modified

4 = Strength

—_——— 4 Quantiles 4= Summary Statistics
F@H 100.0% maximum 1721 Mean 16.764
99 5% 1721 Std Dev 0.3164455
3 97 5% 17.21 Std Err Mean 0.1000689
90.0% 17.204  Upper95% Mean 16.990372
75.0% quartile 17.0675  Lower 95% Mean 16.537628
T 50.0%  median 1672 N 10
| .’3-'3! | ! | ! | | 250%  quartie  16.49
164 166 168 17 172 174 10.0% 16.355
2.5% 16.35
0.5% 16.35

0.0% minimum 16.35
4 = Distributions Meortar=Unmodified

£ [~ Strength

——— | 4 Quantiles A= Summary Statistics
l—@ 100.0% maximum 1737 Mean 17.042
99.5% 17.37 StdDev 0.2479158
523 2 97.5% 17.37  Std Err Mean 0.0783978
90.0% 17.367  Upper95% Mean 17.219348
75.0% quartile 17.2875  Lower 95% Mean 16.864652
50.0% median  17.05 N 10
5 0 25.0% quartile  16.84
164 166 168 17 172 174 100% Uelss
25% 16.62
0.5% 16.62

0.0% minimurm 16.62

28 v

It appears from the overlapped histograms that the unmodified mortar tends to produce
stronger bonds than the modified mortar. The unmodified mortar has a mean strength of
17.04 kgf/cm? with a standard deviation of 0.25 kgf/cm?. The modified mortar has a mean
strength of 16.76 kgf/cm? with a standard deviation of 0.32 kgf/cm?. A naive comparison
of mean strength indicates that the unmodified mortar outperforms the modified mortar.
However, the difference in means could simply be a result of sampling fluctuation.
Using statistical theory, our goal is to incorporate the sample standard deviations (and
sample sizes) to quantify how likely it is that the difference in mean strengths is due only
to sampling error. If it turns out to be unlikely, we will conclude that a true difference
exists between the mortar strengths.

11. Select Analyze > Fit Y by X.
12. Select Strength for Y, Response and Mortar for X, Grouping.
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Chapter 2 ~ Simple Comparative Experiments 9

Distribution of Y for each X. Modeling types determine analysis.
-Select Columns ———— - Cast Selected Columns into Roles

™ dhMortar ¥, Response| | 4l Strength
dlstrength optional

Maortar
S X, Factor th

optional

‘ Block | optional

Bivariate | Oneway Weight |c-,c-r.=c-r.-a.' fumeric

m Freq | opti

al numeric

Laogistic |Contingency
] th

The Fit Y by X platform recognizes this as a one-way ANOVA since the response,
Strength, is a continuous factor, and the factor Mortar is a nominal factor. When JMP is
used to create experimental designs, it assigns the appropriate variable type to each

column. For imported data, JMP assigns a modeling type—continuous |z|, ordinal El,

or nominal El—to each variable based on attributes of that variable. A different

modeling type may be specified by right-clicking the modeling type icon next to a
column name and selecting the new type.

13. Click OK.

14. To create box plots, click the red triangle next to One-way Analysis of Strength
by Mortar and select Quantiles.
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Oneway Analysis of Strength By Mortar
17.4
_F
17.2 :[
17 .
=
B
§ 16.87 [
7]
16.6 : T
16.4- {
s Modified " Unmodified
Mortar

The median modified mortar strength (represented by the line in the middle of the box)
is lower than the median unmodified mortar strength. The similar length of the two
boxes (representing the interquartile ranges) indicates that the two mortar formulations
result in approximately the same variability in strength.

15. Keep the Fit Y by X platform open for the next exercise.
Section 2.4.1 Hypothesis Testing

1. Return to the Fit Y by X platform from the previous exercise.

2. Click the red triangle next to One-way Analysis of Strength by Mortar and select
Means/Anova/Pooled t.

t Test

Unmodified-Modified
Assuming equal variances

Difference 0.278000 tRatio 2.186876

Std Err Dif 0.127122 DF 18

UpperCLDif 0.545073 Prob=|t| 0.0422* ) .
Lower CL Dif 0.010927 Prob =t 0.0211*
Confidence 095 Prob<t 09789 | M F—T—T—1— %

T
-04-03-02-0100 0102 0304

Rushing, Heath; Karl, Andrew; Wisnowski, James. Design and Analysis of Experiments by Douglas Montgomery: A Supplement for
Using JMP(R). Copyright © 2013, SAS Institute Inc., Cary, North Carolina, USA. ALL RIGHTS RESERVED. For additional SAS
resources, visit support.sas.com/bookstore.



Chapter 2 ~ Simple Comparative Experiments 11

The t-test report shows the two-sample t-test assuming equal variances. Since we have a
two-sided alternative hypothesis, we are concerned with the p-value labeled Prob > [t|=
0.0422. Since we have set a=0.05, we reject the null hypothesis that the mean strengths
produced by the two formulations of mortar are equal and conclude that the mean
strength of the modified mortar and the mean strength of the unmodified mortar are
(statistically) significantly different. In practice, our next step would be to decide from a
subject-matter perspective if the difference is practically significant.

Before accepting the conclusion of the t test, we should use diagnostics to check the
validity of assumptions made by the model. Although this step is not shown for every
example in the text, it is an essential part of every analysis. For example, a quantile plot
may be used to check the assumptions of normality and identical population variances.
Though not shown here, a plot of the residuals against run order could help identify
potential violations of the assumed independence across runs (the most important of the
three assumptions).

3. Click the red triangle next to One-way Analysis of Strength by Mortar and select
Normal Quantile Plot > Plot Quantile by Actual.

Normal Quantile Plot
0.95 1 1.644
] Modifemhmodified
0.85 ;
o 4
£ 075] s 0671
S 0657 , ,«
c ] - /
= 050] e ; 0.04
E 040] 1 /
S 0301 ” 2 1
0201 ., .
0.10 14 - -1.284
0.05 T T T T T T e
164 166 168 17 172 174 176
Strength

The points fall reasonably close to straight lines in the plot, suggesting that the
assumption of normality is reasonable. The slopes of the lines are proportional to the
standard deviations in each comparison group. These slopes appear to be similar,
supporting the decision to assume equal population variances.
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4. Select Window > Close All.

Section 2.4.3 Choice of Sample Size

1. To determine the necessary sample size for a proposed experiment, select DOE >
Sample Size and Power.

Sample Size and Power - JMPPro  — E'

4 Sample Size
Prospective Power and Sample Size Calculations

Select Situation for Sample Size or Power calculation

| One Sample Mean | Sample Size for testing a mean in a
single sample

| Two Sample Means | Testing that the means are different
across 2 samples

| k Sample Means | Testing that the means are different
across k samples

|0ne Sample Standard Deviation| Sample Size for detecting a change in the
standard deviation.

| One Sample Proportion | Sample Size for testing a proportion in a
single sample

| Two Sample Proportions | Sample Size fortesting a proportion
across 2 samples

| Counts per Unit | Sample Size for detecting change in
count per unit, e.g. DPU (defects per unit)

| Sigma Quality Level | Calculator for a popular index in terms of
defects per opportunity.

| Reliability Test Plan | Sample size for reliability studies

Reliahility Demonstration | Calculations for planning a reliability
demonstration

o l:lv

2. Click Two Sample Means.

3. Enter 0.25 for Std Dev, 0.5 for Difference to detect, and 0.95 in Power. Notice
that the Difference to detect requested here is the actual difference between
group means, not the scaled difference, d, described in the textbook.
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4 Sample Size
-Two Means

Testing if two means are different from each other.

Std Dev
Extra Parameters Ijl

Supply two values to determine the third.
Enter one value to see a plot of the other two.

Difference to detect 05
Sample Size .
Power 0.95

Sample Size is the total sample size; per group would be nf2

Back

4. Click Continue. A value of 16 then appears in Sample Size. Thus, we should
allocate 8 observations to each treatment (nl =n2 = 8).

5. Suppose we use a sample size of nl =n2 = 10. What is the power for detecting
difference of 0.25 kgf/cm?? Delete the value 0.95 from the Power field, change
Difference to detect to 0.25, and set Sample Size to 20.

6. Click Continue.
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Sample Size and Power - IMPProc - F

4 Sample Size
Two Means
Testing if two means are different from each other.
Alpha 0.05

Std Dev 0.25

Extra Parametersljl

Supply two values to determine the third.
Enter one value to see a plot of the other two.

Difference to detect 0.25
Sample Size 20
Power 0.5620066466
Sample Size is the total sample size; per group would be ni2

2 O~

The power has dropped to 0.56. That is, if the model assumptions hold and the true
pooled standard deviation is 0.25, only 56% of the experiments (assuming that we repeat
this experiment several times) with 10 measurements from each group would
successfully detect the difference of 0.25 kgf/cm?. What sample size would be necessary
to achieve a power of 0.9 for this specific difference to detect?

7. Clear the Sample Size field and enter 0.9 for Power.

8. Click Continue.
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Sample Size and Power - JMPPro - ©

£ Sample Size
Two Means
Testing if two means are different from each other.

Std Dev
Extra F'arametersljl

Supply two values to determine the third.
Enter one value to see a plot of the other two.

Difference to detect 0.25
Sample Size 45
FPower 0.9
Sample Size is the total sample size: per group would be n/2

@ v

The required total sample size is 45. This means that we need at least 22.5 observations
per group. Rounding up, we see that we need at least 23 observations from each group
to achieve a power of at least 0.9. We could have left the Power field blank, specifying
only that the Difference to detect is 0.25. The Sample Size and Power platform would
then have produced a power curve, displaying Power as a function of Sample Size.

9. Select Window > Close All.

Example 2.1 Hypothesis Testing
1. Open Fluorescence.jmp.

2. Click Analyze > Fit Y by X.
3. Select Fluorescence for Y, Response and Tissue for X, Factor.

4. Click OK.

5. Click the red triangle next to One-way Analysis of Fluorescence by Tissue and
select Normal Quantile Plot > Plot Quantile by Actual.
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Normal Quantile Plot
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Since the slopes of the lines in the normal quantile plots are proportional to the sample
standard deviations of the treatments, the difference between the slopes of the lines for
Muscle and Nerve indicates that the variances may be different between the groups. As a
result, we will use a form of the t-test that does not assume that the population variances
are equal. Formal testing for the equality of the treatment variances is illustrated in
Example 2.3 at the end of this chapter.

6. Click the red triangle next to One-way Analysis of Fluorescence by Tissue and
select t-Test.

t Test

Nerve-Muscle

Assuming unequal variances

Difference 1693.75 tRatio 2.735277

Std Err Dif 619.22 DF 16.19086

UpperCLDif 3005.19 Prob=|t| 0.0146* )
LowerCLDif 382.31 Prob=t 0.0073* _, \ L
Confidence 0.95 Prob <t og9o27 ( f vV 1 T 1 1 T 1T ‘1

-2000 -1000 0 500 1500

The p-value for the one-sided hypothesis test is 0.0073, which is less than the set a of
0.05. We therefore reject the null hypothesis and conclude that the mean normalized
fluorescence for nerve tissue is greater than the mean normalized fluorescence for
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muscle tissue. Subject matter knowledge would need to determine if there is a practical
difference; confidence intervals for the differences (reported in JMP) can be beneficial for
this assessment.

7. Select Window > Close All.

Section 2.5.1 The Paired Comparison Problem
1. Open Hardness-Testing.jmp
2. Select Analyze > Matched Pairs.

3. Select Tip 1 and Tip 2 for Y, Paired Response.

4. Click OK.
Difference: Tip 2-Tip 1
25
2.0
1.5
@ - 1.0
SE  05-
S£a 007
OF 054
-1.07
-1.54
2.0 T T T T T T
2 3 4 5 6 7 8 9
Mean: (Tip 2+Tip 1)/2

Tip 2 49 t-Ratio 0.264135
Tip 1 48 DF 9
Mean Difference 01 Prob=|tf 0.7976
Std Error 0.37859 Prob >t 0.3988
Upper 95% 0.95644 Prob <t 0.6012
Lower 95% -0.7564
N 10
Correlation 0.86842
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The p-value, Prob > [t| =0.7976, indicates that there is no evidence of a difference in the
performance of the two tips. This p-value is larger than the standard significance level of
o =0.05.

5. Leave Hardness-Testing.jmp open for the next exercise.

Section 2.5.2 Advantages of the Paired Comparison Design

1. Return to the Hardness-Testing table opened in the previous example.

2. Select Tables > Stack. This will create a file in long format with one observation
per row. Most JMP platforms expect data to appear in long format.

3. Select Tip 1 and Tip 2 for Stack Columns.

4. Type “Depth” in the Stacked Data Column field.

5. Type “Tip” in the Source Label Column field.

6. Type “Hardness-Stacked” in the Output table name field.

7. Click OK.

8. Hardness-Stacked is now the current data table. Select Analyze > Fit Y by X.
9. Select Depth for Y, Response and Tip for X, Grouping.

10. Click OK.

11. Click the red triangle next to One-way Analysis of Depth by Tip and select
Means/Anova/Pooled t.
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Oneway Anova
Summary of Fit
Rsquare 0.000518
Adj Rsquare -0.05501
RootMean Square Error 2.315407
Mean of Response 485
Observations (or Sum Wats) 20
t Test
Tip 2-Tip 1

Assuming equal variances

Difference 0.1000 t Ratio 0.096573
Std Err Dif 1.0355 DF 18
UpperCLDif  2.2755 Prob=|t| 0.9241
LowerCLDif -2.0755 Prob >t 0.4621

i .95 Prob <t :
Confidence 0.95 0.5379 4 3210 12 3 4

The root mean square error of 2.315407 is the pooled standard deviation estimate from
the t-test. Compared to the standard deviation estimate of 1.20 from the paired
difference test, we see that blocking has reduced the estimate of variability considerably.
Though we do not work through the details here, it would be possible to perform this
same comparison for the Fluorescence data from Example 2.1.

12. Leave Hardness-Stacked.jmp and the Fit Y by X output window open for the
next exercise.

Example 2.3 Testing for the Equality of Variances

This example demonstrates how to test for the equality of two population variances.
Section 2.6 of the textbook also discusses hypothesis testing for whether the variance of a
single population is equal to a given constant. Though not shown here, the testing for a
single variance may be performed in the Distribution platform.

1. Return to the Fit Y by X platform from the previous example.

2. Click the red triangle next to One-way Analysis of Depth by Tip and select
Unequal Variances.
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Tests that the Variances are Equal

2.5
= 2.07
3 ]
0 154
s )
» 107

0.57

— Tip 1 ! Tip 2

Tip
MeanAbsDif MeanAbsDif

Level Count Std Dev to Mean to Median
Tip 1 10 2.394438 1.960000 1.800000
Tip 2 10 2.233582 1.700000 1.700000
Test F Ratio DFNum DFDen p-Value
O'Brien[.5] 0.0663 1 18 0.7997
Brown-Forsythe 0.0208 i 18 0.8868
Levene 0.2085 1 18 0.6534
Bartlett 0.0412 1 . 0.8392
F Test 2-sided 1.1492 9 9 0.8393

3. Save Hardness-Stacked.jmp.

The p-value for the F test (described in the textbook) for the null hypothesis of equal
variances (with a two-sided alternative hypothesis) is 0.8393. The data do not indicate a
difference with respect to the variances of depth produced from Tip 1 versus Tip 2. Due
to the use of a slightly different data set, the F Ratio of 1.1492 reported here is different
from the ratio of 1.34 that appears in the book. Furthermore, the textbook uses a one-
sided test with an alternative hypothesis. That hypothesis is that the variance of the
depth produced by Tip 1 is greater than that produced by Tip 2. Since the sample
standard deviation from Tip 1 is greater than that from Tip 2, the F Ratios for the one-
and two-sided tests are both equal to 1.1492, but the p-value for the one-sided test would
be 0.4197.

It is important to remember that the F test is extremely sensitive to the assumption of
normality. If the population has heavier tails than a normal distribution, this test will
reject the null hypothesis (that the population variances are equal) more often than it
should. By contrast, the Levene test is robust to departures from normality.

4. Select Window > Close All.
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