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Getting Started: 
 
The distribution archive includes an  icon (LC.BMP) if you want to ad d “LocalControl” and “Artificial 
LTD Simulation” items to your JMP m enu bar.  ( Alternatively, use one of the m any icons provided by 
JMP …such as the “Magnifying Glass.”)  Sim ply select “Edit-Customize-Menus” within an active JMP 
session.  Personally, I use the fifth and sixth slots on the “An alyze” menu for these items, and I keep all 
of m y LC files in a f older w ith th e f ollowing path and nam e: “C:\Program  Files\SAS\JMP\8 \Local 
Control”. 
 
Otherwise, each tim e that you want to use th e “Lo calControl” script, you will need to first open the 
*.JSL file (from wherever you decided to store it) and then click on the JMP “Run Scrip” ico n.  The  
script will then start up in singl e-step “Debug Mode” unless you edit th e “LocalControl.JSL” file (using 
the JMP script editor) by deleting its first line of /*debug step*/. 
 
 
Display Captions?  Augment Captions with Audio? 
 
If you want the script to display on-screen prompt dialogs, you will need to edit the “LocalControl.jsl” 
file as follows. 
 
// If showCaps is nonzero, show captions.  Default is showCaps = 0. 
showCaps = 1; 
 
// If isSpoken is nonzero, shown captions will also be spoken on systems that support audio 
isSpoken = 1; 
 
If you want to see on-screen prompt dialogs, but do NOT want to hear them “spoken,” set…  isSpoken = 
0; 
 
 



Fundamental Notation: 
 

y = observed outcome variable(s) 
t = observed treatment assignment (usually non-random) 
x = observed baseline covariate(s) 

 
 
Phases of a “Local Control” Analysis using the JMP Script: 
 
[1] Launch the script and open a JMP data table. 
 
[2] Select 1 or 2 y-outcome variables, a binary treatm ent t-variable, and 1 or m ore num eric x-

covariates measured at baseline by, first, highl ighting their variable nam es and, then, by adding 
them to 1 of the three groupings ( y, t or x) w ithin the pop-up “Selec t Colum ns” dialog box.  
Next, before pressing the OK butt on, be sure to punch the radio button for either Homoskedastic 
or Heteroskedastic within-cluster-and-treatment-group variability.  

 
[3] Once patients have been hierarchically clustered in  x-space, you will be prom pted to specify a 

desired number of clusters in a pop -up dialog b ox.  The initial default nu mber of c lusters will 
usually be 50, but a range of values from only 1 to as m any as one-half  of the total num ber of 
patients is a llowed.  One usually starts by sele cting either the default num ber of c lusters or 1 
cluster.   

 
[4] Once three different values for “Number of Clus ters” have been specifie d, the s cript will start 

displaying and updating an outcome “Sensitivity Analysis” graphic.  This plot shows 3 summ ary 
statistics of the LTD distribution versus the number of clusters on a log scale.  The 3 statis tics 
plotted are the estimated mean of the LTD distribution, the m ean plus 2 sigma-hat upper limit, 
and the m ean minus 2 sigm a-hat lower limit.  Explore as m any different values for num ber of 
clusters as you wish.  Calcula tions consume more and m ore time and memory as the num ber of 
clusters increases.  There is no real need to explore the very largest numbers of clusters if (a) the 
upper lim it to lower lim it band is getting m uch wi der and/or (b) the Nu mber of “Inform ative 
Clusters” ( NCinf) displayed in the  Sensitiv ity An alysis tab le (data_SA.JMP) is not incre asing 
significantly. 

 
[5] When you have finished exploring alternatives  for “Num ber of Clusters ,” press the “Cancel” 

button on the pop-up dialog box.  The Sensitivity Analysis table (data_SA.JMP) will then usually 
be displayed on top of all the others.  If not, lo cate this tab le within the bottom section of  the 
JMP “Window” menu.  The final SA graphic(s) w ill already have been saved to the open JMP 
Journal file, but one (or both) can be regene rated from  t he script(s) em bedded within the 
“data_SA.JMP” table. 

 
[6] Again, using the bottom  section of the JMP “Window” menu, you will usually w ant to m ore 

carefully examine the implied LTD distr ibution for one (or m ore) specific Number of Clusters 
requested (NCreq.)  Locate the correspondin g “LC_NCr eq.JMP” table and either run the 
“LTDdist[1|2]” script embedded within it (to d isplay the LTD distribution in a norm al Q-Q plot 



as well as a weighted histogram  a nd to interactively kernel-sm ooth this distribution) or else 
generate other sorts of analyses or graphics using the JMP menus. 

 
[7] To explore the question of whethe r the X-covariates u sed to form clusters are also predictive of  

the LTD distribution itself, run the “LTDjoin” s cript embedded within a LC_NCreq.JMP” table. 
Your original data table now has  additional variables (colum ns) with na mes of the for m 
“C_NCreq” that contain  the clus ter number for each patient for each different value of NCreq 
explored.  The “LTDjoin” script u ses JMP table joining capability to match patient level data to 
within cluster LTD estim ates using the “C_NCreg ” column of the revised input table with the 
corresponding “C_NCreq” colum n of the “L C_NCreg.JMP” table.  The JMP  “Analyze-Fit  
Model” or “Analyze- Modeling-Partition” m enus (f or regre ssion m odels or regress ion “tre es” 
respectively) are typically used to try to predict the LTD distribution using X-covariates. 
 

[8] After displa ying outco me LTD sensitiv ity ove r a range of alterna tive num bers-of-clusters, th e 
user will usually wish to focus on visualizi ng details of the NN/LTD distribution for som e 
specific number-of-clusters.  The “Local Control” script attempts to m ake the “m ore” or “m ost” 
relevant patient com parisons in the specified X-space for a given requested num ber-of-clusters. 
“Artificial LTD Distribution” script allows its user to compare and contrast the relevant NN/LTD 
distribution with the corres ponding distribution from  random clusters (ignoring the specified X  
variables.)  This allows the user to lite rally see how m uch treatment-selection-bias (imbalance) 
has been “detected” u sing th e sp ecified X-s pace clustering m etric, clus tering algorithm  and 
number-of-clusters.  If  the NN/LTD and Artif icial LTD distributions are not  clearly “different,” 
then no meaningful “adjustment” for X-variables has occurred. 

 
[9] To document your work, you could “na me” and “save” the JMP journal, say, in Word *.DOC 

format.  Similarly, you m ay wish to “re-nam e” and “save” the “data_SA.JMP” table plus one or 
more of the “LC_NCreq.JMP” tables. 

 
You m ay also wish to delete any uninteresting or redundant colum ns within any generated  
“joinDt.JMP” data tables before you “re-name” and “save” them. 

 
 
Simple Numerical Example (only 1 X-variable): 
 
Data from :  Appleton DR, French JM, Vanderpum p M PJ. “Ignoring a Covariate: An Exa mple of 
Simpson’s Paradox” Amer. Statist. 1996; 50: 340-341. 
 
JMP dataset: AFV1314.JMP 
Y-outcome: fatal (1 => subject failed to survive for 20 years) 
Trtm variable: smoke (1 => smoker at the time of the initial survey 
X-covariate: age_ decade 
 
Note:  Variable “age_decade” takes on only seven distinct values from 20 to 80.  This coding essentially 
limits the number of “meaningful” clusters to only 7 …even though JMP can “force” more clusters than 
these. 
 



 
Non-randomized “Lindner Center” Study Example, 2 Y-variables and 7 X-variables: 
 
Data from:  Kereiakes DJ, Obenchain RL, Barber BL, et al. “Abciximab provides cost effective survival 
advantage in high volume interventional practice.”  Am Heart J 2000; 140: 603-610. 
 
JMP dataset:   Lindner.JMP  (996 patients, 10 variables) 
 
Y-outcomes: Column 1 Name = lifeexpt   (11.6 years if survive for 6 months; else 0 years) 
  Column 2 Name = cardbill  (cardiac related total expenses within 6 months) 
 
Trtm variable: Column 3 Name = abcix   (1 => usual PCI care augmented with planned or 
                                                    emergency use of abciximab; 0 => usual PCI care alone.) 
 
X-covariate: Column 4 Name = stent (1 => yes) 

Column 5 Name = height (centimeters) 
Column 6 Name = female (1 => yes) 
Column 7 Name = diabetic (1 => yes) 
Column 8 Name = acutemi (1 => yes) 
Column 9 Name = ejecfrac (percentage; higher implies less blockage) 
Column 10 Name = ves1proc (number of vessels involved in first PCI) 

 
Simulated datasets designed to be much like but larger than the “Lindner Center” Example: 
 
JMP dataset: LSIM10K.JMP  (10,325 patients, 10 variables) 
JMP dataset: LSIM5K.JMP     (5,162 patients, 10 variables) 
 

NOTE:  LSIM5K.JMP m ay either be m erged w ith LSIM10K.JMP or used as a “hold-out” 
sample of data for validation of predictions made using the LSIM10K.JMP data.  

 
Datasets with built-in “Bubble Plot” Scripts:  Dynamically visualize results from LC analyses as of 
AFV1314.JMP and LSIM10K.JMP as clusters become small, compact and numerous…  
 
JMP dataset: AFVbubble.JMP 
JMP dataset: LsimBubl.JMP 
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