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Overview: NLMIXED Procedure

Introduction

The NLMIXED procedure fits nonlinear mixed models—that is, models in which both fixed and random
effects enter nonlinearly. These models have a wide variety of applications, two of the most common being
pharmacokinetics and overdispersed binomial data. PROC NLMIXED enables you to specify a conditional
distribution for your data (given the random effects) having either a standard form (normal, binomial, Poisson)
or a general distribution that you code using SAS programming statements.

PROC NLMIXED fits nonlinear mixed models by maximizing an approximation to the likelihood integrated
over the random effects. Different integral approximations are available, the principal ones being adaptive
Gaussian quadrature and a first-order Taylor series approximation. A variety of alternative optimization
techniques are available to carry out the maximization; the default is a dual quasi-Newton algorithm.

Successful convergence of the optimization problem results in parameter estimates along with their approxi-
mate standard errors based on the second derivative matrix of the likelihood function. PROC NLMIXED
enables you to use the estimated model to construct predictions of arbitrary functions by using empirical
Bayes estimates of the random effects. You can also estimate arbitrary functions of the nonrandom parameters,
and PROC NLMIXED computes their approximate standard errors by using the delta method.

Literature on Nonlinear Mixed Models

Davidian and Giltinan (1995) and Vonesh and Chinchilli (1997) provide good overviews as well as general
theoretical developments and examples of nonlinear mixed models. Pinheiro and Bates (1995) is a primary
reference for the theory and computational techniques of PROC NLMIXED. They describe and compare
several different integrated likelihood approximations and provide evidence that adaptive Gaussian quadrature
is one of the best methods. Davidian and Gallant (1993) also use Gaussian quadrature for nonlinear mixed
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models, although the smooth nonparametric density they advocate for the random effects is currently not
available in PROC NLMIXED.

Traditional approaches to tting nonlinear mixed models involve Taylor series expansions, expanding around
either zero or the empirical best linear unbiased predictions of the random effects. The former is the basis for
the well-known rst-order method (Beal and Sheiner 1982, 1988; Sheiner and Beal 1985), and it is optionally
available in PROC NLMIXED. The latter is the basis for the estimation method of Lindstrom and Bates
(1990), and it is not available in PROC NLMIXED. However, the closely related Laplacian approximation is
an option; it is equivalent to adaptive Gaussian quadrature with only one quadrature point. The Laplacian
approximation and its relationship to the Lindstrom-Bates method are discussed by: Beal and Sheiner (1992);
Wol nger (1993); Vonesh (1992, 1996); Vonesh and Chinchilli (1997); Wol nger and Lin (1997).

A parallel literature exists in the area of generalized linear mixed models, in which random effects appear
as a part of the linear predictor inside a link function. Taylor-series methods similar to those just described
are discussed in articles such as: Harville and Mee (1984); Stiratelli, Laird, and Ware (1984); Gilmour,
Anderson, and Rae (1985); Goldstein (1991); Schall (1991); Engel and Keen (1992); Breslow and Clayton
(1993); Wol nger and O'Connell (1993); McGilchrist (1994), but such methods have not been implemented
in PROC NLMIXED because they can produce biased results in certain binary data situations (Rodriguez
and Goldman 1995; Lin and Breslow 1996). Instead, a numerical quadrature approach is available in PROC
NLMIXED, as discussed in: Pierce and Sands (1975); Anderson and Aitkin (1985); Hedeker and Gibbons
(1994); Crouch and Spiegelman (1990); Longford (1994); McCulloch (1994); Liu and Pierce (1994); Diggle,
Liang, and Zeger (1994).

Nonlinear mixed models have important applications in pharmacokinetics, and Roe (1997) provides a wide-
ranging comparison of many popular techniques. Yuh et al. (1994) provide an extensive bibliography on
nonlinear mixed models and their use in pharmacokinetics.

PROC NLMIXED Compared with Other SAS Procedures and Macros

The models t by PROC NLMIXED can be viewed as generalizations of the random coef cient models t by
the MIXED procedure. This generalization allows the random coef cients to enter the model nonlinearly,
whereas in PROC MIXED they enter linearly. With PROC MIXED you can perform both maximum
likelihood and restricted maximum likelihood (REML) estimation, whereas PROC NLMIXED implements
only maximum likelihood. This is because the analog to the REML method in PROC NLMIXED would
involve a high-dimensional integral over all of the xed-effects parameters, and this integral is typically not
available in closed form. Finally, PROC MIXED assumes the data to be normally distributed, whereas PROC
NLMIXED enables you to analyze data that are normal, binomial, or Poisson or that have any likelihood
programmable with SAS statements.

PROC NLMIXED does not implement the same estimation techniques available with the NLINMIX macro
or the default estimation method of the GLIMMIX procedure. These are based on the estimation methods
of: Lindstrom and Bates (1990); Breslow and Clayton (1993); Wol nger and O'Connell (1993), and they
iteratively t a set of generalized estimating equations (see Chapters 14 and 15 of Littell et al. 2006; Wol nger
1997). In contrast, PROC NLMIXED directly maximizes an approximate integrated likelihood. This remark
also applies to the SAS/IML macros MIXNLIN (Monesh and Chinchilli 1997) and NLMEM (Galecki 1998).

The GLIMMIX procedure also ts mixed models for nonnormal data with nonlinearity in the conditional
mean function. In contrast to the NLMIXED procedure, PROC GLIMMIX assumes that the model contains
a linear predictor that links covariates to the conditional mean of the response. The NLMIXED procedure
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is designed to handle general conditional mean functions, whether they contain a linear component or
not. As mentioned earlier, the GLIMMIX procedure by default estimates parameters in generalized linear
mixed models by pseudo-likelihood techniques, whereas PROC NLMIXED by default performs maximum
likelihood estimation by adaptive Gauss-Hermite quadrature. This estimation method is also available with
the GLIMMIX procedure (METHOD=QUAD in the PROC GLIMMIX statement).

PROC NLMIXED has close ties with the NLP procedure in SAS/OR software. PROC NLMIXED uses a
subset of the optimization code underlying PROC NLP and has many of the same optimization-based options.
Also, the programming statement functionality used by PROC NLMIXED is the same as that used by PROC
NLP and the MODEL procedure in SAS/ETS software.

Getting Started: NLMIXED Procedure

Nonlinear Growth Curves with Gaussian Data

As an introductory example, consider the orange tree data of Draper and Smith (1981). These data consist of
seven measurements of the trunk circumference (in millimeters) on each of ve orange trees. You can input
these data into a SAS data set as follows:

data tree;
input tree day v;
datalines;

1 118 30

484 58

1 664 87

[EEN

. more lines ...

5 1582 177

Lindstrom and Bates (1990) and Pinheiro and Bates (1995) propose the following logistic nonlinear mixed
model for these data:
bl C Uij1
Vi P ICexpEd; bal=bge = )

day, by; by; bs are the xed-effects parameteng;; are the random-effect parameters assumed to be iid
N.O; 5/, ande; are the residual errors assumed to beNi@; 62/ and independent of thg; . This model
has a logistic form, and the random-effect paramaigrenter the model linearly.



Nonlinear Growth Curves with Gaussian Data F 7007

The statements to t this nonlinear mixed model are as follows:

proc nimixed data=tree;
parms b1=190 b2=700 b3=350 s2u=1000 s2e=60;
num = bl+ul;
ex = exp(-(day-b2)/b3);
den = 1 + ex;
model y ~ normal(num/den,s2e);
random ul ~ normal(0,s2u) subject=tree;
run;

The PROC NLMIXED statement invokes the procedure and inputsdbelata set. The PARMS statement
identi es the unknown parameters and their starting values. Here there are three xed-effects pardrbeters (
b2, b3) and two variance components2(1, s2e).

The next three statements are SAS programming statements specifying the logistic mixed model. A new
variableul is included to identify the random effect. These statements are evaluated for every observation in
the data set when the NLMIXED procedure computes the log likelihood function and its derivatives.

The MODEL statement de nes the dependent variable and its conditional distribution given the random
effects. Here a normal (Gaussian) conditional distribution is speci ed with meawden and variance?2e.

The RANDOM statement de nes the single random effect tabeand speci es that it follow a normal
distribution with mean 0 and variansgu. The SUBJECT= argument in the RANDOM statement de nes a
variable indicating when the random effect obtains new realizations; in this case, it changes according to the
values of theree variable. PROC NLMIXED assumes that the input data set is clustered according to the
levels of thetree variable; that is, all observations from the same tree occur sequentially in the input data set.

The output from this analysis is as follows.

Figure 86.1 Model Speci cations

The “Speci cations” table lists basic information about the nonlinear mixed model you have speci ed
(Figure 86.1). Included are the input data set, the dependent and subject variables, the random effects, the
relevant distributions, and the type of optimization. The “Dimensions” table lists various counts related to the
model, including the number of observations, subjects, and parameters (Figure 86.2). These quantities are
useful for checking that you have speci ed your data set and model correctly. Also listed is the number of
quadrature points that PROC NLMIXED has selected based on the evaluation of the log likelihood at the
starting values of the parameters. Here, only one quadrature point is necessary because the random-effect
parametersli; enter the model linearly. (The Gauss-Hermite quadrature with a single quadrature point
results in the Laplace approximation of the log likelihood.)
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Figure 86.2 Dimensions Table for Growth Curve Model

Figure 86.3 Starting Values of Parameter Estimates and Negative Log Likelihood

The “Parameters” table lists the parameters to be estimated, their starting values, and the negative log
likelihood evaluated at the starting values (Figure 86.3).

Figure 86.4 Iteration History for Growth Curve Model

The “Iteration History” table records the history of the minimization of the negative log likelihood (Fig-
ure 86.4). For each iteration of the quasi-Newton optimization, values are listed for the number of function
calls, the value of the negative log likelihood, the difference from the previous iteration, the absolute value
of the largest gradient, and the slope of the search direction. The note at the bottom of the table indicates
that the algorithm has converged successfully according to the GCONV convergence criterion, a standard
criterion computed using a quadratic form in the gradient and the inverse Hessian.
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The nal maximized value of the log likelihood as well as the information criterion of Akaike (AIC), its
small sample bias corrected version (AICC), and the Bayesian information criterion (BIC) in the “smaller

is better” form appear in the “Fit Statistics” table (Figure 86.5). These statistics can be used to compare
different nonlinear mixed models.

Figure 86.5 Fit Statistics for Growth Curve Model

Figure 86.6 Parameter Estimates at Convergence

The maximum likelihood estimates of the ve parameters and their approximate standard errors computed
using the nal Hessian matrix are displayed in the “Parameter Estimates” table (Figure 86.6). Approximate
t-values and Wald-type con dence limits are also provided, with degrees of freedom equal to the number of
subjects minus the number of random effects. You should interpret these statistics cautiously for variance
parameters like2u ands2e. The nal column in the output shows the gradient vector at the optimization
solution. Each element appears to be suf ciently small to indicate a stationary point.

Since the random-effect parametars enter the model linearly, you can obtain equivalent results by using
the rst-order method (specify METHOD=FIRO in the PROC NLMIXED statement).

Logistic-Normal Model with Binomial Data

This example analyzes the data from Beitler and Landis (1985), which represent results from a multi-center
clinical trial investigating the effectiveness of two topical cream treatments (active drug, control) in curing an

infection. For each of eight clinics, the number of trials and favorable cures are recorded for each treatment.
The SAS data set is as follows.
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data infection;
input clinic t x n;
datalines;
11 36
10 37
16 20
22 32
19
19
16
17
17
12
11
10

5

ORPROROFROROROROROLR
'_\
a

OPrPRPPRPOPFPOOERLDNN

9
6
7

T O NNOOOOT OB, WWNDNREPR

xj denotes the corresponding number of favorable cures. Then a reasonable model for the preceding data is
the following logistic model with random effects:

Xj jui  Binomialnj ;pj /
and

Pi

i Dlo
i g P

D oC 11; C yj

The notatiort; indicates thgth treatment, and the; are assumed to be iM.0; 2/,

The PROC NLMIXED statements to t this model are as follows:

proc nlmixed data=infection;
parms beta0=-1 betal=1 s2u=2;

eta = beta0 + betal =*t + u;
expeta = exp(eta);
p = expetal/(1l+expeta);

model x ~ binomial(n,p);
random u ~ normal(0,s2u) subject=clinic;
predict eta out=eta;
estimate 1/betal 1/betal;
run;

The PROC NLMIXED statement invokes the procedure, and the PARMS statement de nes the parameters
and their starting values. The next three statements dpjneand the MODEL statement de nes the
conditional distribution okj to be binomial. The RANDOM statement de nedo be the random effect

with subjects de ned by thelinic variable.
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The PREDICT statement constructs predictions for each observation in the input data set. For this example,
predictions of j and approximate standard errors of prediction are output to a data set smméHese
predictions include empirical Bayes estimates of the random efigcts

The ESTIMATE statement requests an estimate of the reciprocal.of

The output for this model is as follows.

Figure 86.7 Model Information and Dimensions for Logistic-Normal Model

The “Speci cations” table provides basic information about the nonlinear mixed model (Figure 86.7). For
example, the distribution of the response variable, conditional on normally distributed random effects, is
binomial. The “Dimensions” table provides counts of various variables. You should check this table to make
sure the data set and model have been entered properly. PROC NLMIXED selects ve quadrature points to
achieve the default accuracy in the likelihood calculations.

Figure 86.8 Starting Values of Parameter Estimates

The “Parameters” table lists the starting point of the optimization and the negative log likelihood at the
starting values (Figure 86.8).
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Figure 86.9 Iteration History and Fit Statistics for Logistic-Normal Model

The “Iteration History” table indicates successful convergence in seven iterations (Figure 86.9). The “Fit
Statistics” table lists some useful statistics based on the maximized value of the log likelihood.

Figure 86.10 Parameter Estimates for Logistic-Normal Model

The “Parameter Estimates” table indicates marginal signi cance of the two xed-effects parameters (Fig-
ure 86.10). The positive value of the estimate gfindicates that the treatment signi cantly increases the
chance of a favorable cure.

Figure 86.11 Table of Additional Estimates

The “Additional Estimates” table displays results from the ESTIMATE statement (Figure 86.11). The estimate
of 1= ; equals1=0:7385D 1:3542and its standard error equdls3004=0:7385 D 0:5509by the delta
method (Billingsley 1986; Cox 1998). Note that this particular approximation produestatistic identical

to that for the estimate of;. Not shown is theeta data set, which contains the original 16 observations and
predictions of the j .
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