
SAS/STAT® 14.3
User’s Guide
The PSMATCH Procedure



This document is an individual chapter from SAS/STAT® 14.3 User’s Guide.

The correct bibliographic citation for this manual is as follows: SAS Institute Inc. 2017. SAS/STAT® 14.3 User’s Guide. Cary, NC:
SAS Institute Inc.

SAS/STAT® 14.3 User’s Guide

Copyright © 2017, SAS Institute Inc., Cary, NC, USA

All Rights Reserved. Produced in the United States of America.

For a hard-copy book: No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by
any means, electronic, mechanical, photocopying, or otherwise, without the prior written permission of the publisher, SAS Institute
Inc.

For a web download or e-book: Your use of this publication shall be governed by the terms established by the vendor at the time
you acquire this publication.

The scanning, uploading, and distribution of this book via the Internet or any other means without the permission of the publisher is
illegal and punishable by law. Please purchase only authorized electronic editions and do not participate in or encourage electronic
piracy of copyrighted materials. Your support of others’ rights is appreciated.

U.S. Government License Rights; Restricted Rights: The Software and its documentation is commercial computer software
developed at private expense and is provided with RESTRICTED RIGHTS to the United States Government. Use, duplication, or
disclosure of the Software by the United States Government is subject to the license terms of this Agreement pursuant to, as
applicable, FAR 12.212, DFAR 227.7202-1(a), DFAR 227.7202-3(a), and DFAR 227.7202-4, and, to the extent required under U.S.
federal law, the minimum restricted rights as set out in FAR 52.227-19 (DEC 2007). If FAR 52.227-19 is applicable, this provision
serves as notice under clause (c) thereof and no other notice is required to be affixed to the Software or documentation. The
Government’s rights in Software and documentation shall be only those set forth in this Agreement.

SAS Institute Inc., SAS Campus Drive, Cary, NC 27513-2414

September 2017

SAS® and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc. in the
USA and other countries. ® indicates USA registration.

Other brand and product names are trademarks of their respective companies.

SAS software may be provided with certain third-party software, including but not limited to open-source software, which is
licensed under its applicable third-party software license agreement. For license information about third-party software distributed
with SAS software, refer to http://support.sas.com/thirdpartylicenses.

http://support.sas.com/thirdpartylicenses


Chapter 96

The PSMATCH Procedure

Contents
Overview: PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7812

Process of Propensity Score Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 7813

Features of the PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 7815

Getting Started: PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7816

Syntax: PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7824

PROC PSMATCH Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7824

ASSESS Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7827

BY Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7833

CLASS Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7833

FREQ Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7834

ID Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7834

MATCH Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7834

OUTPUT Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7840

PSDATA Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7841

PSMODEL Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7842

STRATA Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7842

Details: PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7843

Observational Studies Contrasted with Randomized Trials . . . . . . . . . . . . . . . 7843

Propensity Score Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7845

Propensity Score Weighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7847

Propensity Score Strati�cation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7849

Weighting after Strati�cation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7850

Matching Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7851

Matching Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7853

Matching Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7854

Weighting after Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7855

Variable Balance Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7857

Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7860

Table Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7862

ODS Table Names . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7864

Graphics Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7865

ODS Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7867

Examples: PSMATCH Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7867

Example 96.1: Propensity Score Weighting . . . . . . . . . . . . . . . . . . . . . . . 7868

Example 96.2: Propensity Score Strati�cation . . . . . . . . . . . . . . . . . . . . . . 7877

Example 96.3: Optimal Variable Ratio Matching . . . . . . . . . . . . . . . . . . . . 7890



7812 F Chapter 96: The PSMATCH Procedure

Example 96.4: Greedy Nearest Neighbor Matching . . . . . . . . . . . . . . . . . . . 7895

Example 96.5: Outcome Analysis after Matching . . . . . . . . . . . . . . . . . . . . 7905

Example 96.6: Matching with Replacement . . . . . . . . . . . . . . . . . . . . . . . 7909

Example 96.7: Mahalanobis Distance Matching . . . . . . . . . . . . . . . . . . . . . 7913

Example 96.8: Matching with Precomputed Propensity Scores . . . . . . . . . . . . . 7918

Example 96.9: Sensitivity Analysis after One-to-One Matching . . . . . . . . . . . . 7923

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7928

Overview: PSMATCH Procedure

In a randomized study, such as a randomized controlled trial, the subjects are randomly assigned to a treated
(exposure) group or a control (non-exposure) group. Random assignment ensures that the distribution of the
covariates is the same in both groups, and the treatment effect can be estimated by directly comparing the
outcomes for the subjects in the two groups.

In contrast, the subjects in an observational study, such as a retrospective cohort study or a nonrandomized
clinical trial, are not randomly assigned to the treated and control groups. Confounding can occur if
some covariates are related to both the treatment assignment and the outcome. Consequently, there can be
systematic differences between the treated subjects and the control subjects. In the presence of confounding,
statistical approaches are required that remove the effects of confounding when estimating the effect of
treatment.

One such approach is regression adjustment, which estimates the treatment effect after adjusting for differ-
ences in the baseline covariates. However, this approach has practical limitations, as discussed by Austin
(2011a). Propensity score analysis is an alternative approach that circumvents many of these limitations.

The propensity score was de�ned by Rosenbaum and Rubin (1983, p. 47) as the probability of assignment
to treatment conditional on a set of observed baseline covariates. Propensity score analysis minimizes the
effects of confounding and offers some of the advantages of a randomized study. The basis for propensity
score methods is the causal effect model introduced by Rubin (1974).

The PSMATCH procedure provides a variety of tools for propensity score analysis. The procedure either
computes propensity scores or reads previously computed propensity scores, and it provides the following
methods for using the scores to allow for valid estimation of the treatment effect in a subsequent outcome
analysis:

� Inverse probability of treatment weighting and ATT weighting (weighting by odds): The procedure
computes weights from the propensity scores. These weights can then be incorporated into a subsequent
analysis that estimates the effect of treatment.

� Strati�cation: The procedure creates strata of observations that have similar propensity scores. In a
subsequent analysis, the treatment effect can be estimated within each stratum, and the estimates can
be combined across strata.

� Matching: The procedure matches each treated unit with one or more control units that have a similar
value of the propensity score. In a subsequent analysis, the treatment effect can be estimated by
comparing outcomes between treated and control subjects in the matched sample. If the outcome
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values for a study are not available prior to matching, only the matched units are needed for follow-up.
Thus, the cost of the trial is reduced (Stuart 2010, p. 2).

The PSMATCH procedure also provides methods for assessing the balance of baseline covariates and other
variables in the treated and control groups after matching, weighting, or strati�cation. The procedure itself
does not carry out the outcome analysis, nor does it make use of the outcome variable.

After adequate variable balance has been achieved (as described in the section “Process of Propensity Score
Analysis” on page 7813) and assuming that no other confounding variables are associated with both the
treatment assignment and the outcome, the output data set that is created by the PSMATCH procedure serves
as input for an appropriate statistical procedure for the outcome analysis.

Process of Propensity Score Analysis

A propensity score analysis usually involves the following steps (Guo and Fraser 2015, p. 131):

1. You specify a set of confounding variables that might be related to both the treatment assignment and
the outcome.

2. You use this set of variables to �t a logistic regression model and compute propensity scores. The
response is the probability of assignment to the treatment group.

3. If you are using weighting, you compute observation weights for estimating the treatment effect in a
weighted outcome analysis.

4. If you are using strati�cation or matching, you specify the support region for observations. Observations
outside this region are not included in the strati�cation or matching.

5. If you are using strati�cation, you specify the number of strata and create strata of observations that
have similar propensity scores.

6. If you are using matching, you specify the distance metric for similarity of observations and the method
for creating matched sets of observations. You can also compute weights for matched observations.

7. You assess the balance of variables by comparing the distributions between the treated and control
groups.

8. To improve the balance, you can repeat the process with a different set of variables for the logistic
regression model, a different region of support for strati�cation and matching, a different distance
metric, or a different matching method.

9. When you are satis�ed with the variable balance, you save the output data set for subsequent outcome
analysis.

Propensity score analysis assumes that all the variables that affect both the outcome and the treatment
assignment have been measured, but this assumption cannot be tested. In some cases, you can perform
sensitivity analysis to examine this assumption; see the section “Sensitivity Analysis” on page 7860.

Note that the outcome variable is intentionally not used in these steps, and the selection of variables for the
model should be made independently of the observed outcomes (Rubin 2001; Stuart 2010, p. 5). Furthermore,
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any variables that might have been affected by the treatment should not be included in the process (Rosenbaum
and Rubin 1984; Stuart 2010, p. 5).

The �owchart in Figure 96.1 summarizes the steps.

Figure 96.1 Propensity Score Analysis
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After balance is achieved, you can add the response variable to the output data set that PROC PSMATCH
created and perform an outcome analysis that mimics the analysis you would perform with data from a
randomized study. For example, if you used matching, a simple univariate test or analysis might be suf�cient
to estimate the treatment effect.

Features of the PSMATCH Procedure

You can use the PSMATCH procedure to create propensity scores (PS) for observations from treated and
control groups by �tting a binary logistic regression model. Alternatively, you can input propensity scores
that have already been created by using a different model or even a different approach such as a tree-based
method. For example, you can input propensity scores that have been computed by the LOGISTIC procedure
using a binary probit model or by the HPSPLIT procedure using a classi�cation tree.

By default, the PSMATCH procedure uses the propensity scores to computes weights for the observations.
Various types of weights are available, depending on whether the outcome analysis will use the weights
to estimate the average treatment effect at the population level (ATE) or the average treatment effect for
subjects who receive treatment (ATT). For more information about propensity score weighting, see the
section “Propensity Score Weighting” on page 7847.

The PSMATCH procedure optionally creates strata of observations that have similar propensity scores. For
more information, see the section “Propensity Score Strati�cation” on page 7849.

The PSMATCH procedure optionally matches observations in the treated and control groups. The procedure
provides three strategies for propensity score matching.

� Greedy nearest neighbor matching selects the control unit nearest to each treated unit. Greedy nearest
neighbor matching is done sequentially for treated units and without replacement.

� Optimal matching selects all control units that match each treated unit by minimizing the total absolute
difference in propensity score across all matches. Optimal matching selects all matches simultaneously
and without replacement. Three methods for optimal matching are available: �xed ratio matching,
variable ratio matching, and full matching.

� Matching with replacement selects the control unit that best matches each treated unit. Each control
unit can be matched to more than one treated unit, but it can only be matched to the same treated unit
once.

For all three matching methods, you can specify a caliper width, which imposes a restriction on the quality
of the matches. The difference in propensity score between the treated unit and its matching control unit
must be less than or equal to the caliper width. For more information about these methods, see the section
“Matching Methods” on page 7854.

Matching can be based on the difference in the logit of the propensity score (LPS), as well as the difference
in the propensity score (PS). Furthermore, matching can be based on Mahalanobis distance that is computed
from a set of continuous covariates (possibly including LPS and LS).

The PSMATCH procedure provides various ways to assess how well the distributions of variables are
balanced between the treated and control groups. These variables include the propensity score, the logit of
the propensity score, variables used in the logistic regression model, and other variables in the data set. The
assessments include the following:
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� differences in the distributions of the variables between the treated and control groups after weighting,
strati�cation, and matching

� standardized mean differences in the variables between the treated and control groups after weighting,
strati�cation, and matching

� percentage reductions of absolute differences after weighting, strati�cation, and matching.

When you use strati�cation, the differences are also computed within each stratum. For more information
about these statistics, see the section “Variable Balance Assessment” on page 7857.

The PSMATCH procedure also provides various plots for assessing balance. These plots include the
following:

� bar charts for classi�cation variables

� box plots for continuous variables

� CDF plots for continuous variables

� cloud plots for continuous variables, which are scatter plots in which the points are jittered to prevent
overplotting

� cloud plots for inverse probability of treatment weights and ATT weights

� a standardized mean differences plot that summarizes differences between the treated and control
groups

When you use strati�cation, these plots are also produced for each stratum.

The PSMATCH procedures saves propensity scores and weights in an output data set that contains a sample
that has been adjusted either by weighting, strati�cation, or matching. If the sample is strati�ed, you can
save the strata identi�cation in the output data set. If the sample is matched, you can save the matching
identi�cation in the output data set.

Provided that the distributions of the variables in the adjusted sample are well balanced between the treated
and control groups, the output data set serves as input for a subsequent outcome analysis that incorporates
weights or strata or that is based on matched observations. Although the PSMATCH procedure itself does
not provide this analysis, many other SAS/STAT procedures can be used for this purpose.

Getting Started: PSMATCH Procedure

This example illustrates the use of the PSMATCH procedure to match observations for individuals in a
treatment group with observations for individuals in a control group that have similar propensity scores. The
matched observations are saved in an output data set that, with the addition of the outcome variable, can be
used to provide an unbiased estimate of the treatment effect.

A pharmaceutical company is conducting a nonrandomized clinical trial to demonstrate the ef�cacy of a
new treatment (Drug_X) by comparing it to an existing treatment (Drug_A). Patients in the trial can choose
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the treatment that they prefer; otherwise, physicians assign each patient to a treatment. The possibility of
treatment selection bias is a concern because it can lead to systematic differences in the distributions of the
baseline variables in the two groups, resulting in a biased estimate of treatment effect.

The data setDrugs contains baseline variable measurements for individuals from both treated and control
groups.PatientID is the patient identi�cation number,Drug is the treatment group indicator,Gender provides
the gender,Age provides the age, andBMI provides the body mass index (a measure of body fat based on
height and weight). Typically, more variables are used in a propensity score analysis, but for simplicity only
a few variables are used in this example.

Figure 96.2 lists the �rst 10 observations.

Figure 96.2 Input Drug Data Set

Note that theDrugs data set does not contain a response variable, because the response variable is not used in
a propensity score analysis. Instead, the response variable is added to the output data set that contains the
matched observations, and the combined data set is then used for outcome analysis.

The following statements invoke the PSMATCH procedure and request optimal matching to match observa-
tions for patients in the treatment group with observations for patients in the control group:

ods graphics on;
proc psmatch data=drugs region=cs;

class Drug Gender;
psmodel Drug(Treated=�Drug_X�)= Gender Age BMI;
match method=optimal(k=1) exact=Gender distance=lps caliper=0.25;
assess lps allcov / weight=none plots=(barchart boxplot);
output out(obs=match)=Outgs lps=_Lps matchid=_MatchID;

run;

The CLASS statement speci�es the classi�cation variables. The PSMODEL statement speci�es the logistic
regression model that creates the propensity score for each observation, which is the probability that the patient
receives Drug_X. TheDrug variable is the binary treatment indicator variable and TREATED=�Drug_X�
identi�es Drug_X as the treated group. TheGender, Age, andBMI variables are included in the model
because they are believed to be related to the assignment.

The REGION= option speci�es which observations are used in strati�cation and matching. In this example,
matching is requested by the MATCH statement, and the REGION=CS option requests that only those
observations whose propensity scores (or equivalently, logits of propensity scores) lie in the common support
region be used for matching. The common support region is de�ned as the largest interval that contains
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propensity scores for subjects in both groups. By default, the region is extended by 0.25 times a pooled
estimate of the common standard deviation of the logit of the propensity score. For more information, see the
description of the EXTEND= option on page 7825.

The MATCH statement speci�es the criteria for matching. The DISTANCE=LPS option (which is the default)
requests that the logit of the propensity score be used to compute differences between pairs of observations.
The METHOD=OPTIMAL(K=1) option (which is the default) requests optimal matching of one control unit
to each unit in the treated group in order to minimize the total within-pair difference, The EXACT=GENDER
option forces the treated unit and its matched control unit to have the same value of theGender variable.

The CALIPER=0.25 option speci�es the caliper requirement for matching. This means that for a match to be
made, the difference in the logits of the propensity scores for pairs of individuals from the two groups must
be less than or equal to 0.25 times the pooled estimate of the common standard deviation of the logits of the
propensity scores.

The “Data Information” table in Figure 96.3 displays information about the input and output data sets, the
numbers of observations in the treated and control groups, the lower and upper limits for the propensity score
support region, and the numbers of observations in the treated and control groups that fall within the support
region. Of the 373 observations in the control group, 351 fall within the support region.

Figure 96.3 Data Information

The “Propensity Score Information” table in Figure 96.4 displays summary statistics for propensity scores by
treatment group based on all observations, support region observations, and matched observations.

Figure 96.4 Propensity Score Information
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The “Matching Information” table in Figure 96.5 displays the matching criteria, the number of matched sets,
the numbers of matched observations in the treated and control groups, and the total absolute difference in
the logit of the propensity score for all matches.

Figure 96.5 Matching Information

The ASSESS statement produces a table and plots that summarize differences in speci�ed variables between
treated and control groups. As speci�ed by the LPS and ALLCOV options, these variables are the logit of
the propensity score (LPS) and all the covariates in the PSMODEL statement:Gender, Age, andBMI. For a
binary classi�cation variable (Gender), the difference is in the proportion of the �rst ordered level (Female).

The “Standardized Mean Differences” table, shown in Figure 96.6, displays standardized mean differences
for all observations, observations in the support region, and matched observations. The WEIGHT=NONE
option suppresses the display of differences for weighted matched observations. Note that when one control
unit is matched to each treated unit, the weights are all 1 for matched treated and control units and the results
are identical for weighted matched observations and matched observations.

Figure 96.6 Standardized Mean Differences

By default, the standard deviations of the variables, pooled across the treated and control groups, are computed
based on all observations. The pooled standard deviations are then used to compute standardized mean differ-
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ences based on all observations, observations in the support region, and matched observations. You can request
a different standard deviation with the STDDEV= option. In Figure 96.6 the standardized mean differences are
signi�cantly reduced in the matched observations. The largest of these differences in absolute value is 0.0646,
which is less than the upper limit of 0.25 recommended by Rubin (2001, p. 174) and Stuart (2010, p. 11).
However, many authors use an upper limit of 0.10(Normand et al. 2001; Mamdani et al. 2005; Austin 2009).

The treated-to-control variance ratios between the two groups are between 1 and 1.1967 for all variables in
the matched observations, which is within the recommended range of 0.5 to 2 (Rubin 2001, p. 174).

Note that the standardized mean difference forGender is 0 in the matched observations because EX-
ACT=GENDER is speci�ed in the MATCH statement.

By default, when ODS Graphics is enabled, the PSMATCH procedure displays a standardized mean differ-
ences plot for the variables that are speci�ed in the ASSESS statement, as shown in Figure 96.7.

Figure 96.7 Standardized Mean Differences Plot

The “Standardized mean Differences Plot” displays the standardized mean differences in the “Standardized
Mean Differences” table in Figure 96.6. All differences for the matched observations are within the
recommended limits of –0.25 and 0.25, which are indicated by the shaded area. Again, note that many
authors use limits of –0.10 and 0.10. (Normand et al. 2001; Mamdani et al. 2005; Austin 2009). You can use
the PLOTS=STDDIFFPLOT(REF=) option to specify the limits for the shaded area.

The PLOTS=BARCHART option requests bar charts that compare the treated and control group distributions
of binary classi�cation variables that are speci�ed in the ASSESS statement. The bar chart that is created
for Gender is shown in Figure 96.8. The chart displays proportions by default, and it provides comparisons
based on all observations, observations in the support region, and matched observations. The distributions
of Gender are identical for matched observations because EXACT=GENDER is speci�ed in the MATCH
statement.
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Figure 96.8 Gender Bar Chart

The PLOTS=BOXPLOT option requests box plots for the logit of the propensity score (LPS) and for the
continuous variables that are speci�ed in the ASSESS statement, as shown in Figure 96.9, Figure 96.10, and
Figure 96.11. The box plots show good variable balance for the matched observations.

Figure 96.9 LPS Box Plot
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Figure 96.10 Age Box Plot

Figure 96.11 BMI Box Plot
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Because the matched observations in this example exhibit good balance, you can output them for subsequent
outcome analysis. In situations where you are not satis�ed with the balance, you can do one or more of the
following to improve the balance: you can select another set of variables for the propensity score model, you
can modify the speci�cation of the propensity score model (for example, by introducing nonlinear terms for
the continuous variables or by adding interactions), you can modify the matching criteria, or you can choose
another matching method.

The OUT(OBS=MATCH)= option in the OUTPUT statement creates an output data set namedOutgs that
contains the matched observations. By default, this data set includes the variable_PS_ (which provides
the propensity score) and the variable_MATCHWGT_ (which provides matched observation weights). The
weight for each treated unit is 1. The weight for each matched control unit is also 1 because one control unit
is matched to each treated unit. The LPS=_LPS option adds a variable named_LPS that provides the logit of
the propensity score, and the MATCHID=_MatchID option adds a variable named_MatchID that identi�es
the matched sets of observations.

The following statements list the observations in the �rst �ve matched sets, as shown in Figure 96.12.

proc sort data=outgs out=outgs1;
by _MatchID;

run;

proc print data=outgs1(obs=10);
var PatientID Drug Gender Age BMI _PS_ _LPS _MatchWgt_ _MatchID;

run;

Figure 96.12 Output Data Set with Matching Numbers

After the responses for the trial are observed and added to the matched data setOutgs, you can estimate the
treatment effect by carrying out the same type of outcome analysis onOutgs that you would have used with
the original data setDrugs (augmented with responses) as if it were a randomized trial (Ho et al. 2007, p.
223). This assumes that no other confounding variables are associated with both the response variable and
the treatment group indicatorDrug.
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