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Overview: BCHOICE Procedure

The BCHOICE (Bayesian choice) procedure performs Bayesian analysis for discrete choice models. Discrete
choice models are used in marketing research to model decision makers' choices among alternative products
and services. The decision maker might be people, households, companies and so on, and the alternatives
might be products, services, actions, or any other options or items about which choices must be made (Train
2009). The collection of alternatives that are available to the decision makers is called a choice set.

Discrete choice models are derived under the assumption of utility-maximizing behavior by decision makers.
When individuals are asked to make one choice among a set of alternatives, they usually determine the
level of utility that each alternative offers. The utility that individuali obtains from alternativej amongJ
alternatives is denoted as

uij D vij C � ij ; i D 1; : : : ; N and j D 1; : : : ; J

where the subscripti is an index for the individuals, the subscriptj is an index for the alternatives in a choice
set,vij is a nonstochastic utility function that relates observed factors to the utility, and� ij is the error
component that captures the unobserved characteristics of the utility. In discrete choice models, the observed
part of the utility function is assumed to be linear in the parameters,

vij D x0
ij �

wherexij is ap-dimensional design vector of observed attribute levels that relate to alternativej and� is the
corresponding vector of �xed regression coef�cients that indicate the utilities or part-worths of the attribute
levels.

Decision makers choose the alternative that gives them the greatest utility. Letyi be the multinomial response
vector for theith individual. The valuey ij takes 1 if thejth component ofui D .u i1 ; : : : ; uiJ / is the largest,
and 0 otherwise:

uij D x0
ij � C � ij

y ij D
�

1 if uij � max.ui /
0 otherwise

Different speci�cations about the density of the error vector� i D .� i1 ; : : : ; � iJ / result in different types
of choice models: logit, nested logit, and probit, as detailed in the section “Types of Choice Models” on
page 1078. Logit and nested logit models have closed-form likelihood, whereas a probit model does not.

The past 15 years have seen a dramatic increase in using a Bayesian approach to develop new methods of
analysis and models of consumer behavior. The milestone breakthroughs are Albert and Chib (1993) and
McCulloch and Rossi (1994) for choice probit models, and Allenby and Lenk (1994) and Allenby (1997)
for logit models that have normally distributed random effects (these models are called mixed logit models).
Train (2009) extends the Bayesian procedure for mixed logit models to include nonnormal distributions, such
as lognormal, uniform, and triangular distributions.

An issue in choice models is that the quantity of relevant data at the individual level is very limited.
Respondents frequently become fatigued after answering 15 to 20 questions in a survey. Rossi, McCulloch,
and Allenby (1996) and Allenby and Rossi (1999) show how to obtain information about individual-level
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parameters within a model by using random taste variation. The lack of data at the individual level, combined
with the desire to account for individual differences instead of treating all respondents alike, presents
challenges in marketing research. Bayesian methods are ideally suited for analyzing limited data.

Bayesian methods have several advantages. First, Bayesian methods do not require optimization of any
function. For probit models and logit models that have random effects, optimization of the likelihood
function can be numerically dif�cult. Different starting values might lead to different maximization results.
The problem of a local maximum versus a global maximum is another issue, because convergence is not
guaranteed to �nd the global maximum. Second, Bayesian procedures enable consistency and ef�ciency to
be achieved under more relaxed conditions. When the likelihood function does not have a closed form or
there are too many parameters (as in models with random effects), simulation can be used to estimate the
likelihood function. Maximization that is based on such a simulated likelihood function is consistent only if
the number of draws in simulation rises with the sample size, and it is ef�cient only if the number of draws in
simulation increases faster than the square root of the sample size. On the other hand, Bayesian methods are
consistent for a �xed number of draws and are ef�cient if the number of draws goes up at any rate with the
sample size.

For a short introduction to Bayesian analysis and related basic concepts, see Chapter 7, “Introduction to
Bayesian Analysis Procedures.” Also see the section “A Bayesian Reading List” on page 159 for a guide
to Bayesian textbooks of varying degrees of dif�culty. It follows from Bayes' theorem that a posterior
distribution is proportional to the product of the likelihood function and the prior distribution of the parameter.
When it is dif�cult to obtain the posterior distribution analytically, Bayesian methods often rely on simulations
to generate samples from the posterior distribution, and they use the simulated draws to approximate the
distribution and to make the inferences.

To use the BCHOICE procedure, you need to specify the type of model for the data. You can also supply
a prior distribution for the parameters if you want something other than the default noninformative prior.
PROC BCHOICE obtains samples from the corresponding posterior distributions, produces summary and
diagnostic statistics, and saves the posterior samples in an output data set that can be used for further analysis.
The procedure derives inferences from simulation rather than through analytic or numerical methods. You
should expect slightly different answers from each run for the same problem, unless you use the same random
number seed.

PROC BCHOICE Compared with Other SAS Procedures

The underlying structure of PROC BCHOICE is similar to the structure of PROC MCMC in that both
procedures obtain samples from the posterior distributions and produce summary and diagnostic statistics
when you specify the model or the priors or both. However, they differ in that PROC MCMC is a general-
purpose Markov chain Monte Carlo (MCMC) simulation procedure that is designed to �t a wide range of
Bayesian models, whereas PROC BCHOICE is designed speci�cally for discrete choice models. You can
call PROC MCMC to analyze data that have any likelihood, prior, or hyperprior, as long as these functions
can be programmed by using the SAS DATA step functions. For example, you can �t choice logit and nested
logit models in PROC MCMC by using some SAS coding to specify the likelihood. PROC BCHOICE works
only with choice models, but it is customized to �t special characteristics and features in a choice model. The
syntax is quite different from PROC MCMC's syntax. PROC BCHOICE provides a CLASS statement to
handle categorical variables, and it requires less complicated SAS coding for choice models. The default
sampling method for choice logit models when direct sampling is not available is the Metropolis-Hastings
method, which is based on the Gamerman approach, which in turn has proved to be often more ef�cient than
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the random walk Metropolis algorithm that PROC MCMC uses. In addition, it is dif�cult to �t choice probit
models in PROC MCMC.

For a standard logit choice model, you can use the TIES=BRESLOW option in the PHREG procedure. The
approach has the same likelihood as PROC BCHOICE of �tting the data. You use the STRATA statement in
PROC PHREG to specify how to de�ne the choice set. However, this is a frequentist approach, and it does
not work for a choice model with random effects.

Getting Started: BCHOICE Procedure

The �rst example in this section is a simple logit conjoint analysis that illustrates some basic features of
PROC BCHOICE. The second example discusses a mixed logit model with individual-level random effects,
which has become increasingly popular.

A Simple Logit Model Example

This example uses a standard logit model in which the error component,� ij .j D 1; : : : ; J /, is indepen-
dently and identically distributed (iid) with the Type I extreme-value distribution,exp.� exp.� � ij // . This
assumption provides a convenient logit form for the choice probability (McFadden 1974):

P .y ij D 1/ D
exp.x0

ij � /
P J

k D 1 exp.x0
ik � /

; i D 1; : : : ; N and j D 1; : : : ; J

The likelihood is formed by the product of theN independent multinomial distributions:

p. Yj� / D
NY

i D 1

JY

j D 1

P.y ij D 1/y ij

Suppose� has a normal prior

�. � / D N.0; cI /

whereI is the identity matrix and c is a scalar. c is often set to be large for a noninformative prior.

The posterior density of the parameter� is

p. � jY/ / p. Yj� /�. � /

PROC BCHOICE obtains samples from the posterior distribution, produces summary and diagnostic statistics,
and saves the posterior samples in an output data set that can be used for further analysis.

In this example (Kuhfeld 2010), each of 10 subjects is presented with eight different chocolate candies and
asked to choose one. The eight candies consist of the23 combinations of dark or milk chocolate, soft or
chewy center, and nuts or no nuts. Each subject sees all eight alternatives and makes one choice. Experimental
choice data such as these are usually analyzed by using a multinomial logit model.
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The following statements read the data:

title �Conjoint Analysis of Chocolate Candies�;

data Chocs;
input Subj Choice Dark Soft Nuts;
datalines;

1 0 0 0 0
1 0 0 0 1
1 0 0 1 0
1 0 0 1 1
1 1 1 0 0
1 0 1 0 1

... more lines ...

10 0 1 0 0
10 1 1 0 1
10 0 1 1 0
10 0 1 1 1
;

proc print data=Chocs (obs=16);
run;

The data for the �rst two subjects are shown in Figure 27.1.

Figure 27.1 Data for the First Two Subjects

The data set contains 10 subjects and 80 observation lines. Each line of the data represents one alternative
in the choice set for each subject. It is required that the response variable, which isChoice in this study,
indicate the chosen alternative by the value 1 and the unchosen alternatives by the value 0.Dark is 1 for dark
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chocolate and 0 for milk chocolate;Soft is 1 for soft center and 0 for chewy center;Nuts is 1 if the candy
contains nuts and 0 if it does not contain nuts. In this example, subject 1 chose the �fth alternative (Choice=1,
which is Dark/Chewy/No Nuts) among the eight alternatives in the choice set. All the chosen and unchosen
alternatives must appear in the data set. If you have choice data in which all alternatives appear on one line,
then you must rearrange the data in the correct form (that is, the data must contain one observation line for
each alternative of each choice set for each subject).

The following statements �t a multinomial logit model:

ods graphics on;
proc bchoice data=Chocs outpost=Bsamp nmc=10000 thin=2 diag=(AutoCorr

ESS MCSE) seed=124;
class Dark(ref=�0�) Soft(ref=�0�) Nuts(ref=�0�) Subj;
model Choice = Dark Soft Nuts / choiceset=(Subj) cprior=normal(var=1000);

run;

The ODS GRAPHICS ON statement invokes the ODS Graphics environment and displays the diagnostic
plots, such as the trace and autocorrelation function plots of the posterior samples. For more information
about ODS, see Chapter 21, “Statistical Graphics Using ODS.”

The PROC BCHOICE statement invokes the procedure, and the DATA= option speci�es the input data set
Chocs. The OUTPOST= option requests an output data set calledBsamp to contain all the posterior samples.
The NMC= option speci�es the number of posterior simulation iterations in the main simulation loop after
burn-in (the default number of burn-in iterations is 500). The THIN= option controls the thinning of the
Markov chain and speci�es to keep one of every two samples. Thinning is often used to reduce correlation
among posterior sample draws. In this example, 5,000 simulated values are saved in theBsamp data set.
The DIAG=(AUTOCORR ESS MCSE) option requests that three convergence diagnostics be output to help
determine whether the chain has converged: the autocorrelations, effective sample sizes, and Monte Carlo
standard errors. The SEED= option speci�es a seed for the random number generator, which guarantees the
reproducibility of the random stream.

The CLASS statement names the classi�cation variables to be used in the model. The CLASS statement
must precede the MODEL statement (as it must in most other SAS procedures). The REF= option speci�es
the reference level.

The MODEL statement is required; it de�nes the dependent variable (y ij ) and independent variables (xij ).
To the left of the equal sign in the MODEL statement, you specify the dependent variable that indicates
which alternatives are chosen and which ones are not chosen. The dependent variableChoice has the value
1 (chosen) or 0 (unchosen). You specify the independent variables after the equal sign. The independent
variables often indicate attributes or characteristics of the alternatives in the choice set, such asDark, Soft,
andNuts in this example. The CHOICESET= option speci�es how a choice set is de�ned. In this example,
CHOICESET=(Subj) because there is one and only one choice set per subject. The variable that you specify
in the CHOICESET= option must be a classi�cation variable that appears in the CLASS statement. Always
use the CHOICESET= option to de�ne the choice set.

The �rst table that PROC BCHOICE produces is the “Model Information” table, as shown in Figure 27.2.
This table displays basic information about the analysis, such as the name of the input data set, response
variable, model type, choice response type, sampling algorithm, burn-in size, simulation size, thinning
number, and random number seed. The random number seed initializes the random number generators. If
you repeat the analysis and use the same seed, you get an identical stream of random numbers. Here the
response type is binary, where the response takes either 1 (chosen) or 0 (unchosen). Other types of choice
response include MaxDiff and allocation, where the response can take other values.
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Figure 27.2 Model Information

The “Choice Sets Summary” table is displayed by default; you can use it to check the data entry. In this case,
there are 10 choice sets, one for each subject. All 10 choice sets display the same pattern: they have a total of
eight alternatives, one of which is chosen and seven of which are unchosen. Sometimes there can be more
than one pattern among the choice sets (for example, some choice sets have nine alternatives). Logit models
can have different patterns as long as each choice set has at least two alternatives in total and only one chosen
alternative. If more than one alternative is chosen or no alternative is chosen, the choice set is invalid for the
binary response. PROC BCHOICE deletes all the invalid choice sets and produces a warning message.

Figure 27.3 Choice Sets Summary

The next table is the “Number of Observations” table, as shown in Figure 27.4. This table lists the number of
observations that are read from the DATA= data set and the number of nonmissing and valid observations
that are used in the analysis. PROC BCHOICE does not impute missing values. If any missing value is
encountered in a row of the DATA= data set, PROC BCHOICE skips that row and moves on to read the next
row. If the missing value causes the corresponding choice set to be invalid, the entire choice set is discarded
from analysis. In this example, all 80 observations are used.

Figure 27.4 Number of Observations

PROC BCHOICE reports posterior summary statistics (posterior means, standard deviations, and highest
posterior density (HPD) intervals) for each parameter in the “Posterior Summaries and Intervals” table, as
shown in Figure 27.5. For more information about posterior statistics, see the section “Summary Statistics”
on page 156 in Chapter 7, “Introduction to Bayesian Analysis Procedures.”
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Figure 27.5 PROC BCHOICE Posterior Summary Statistics

Before you examine the posterior summary statistics and try to draw any conclusions, you might want to
verify that the simulation has converged. Convergence diagnostics are essential to inferring from simulations
that are based on Markov chains. If the Markov chain has not converged, all conclusions that are based on
the samples might be misleading. PROC BCHOICE computes the effective sample size by default. There
are a number of other convergence diagnostics to help you determine whether the chain has converged: the
Monte Carlo standard errors, the autocorrelations at selected lags, and so on. These statistics are shown in
Figure 27.6. For details and interpretations of these diagnostics, see the section “Assessing Markov Chain
Convergence” on page 142 in Chapter 7, “Introduction to Bayesian Analysis Procedures.”

The “Posterior Autocorrelations” table shows that the autocorrelations among posterior samples reduce
quickly. The “Effective Sample Sizes” table reports the number of effective sample sizes of the Markov
chain. The “Monte Carlo Standard Errors” table indicates that the standard errors of the mean estimates for
each of the variables are relatively small with respect to the posterior standard deviations. The values in the
MCSE/SD column (ratios of the standard errors and the standard deviations) are small. This means that only
a fraction of the posterior variability is caused by the simulation.

Figure 27.6 PROC BCHOICE Convergence Diagnostics
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PROC BCHOICE produces a number of graphs, shown in Figure 27.7, which also aid convergence diagnostic
checks. The trace plots have two important aspects to examine. First, you want to check whether the mean of
the Markov chain has stabilized and appears constant over the graph. Second, you want to check whether the
chain has good mixing and is “dense,” in the sense that it quickly traverses the support of the distribution to
explore both the tails and the mode areas ef�ciently. The plots show that the chains appear to have reached
their stationary distributions.

Next, you want to examine the autocorrelation plots, which indicate the degree of autocorrelation for each of
the posterior samples. High correlations usually imply slow mixing. Finally, the kernel density plots estimate
the posterior marginal distributions for each parameter.

Figure 27.7 PROC BCHOICE Diagnostic Plots
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Figure 27.7 continued
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Because the chains seem to have reached their stationary distributions, you can go back to the posterior
summary table for results and conclusions. As seen in Figure 27.5, the part-worth for dark chocolate is 1.5
and the part-worth for milk chocolate (base category) is structural 0; the part-worth for soft center is –2.4 and
the part-worth for chewy center is structural 0; the part-worth for containing nuts is 1.0 and the part-worth
for no nuts is structural 0. A positive part-worth implies being more favorable. Hence, dark chocolate is
preferred over milk chocolate, soft centers are less popular than chewy centers, and candies with nuts are
more popular than candies without nuts.

A Logit Model Example with Random Effects

Choice models that have random effects (or random coef�cients) provide solutions to create individual-level
or group-speci�c utilities. Because people have different preferences, it can be misleading to roll the whole
sample together into a single set of utilities. The desire to account for individual differences, instead of
treating all respondents alike, provides challenges in marketing research. For logit models that have random
effects, using frequentist methods to optimize of the likelihood function can be numerically dif�cult. Bayesian
methods are ideally suited for analysis with random effects.

Choice models that have random effects generalize the standard choice models to incorporate individual-level
effects. Let the utility that individuali obtains from alternativej in choice situationt (t D 1; : : : ; T ) be

uij t D x0
ij t � C z0

ij t  i C � ij t

y ij t D 1 if uij t � max.u i1t ; ui2t ; : : : ; uiJ t /

D 0 otherwise

wherey ij t is the observed choice for individuali and alternativej in choice situationt; xij t is the �xed design
vector for individuali and alternativej in choice situationt; � are the �xed coef�cients;zij t is the random
design vector for individuali and alternativej in choice situationt; and i are the random coef�cients for
individual i corresponding tozij t .

It is assumed that each i is drawn from a superpopulation and that this superpopulation is normal, i �
iid N.0; •  / . An additional stage is added to the model in which a prior for•  is speci�ed:

�.  i / D N.0; •  /

�. •  / D inverse Wishart.� 0; V0/

The covariance matrix•  characterizes the extent of heterogeneity among individuals. Large diagonal
elements of•  indicate substantial heterogeneity in part-worths. Off-diagonal elements indicate patterns in
the evaluation of attribute levels in pairs.

Consider a study that estimates the market demand for kitchen trash cans (Rossi 2013). There are four
attributes, and each has two levels: touchless opening (Yes/No), material (Steel/Plastic), automatic trash
bag replacement (Yes/No), and price (80=40). The number of all possible hypothetical types of trash cans
is 24 D 16. Including more attributes and more levels can easily become unmanageable. The study uses a
fractional factorial design, in which the �rst three factors are set up to be a full factorial design and the fourth
is generated as the product of the �rst three. This design confounds the three-way interaction with the effect
of the fourth factor, shown in Table 27.1.
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Table 27.1 Design for the Trash Can Study

Obs Touchless Steel AutoBag Price80
1 –1 –1 –1 –1
2 –1 –1 1 1
3 –1 1 –1 1
4 –1 1 1 –1
5 1 –1 –1 1
6 1 –1 1 –1
7 1 1 –1 –1
8 1 1 1 1

In Table 27.1, 1 means “Yes” and –1 means “No.” This is a balanced design, in which each level appears the
same number of times. This study assigns only two alternatives to a choice set by randomly sampling two
rows from the previous table and giving each individual 10 choice sets (or choice tasks) to pick from. For
more information about how to design a choice model ef�ciently, see Kuhfeld (2010).

Data were obtained by enrolling 104 people and assigning 10 choice tasks to each of them: for each task, the
participants stated their preference between two types of trash cans. The following steps read in the data:

data Trashcan;
input ID Task Choice Index Touchless Steel AutoBag Price80 @@;
datalines;

1 1 1 1 0 1 1 0 1 1 0 2 1 1 0 0 1 2 0 1 0 0 0 0 1 2 1 2 1 1 1 1 1 3 0 1
0 0 0 0 1 3 1 2 1 1 0 0 1 4 0 1 0 1 0 1 1 4 1 2 1 0 0 1 1 5 1 1 0 1 1 0
1 5 0 2 1 0 0 1 1 6 0 1 0 0 1 1 1 6 1 2 1 1 1 1 1 7 0 1 1 0 0 1 1 7 1 2
1 1 0 0 1 8 0 1 0 0 1 1 1 8 1 2 0 1 1 0 1 9 1 1 0 0 1 1 1 9 0 2 1 0 0 1
1 10 0 1 0 1 1 0 1 10 1 2 1 0 1 0 2 1 1 1 0 1 1 0 2 1 0 2 1 1 0 0 2 2 0
1 0 0 0 0 2 2 1 2 1 1 1 1 2 3 0 1 0 0 0 0 2 3 1 2 1 1 0 0 2 4 0 1 0 1 0
1 2 4 1 2 1 0 0 1 2 5 1 1 0 1 1 0 2 5 0 2 1 0 0 1 2 6 1 1 0 0 1 1 2 6 0
2 1 1 1 1 2 7 1 1 1 0 0 1 2 7 0 2 1 1 0 0 2 8 1 1 0 0 1 1 2 8 0 2 0 1 1
0 2 9 1 1 0 0 1 1 2 9 0 2 1 0 0 1 2 10 1 1 0 1 1 0 2 10 0 2 1 0 1 0 3 1

... more lines ...

2 1 2 1 1 1 1 104 3 0 1 0 0 0 0 104 3 1 2 1 1 0 0 104 4 0 1 0 1 0 1 104
4 1 2 1 0 0 1 104 5 1 1 0 1 1 0 104 5 0 2 1 0 0 1 104 6 0 1 0 0 1 1 104
6 1 2 1 1 1 1 104 7 0 1 1 0 0 1 104 7 1 2 1 1 0 0 104 8 0 1 0 0 1 1 104
8 1 2 0 1 1 0 104 9 0 1 0 0 1 1 104 9 1 2 1 0 0 1 104 10 0 1 0 1 1 0 104
10 1 2 1 0 1 0
;

proc print data=Trashcan (obs=8);
run;

The data for the �rst four choice tasks are shown in Figure 27.8.
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Figure 27.8 Data for the First Four Choice Tasks

In the data,ID is the individual's ID number, andTask indexes the number of choice tasks. The response is
Choice, which states each individual's choice for each choice task.Touchless, Steel, AutoBag, andPrice80
are the attribute variables; for each of them, 1 means “Yes” and 0 means “No.” In the data, 0 replaces the –1
values that are shown in the design matrix in Table 27.1.

The following statements �t a logit model with random effects:

proc bchoice data=Trashcan seed=1 nmc=30000 thin=2 nthreads=4;
class ID Task;
model Choice = Touchless Steel AutoBag Price80 / choiceset=(ID Task);
random Touchless Steel AutoBag Price80 / sub=ID monitor=(1 to 5) type=un;

run;

The NTHREADS option in the PROC BCHOICE statement speci�es the number of threads to be used for
running analytic computations and simulation simultaneously. Using four threads at the same time enhances
the ef�ciency and reduces the run time. If you do not specify the NTHREADS option, the default number
is 1. The maximum number of threads should not exceed the total number of CPUs on the host where the
analytic computations execute.

The choice set is speci�ed byID (which identi�es the participants) and byTask (which identi�es each of the
10 choice tasks that are assigned to each participant). The variablesID andTask are needed in the CLASS
statement because they de�ne the choice set in the MODEL statement.

In addition to the MODEL statement for �xed effects, the RANDOM statement is added for random effects.
Note thatTouchless, Steel, AutoBag, andPrice80 are listed as both �xed and random effects, so that their
average part-worth values in the population are estimated via �xed effects and the deviation from the overall
mean for each individual is presented through random effects. The SUB=ID argument in the RANDOM
statement de�nesID as a subject index for the random effects grouping, so that each person with a differentID
has his own random effects. The MONITOR=(1 to 5) option requests to display the summary and diagnostics
statistics of the random-effects parameter estimates for the �rst �ve subjects. By default, PROC BCHOICE
does not print the summary and diagnostics statistics for any individual-level random-effects to save time
and space. In models that have a large number of individual random effects (for example, tens of thousands
individuals), it may take a long time to display the summary, diagnostics statistics, and plots for all the
individual-level parameters, so be cautious when using the MONITOR option without providing a subset of
the random-effects parameters.

The TYPE=UN option in the RANDOM statement speci�es an unstructured covariance matrix for the random
effects. The unstructured type provides a mechanism for estimating the correlation between the random
effects. The TYPE=VC (variance components) option, which is a diagonal matrix and is the default structure,
models a different variance component for each random effect.
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