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Overview: SURVEYPHREG Procedure

The SURVEYPHREG procedure performs regression analysis based on the Cox proportional hazards model
for sample survey data. Cox's semiparametric model is widely used in the analysis of survival data to
estimate hazard rates when adequate explanatory variables are available. The procedure provides design-
based variance estimates, con�dence intervals, and hypothesis tests concerning the parameters and model
effects. See Chapter 3, “Introduction to Statistical Modeling with SAS/STAT Software,” and Chapter 14,
“Introduction to Survey Procedures,” for an introduction to the basic concepts of survey data analysis; see
Chapter 13, “Introduction to Survival Analysis Procedures,” for an introduction to the basic concepts of
survival analysis.

The survival time of each member of a �nite population is assumed to follow its own hazard function,� i .t / ,
expressed as

� i .t / D �.t I Z i .t // D � 0.t / exp.Z0
i .t / � /

where� 0.t / is an arbitrary and unspeci�ed baseline hazard function,Z i .t / is the vector of explanatory
variables for theith population unit at timet, and� is the vector of unknown regression parameters.

The �nite population regression parameter� N is de�ned as the maximizer of the partial log likelihood when
the entire �nite population is observed. The SURVEYPHREG procedure produces a sample-based estimate
O� of the proportional hazards regression parameters� N for the �nite population by maximizing the partial
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pseudo-log-likelihoodl � . � I Z i .t /; t i / based on observed covariatesZ i .t / and observed survival timeti . The
procedure also produces an estimate of the sampling varianceV. O� jFN / , which assumes that the values of
the �nite populationFN are �xed. For statistical inference, PROC SURVEYPHREG incorporates complex
survey sample designs, including designs with strati�cation, clustering, and unequal weighting.

The procedure also allows time-dependent explanatory variables. An explanatory variable is time-dependent
if its value for any given individual can change over time. Time-dependent variables have many useful
applications in survival analysis. You can include time-dependent variables such as blood pressure or blood
chemistry measures that vary with time during the course of a study. You can also use time-dependent
variables to test the validity of the proportional hazards model.

Several optimization techniques are available in SURVEYPHREG to maximize the log likelihood. Hazard
ratio estimates can also be obtained along with parameter estimates. Sampling errors of the regression
parameters and hazard ratios are computed by using either the Taylor series (linearization) method or one of
the replication (resampling) methods that are based on complex sample designs (Binder 1983; Wolter 2007;
Särndal, Swensson, and Wretman 1992; Binder 1992; Lohr 2010; Fuller 2009). These variance estimators
essentially assume the �nite population as �xed and estimate the variability due to the random sample
selection mechanism.

The remaining sections of this chapter contain information about how to use PROC SURVEYPHREG,
information about the underlying statistical methodology, and some applications of the procedure. The
section “Getting Started: SURVEYPHREG Procedure” on page 9339 introduces PROCSURVEYPHREG
with an example. The section “Syntax: SURVEYPHREG Procedure” on page 9343 describes the syntax of
the procedure. The section “Details: SURVEYPHREG Procedure” on page 9369 summarizes the statistical
techniques employed in PROC SURVEYPHREG. The section “Examples: SURVEYPHREG Procedure” on
page 9399 includes some additional examples of useful applications. Experienced SAS/STAT software users
might decide to proceed to the “Syntax” section, while other users might choose to read both the “Getting
Started” and “Examples” sections before proceeding to “Syntax” and “Details.”

Getting Started: SURVEYPHREG Procedure

This section uses a data set that is obtained by strati�ed random sampling from a simulated �nite population
to illustrate some of the basic features of PROC SURVEYPHREG.

Suppose the library system for a small county wants to study the length of time that books are borrowed over
a speci�ed study period, adjusting for the age of the borrower and accounting for the fact that some books are
never returned. Suppose there are 10 branch libraries in the county. Assume that a list of 11,617 (simulated)
transactions is available for the study period October 1, 2008, to December 31, 2008, and assume that this
list can be used as the sampling frame. A strati�ed random sample with replacement is used to select 100
transactions, where branch libraries are the strata. The total number of transactions within branches range
from 510 to 2,011 for the study period. The total sample size of 100 transactions is allocated proportionally
across branches based on the number of transactions. For each selected transaction, telephone interviews
were conducted to �nd out additional characteristics of the borrower. The data setLibrarySurvey contains the
following variables for all units (transactions) in the sample:

� Branch, the library branch from which the book was borrowed

� SampleWeight, the survey sampling weight for the transaction
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� CheckOut, the date the book was borrowed

� CheckIn, the date the book was returned, with a missing value if the book was not returned by December
31, 2008

� Age, the age of the borrower

data LibrarySurvey;
input Branch 2.

SamplingWeight 7.2
CheckOut date10.
CheckIn date10.
Age;

datalines;
1 103.60 08NOV2008 13NOV2008 18
1 103.60 01OCT2008 07OCT2008 30
1 103.60 05NOV2008 06NOV2008 73
1 103.60 25OCT2008 26OCT2008 53
1 103.60 09NOV2008 10NOV2008 55
2 127.50 10DEC2008 15DEC2008 39
2 127.50 19DEC2008 . 33
2 127.50 26NOV2008 27NOV2008 41
2 127.50 03NOV2008 07NOV2008 33

... more lines ...

10 118.35 14NOV2008 17NOV2008 29
10 118.35 11DEC2008 13DEC2008 35
10 118.35 21NOV2008 23NOV2008 46
;

data LibrarySurvey;
set LibrarySurvey;
Returned = (CheckIn ^= .);
if (Returned) then

lenBorrow = CheckIn - CheckOut;
else
lenBorrow = input(�31Dec2008�,date9.) - CheckOut;

run;

PROC SURVEYPHREG can be used to estimate the regression parameters of a proportional hazards model
and the design-based variance of the estimated coef�cients. The design-based variance is useful when the
�nite population is considered �xed, as in this example. See Lohr (2010) and Särndal, Swensson, and
Wretman (1992) for details.

The following statements request a proportional hazards regression oflenBorrow on Age with Returned as
the censor indicator. A transaction is considered to be censored if its check-in date is missing. The WEIGHT
statement speci�es the sampling weight variable (SamplingWeight), and the STRATA statement speci�es the
strati�cation variable (Branch).
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proc surveyphreg data = LibrarySurvey;
weight SamplingWeight;
strata Branch;
model lenBorrow * Returned(0) = Age;

run;

Summary information about the model, number of observations, survey design, censored values, and variance
estimation method are shown in Output 115.1. The “Model Information” table summarizes the model you �t.
The “Number of Observations” table displays the number of observations read and used by the procedure.
This table also displays the sum of weights read and used. The sum of weights read (11,616.79) can be
used as an estimator of the population size, and the sum of weights used can be used as an estimator of the
respondent size in the population. The “Design Summary” table displays survey design information such
as strati�cation and clustering. This example implements a strati�ed design with 10 strata. The “Censored
Summary” and “Weighted Censored Summary” tables display the (weighted) number of censored and event
units. Weighted counts can be used as estimators of the corresponding �nite population quantities. For
example, Output 115.1 shows that 10% of the sampled units are censored and an estimated 10.05% of the
population units are censored.

Figure 115.1 Summary Statistics
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Figure 115.1 continued

Parameter estimates and their standard errors are shown in Output 115.2. The estimated regression coef�cient
is highly signi�cant with a value of 0.062, indicating a positive association between age and the length
of time books are borrowed (recall that these are simulated data). In this example, the procedure uses the
STRATA and WEIGHT statements to incorporate strati�cation and unequal weighting, respectively, into
variance estimation. The degrees of freedom are calculated as the number of sampling units (100) minus the
number of strata (10). Note that the estimated variance reported in Output 115.2 ignores the �nite population
correction (fpc). You can use the TOTAL= or RATE= option in the PROC statement to include anfpc in your
variance estimator.

Figure 115.2 Weighted Estimates and Their Standard Errors
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Syntax: SURVEYPHREG Procedure

The following statements are available in the SURVEYPHREG procedure. Items within < > are optional.

PROC SURVEYPHREG < options > ;
BY variables ;
CLASS variable < (options) > < . . . variable < (options) > > < / options > ;
CLUSTER variables ;
DOMAIN variables < variable� variable variable� variable� variable . . . > ;
ESTIMATE < �label� > estimate-speci�cation < / options > ;
FREQ variable ;
LSMEANS < model-effects > < / options > ;
LSMESTIMATE model-effect lsmestimate-speci�cation < / options > ;
MODEL response < � censor(list) > = effects < / options > ;
NLOPTIONS < options > ;
OUTPUT < OUT=SAS-data-set > < keyword=name . . . keyword=name > < / options > ;
Programming statements ;
REPWEIGHTS variables < / options > ;
SLICE model-effect < / options > ;
STRATA variables < / option > ;
STORE < OUT= >item-store-name < / LABEL= �label� > ;
TEST < model-effects > < / options > ;
WEIGHT variable ;

The PROC SURVEYPHREG and MODEL statements are required. The CLASS statement, if present, must
precede the MODEL statement.

The following sections describe the PROC SURVEYPHREG statement and then describe the other statements
in alphabetical order.

The ESTIMATE, LSMEANS, LSMESTIMATE, SLICE, STORE, and TEST statements are also available in
other procedures. Summary descriptions of functionality and syntax for these statements are provided in this
chapter, and you can �nd full documentation about them in Chapter 19, “Shared Concepts and Topics.”
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PROC SURVEYPHREG Statement

PROC SURVEYPHREG < options > ;

The PROC SURVEYPHREG statement invokes the SURVEYPHREG procedure. It also identi�es the data
set to be analyzed. Table 115.1 summarizes theoptions available in the PROC SURVEYPHREG statement.

Table 115.1 PROC SURVEYPHREG Statement Options

Option Description

DATA= Names the input SAS data set
MISSING Treats missing values as a valid category
NOPRINT Suppresses all displayed output
NOMCAR Uses missing observations speci�ed asnot missing completely at random
ORDER= Speci�es the sort order of CLASS variables
RATE= Speci�es the sampling rate
TOTAL= Speci�es the total number of primary sampling units
VARMETHOD= Speci�es the variance estimation method

You can specify the followingoptions in the PROC SURVEYPHREG statement:

DATA=SAS-data-set
names the SAS data set that contains the data to be analyzed. If you omit the DATA= option, the
procedure uses the most recently created SAS data set.

MISSING
treats missing values as a valid (nonmissing) category for all categorical variables, which include
CLASS, STRATA, CLUSTER, and DOMAIN variables. By default, if you do not specify the MISSING
option, an observation is excluded from the analysis if it has a missing value for any of these categorical
variables. For more information, see the section “Missing Values” on page 9377.

NOPRINT
suppresses all displayed output. Note that this option temporarily disables the Output Delivery System
(ODS); see Chapter 20, “Using the Output Delivery System,” for more information.

NOMCAR
includes observations with missing values of the analysis variables that are speci�ed in the MODEL
statement asnot missing completely at random(NOMCAR) for Taylor series variance estimation.
When you specify the NOMCAR option, PROC SURVEYPHREG computes variance estimates by
analyzing the nonmissing values as a domain (subpopulation), where the entire population includes
both nonmissing and missing domains. See the section “Missing Values” on page 9377 for details.

By default, PROC SURVEYPHREG excludes an observation from analyses (and the corresponding
variance computations) if that observation has a missing value for any of the variables in the MODEL
statement. Note that if you specify the MISSING option for classi�cation variables, then the procedure
treats the missing values as a valid nonmissing level.

The NOMCAR option applies only to Taylor series variance estimation. Other replication methods do
not use the NOMCAR option.
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ORDER=DATA | FORMATTED | FREQ | INTERNAL
speci�es the sort order for the levels of the classi�cation variables (which are speci�ed in the CLASS
statement).

This option applies to the levels for all classi�cation variables, except when you use the (default)
ORDER=FORMATTED option with numeric classi�cation variables that have no explicit format. In
that case, the levels of such variables are ordered by their internal value.

The ORDER= option can take the following values:

Value of ORDER= Levels Sorted By

DATA Order of appearance in the input data set

FORMATTED External formatted value, except for numeric variables
with no explicit format, which are sorted by their
unformatted (internal) value

FREQ Descending frequency count; levels with the most
observations come �rst in the order

INTERNAL Unformatted value

By default, ORDER=FORMATTED. For ORDER=FORMATTED and ORDER=INTERNAL, the sort
order is machine-dependent.

For more information about sort order, see the chapter on the SORT procedure in theBase SAS
Procedures Guideand the discussion of BY-group processing inSAS Language Reference: Concepts.

RATE=value | SAS-data-set

R=value | SAS-data-set
speci�es the sampling rate, which PROC SURVEYPHREG uses to compute a �nite population
correction for Taylor series variance estimation. This option is ignored for bootstrap, BRR, and
jackknife variance estimation.

If your sample design has multiple stages, you should specify the�rst-stage sampling rate, which is
the ratio of the number of primary sampling units (PSUs) that are selected to the total number of PSUs
in the population.

You can specify the sampling rate in either of the following ways:

value speci�es a nonnegative number to use for a nonstrati�ed design or for a strati�ed
design that has the same sampling rate in each stratum.

SAS-data-set speci�es aSAS-data-set that contains the strati�cation variables and the sampling
rates for a strati�ed design that has different sampling rates in the strata. You must
provide the sampling rates in the data set variable named_RATE_.

The sampling rates must be nonnegative numbers. You can specifyvalue as a number between 0
and 1. Or you can specifyvalue in percentage form as a number between 1 and 100, and PROC
SURVEYPHREG converts that number to a proportion. The procedure treats the value 1 as 100%
instead of 1%.

For more information, see the section “Population Totals and Sampling Rates” on page 9376.
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If you do not specify the RATE= or TOTAL= option, then the Taylor series variance estimation does
not include a �nite population correction. You cannot specify both the TOTAL= option and the RATE=
option in the same PROC SURVEYPHREG statement.

TOTAL=value | SAS-data-set

N=value | SAS-data-set
speci�es the total number of primary sampling units (PSUs) in the population, which PROC SUR-
VEYPHREG uses to compute a �nite population correction for Taylor series variance estimation. This
option is ignored for bootstrap, BRR, and jackknife variance estimation.

You can specify the total number of PSUs in either of the following ways:

value speci�es a positive number to use for a nonstrati�ed design or for a strati�ed design
that has the same population total in each stratum.

SAS-data-set speci�es aSAS-data-set that contains the strati�cation variables and the population
totals for a strati�ed design that has different population totals in the strata. You
must provide the stratum totals in the data set variable named_TOTAL_.

The stratum totals must be positive numbers.

For more information, see the section “Population Totals and Sampling Rates” on page 9376.

If you do not specify the TOTAL= or RATE= option, then the Taylor series variance estimation does
not include a �nite population correction. You cannot specify both the TOTAL= option and the RATE=
option in the same PROC SURVEYPHREG statement.

VARMETHOD=method < (method-options) >
speci�es the variance estimationmethod . PROC SURVEYPHREG provides the Taylor series method
and balanced repeated replication (BRR), jackknife, and bootstrap replication (resampling) methods.

Table 115.2 summarizes the availablemethods andmethod-options.

Table 115.2 Variance Estimation Options

method Variance Estimation Method method-options

BOOTSTRAP Bootstrap None
BRR Balanced repeated replication CENTER=FULLSAMPLE | REPLICATES

DETAILS
FAY < =value >
HADAMARD= SAS-data-set
OUTWEIGHTS=SAS-data-set
PRINTH
REPS=number

JACKKNIFE Jackknife CENTER=FULLSAMPLE | REPLICATES
DETAILS
OUTJKCOEFS=SAS-data-set
OUTWEIGHTS=SAS-data-set

TAYLOR Taylor series linearization None
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For VARMETHOD=BRR and VARMETHOD=JACKKNIFE, you can specifymethod-options in
parentheses following themethod .

By default, VARMETHOD=JACKKNIFE if you also specify a REPWEIGHTS statement; otherwise,
VARMETHOD=TAYLOR by default.

You can specify the followingmethods:

BOOTSTRAP
requests variance estimation by the bootstrap method. When you specify this option, you
must also provide bootstrap replicate weights by using a REPWEIGHTS statement; PROC
SURVEYPHREG does not create bootstrap weights. For more information, see the section
“Bootstrap Method” on page 9381.

BRR < (method-options) >
requests variance estimation by balanced repeated replication (BRR). The BRR method requires
a strati�ed sample design with two primary sampling units (PSUs) in each stratum. If you
specify the VARMETHOD=BRR option, you must also specify a STRATA statement unless you
provide replicate weights with a REPWEIGHTS statement. See the section “Balanced Repeated
Replication (BRR) Method” on page 9381 for details.

You can specify the followingmethod-options in parentheses after the VARMETHOD=BRR
option:

CENTER=FULLSAMPLE | REPLICATES
de�nes how to compute the deviations for the BRR method. CENTER=FULLSAMPLE is
the default, which computes the deviations of the replicate estimates from the full sample
estimate. Alternatively, you can specify CENTER=REPLICATES to compute the deviations
of the replicate estimates from the average of the replicate estimates. See the section
“Balanced Repeated Replication (BRR) Method” on page 9381 for details.

DETAILS
displays the maximum likelihood estimates of model parameters for replicate samples
when the replicate parameter estimates are available. A replicate sample might not provide
useful parameter estimates (replicate estimates), for reasons such as nonconvergence of the
optimization or inestimability of some parameters in that replicate sample.

FAY < =value >
requests Fay's method, which is a modi�cation of the BRR method. See the section “Fay's
BRR Method” on page 9382 for details.

You can specify thevalue of the Fay coef�cient, which is used in converting the original
sampling weights to replicate weights. The Fay coef�cient must be a nonnegative number
less than 1. By default, the value of the Fay coef�cient equals 0.5.

HADAMARD= SAS-data-set

H=SAS-data-set
names a SAS data set that contains the Hadamard matrix for BRR replicate construction.
If you do not provide a Hadamard matrix with the HADAMARD=method-option, PROC
SURVEYPHREG generates an appropriate Hadamard matrix for replicate construction. See
the sections “Balanced Repeated Replication (BRR) Method” on page 9381 and “Hadamard
Matrix” on page 9383 for details.
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If a Hadamard matrix of a given dimension exists, it is not necessarily unique. Therefore, if
you want to use a speci�c Hadamard matrix, you must provide the matrix as a SAS data set
in the HADAMARD= method-option.

In the HADAMARD= input data set, each variable corresponds to a column of the Hadamard
matrix, and each observation corresponds to a row of the matrix. You can use any variable
names in the HADAMARD= data set. All values in the data set must equal either 1 or
–1. You must ensure that the matrix you provide is indeed a Hadamard matrix—that is,
A0A D RI, whereA is the Hadamard matrix of dimensionR andI is an identity matrix.
PROCSURVEYPHREGdoes not check the validity of the Hadamard matrix that you
provide.

The HADAMARD= input data set must contain at leastH variables, whereH denotes the
number of �rst-stage strata in your design. If the data set contains more thanH variables,
PROC SURVEYPHREG uses only the �rstH variables. Similarly, the HADAMARD= input
data set must contain at leastH observations.

If you do not specify the REPS=method-option, then the number of replicates is equal
to the number of observations in the HADAMARD= input data set. If you specify the
number of replicates—for example, REPS=nreps—then the �rstnreps observations in the
HADAMARD= data set are used to construct the replicates.

You can specify the PRINTHmethod-option to display the Hadamard matrix that PROC
SURVEYPHREG uses to construct replicates for BRR variance estimation.

OUTWEIGHTS=SAS-data-set
names an output SAS data set to store the replicate weights that PROCSURVEYPHREG
creates for BRR variance estimation. For more information about replicate weights, see
the section “Balanced Repeated Replication (BRR) Method” on page 9381. For more
information about the contents of the OUTWEIGHTS= data set, see the section “Replicate
Weights Output Data Set” on page 9394.

The OUTWEIGHTS=method-option is not available when you provide replicate weights by
using a REPWEIGHTS statement.

PRINTH
displays the Hadamard matrix that is used to construct replicates for BRR variance estimation.
When you provide the Hadamard matrix in the HADAMARD=method-option, PROC
SURVEYPHREG displays only the rows and columns that are actually used to construct
replicates. For more information, see the sections “Balanced Repeated Replication (BRR)
Method” on page 9381 and “Hadamard Matrix” on page 9383.

The PRINTHmethod-option is not available when you provide replicate weights by using
a REPWEIGHTS statement, because PROC SURVEYPHREG does not use a Hadamard
matrix in this case.

REPS=number
speci�es the number of replicates for BRR variance estimation. The value ofnumber must
be an integer greater than 1.

If you do not provide a Hadamard matrix by using the HADAMARD=method-option, the
number of replicates should be greater than the number of strata and should be a multiple of
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4. For more information, see the section “Balanced Repeated Replication (BRR) Method”
on page 9381. If a Hadamard matrix cannot be constructed for the REPS= value that you
specify, the value is increased until a Hadamard matrix of that dimension can be constructed.
Therefore, it is possible for the actual number of replicates to be larger than the REPS= value
that you specify.

If you provide a Hadamard matrix by using the HADAMARD=method-option, the value of
REPS= must not be greater than the number of rows in the Hadamard matrix. If you provide
a Hadamard matrix and do not specify the REPS=method-option, the number of replicates
equals the number of rows in the Hadamard matrix.

If you do not specify the REPS= or HADAMARD=method-option and do not include a
REPWEIGHTS statement, the number of replicates equals the smallest multiple of 4 that is
greater than the number of strata.

If you provide replicate weights with a REPWEIGHTS statement, the procedure does not
use the REPS=method-option. With aREPWEIGHTSstatement, the number of replicates
equals the number of REPWEIGHTS variables.

JACKKNIFE | JK < ( method-options) >
requests variance estimation by the delete-1 jackknife method. See the section “Jackknife Method”
on page 9383 for details. If you provide replicate weights with a REPWEIGHTS statement,
VARMETHOD=JACKKNIFE is the default variance estimation method. The JACKKNIFE
method requires at least two primary sampling units (PSUs) in each stratum for strati�ed designs
unless you provide replicate weights with a REPWEIGHTS statement.

You can specify the followingmethod-options in parentheses following VARMETHOD=JACKKNIFE:

CENTER=FULLSAMPLE | REPLICATES
de�nes how to compute the deviations for the jackknife method. CENTER=FULLSAMPLE
is the default, which computes the deviations of the replicate estimates from the full sample
estimate. Alternatively, you can specify CENTER=REPLICATES to compute the deviations
of the replicate estimates from the average of the replicate estimates. See the section
“Jackknife Method” on page 9383 for details.

DETAILS
displays the maximum likelihood estimates of model parameters for replicate samples
when the replicate parameter estimates are available. A replicate sample might not provide
useful parameter estimates (replicate estimates), for reasons such as nonconvergence of the
optimization or inestimability of some parameters in that replicate sample.

OUTWEIGHTS=SAS-data-set
names an output SAS data set that contains replicate weights. See the section “Jackknife
Method” on page 9383 for more information about replicate weights. See the section
“Replicate Weights Output Data Set” on page 9394 for more details about the contents of the
OUTWEIGHTS= data set.

The OUTWEIGHTS=method-option is not available when you provide replicate weights
with a REPWEIGHTS statement.
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OUTJKCOEFS=SAS-data-set
names an output SAS data set that contains jackknife coef�cients. See the section “Jackknife
Coef�cients Output Data Set” on page 9394 for more details about the contents of the
OUTJKCOEFS= data set.

TAYLOR
requests Taylor series variance estimation. This is the default method if you do not specify
the VARMETHOD= option or a REPWEIGHTS statement. See the section “Taylor Series
Linearization” on page 9380 for more information.

BY Statement

BY variables ;

You can specify a BY statement with PROC SURVEYPHREG to obtain separate analyses of observations in
groups that are de�ned by the BY variables. When a BY statement appears, the procedure expects the input
data set to be sorted in order of the BY variables. If you specify more than one BY statement, only the last
one speci�ed is used.

If your input data set is not sorted in ascending order, use one of the following alternatives:

� Sort the data by using the SORT procedure with a similar BY statement.

� Specify the NOTSORTED or DESCENDING option in the BY statement for the SURVEYPHREG
procedure. The NOTSORTED option does not mean that the data are unsorted but rather that the
data are arranged in groups (according to values of the BY variables) and that these groups are not
necessarily in alphabetical or increasing numeric order.

� Create an index on the BY variables by using the DATASETS procedure (in Base SAS software).

Note that using a BY statement provides completely separate analyses of the BY groups. It does not provide
a domain (subpopulation) analysis, where the number of sampling units in the subpopulation is not known at
the time the survey is designed. For such an analysis use the DOMAIN statement.

For more information about BY-group processing, see the discussion inSAS Language Reference: Concepts.
For more information about the DATASETS procedure, see the discussion in theBase SAS Procedures Guide.

CLASS Statement

CLASS variable < (options) > . . . < variable < (options) > > < / options > ;

The CLASS statement names the classi�cation variables to be used as explanatory variables in the analysis.

The CLASS statement must precede the MODEL statement. Mostoptions can be speci�ed either as individual
variableoptions or as globaloptions. You can specifyoptions for each variable by enclosing the options in
parentheses after the variable name. You can also specify globaloptions for the CLASS statement by placing
theoptions after a slash (/). Globaloptions are applied to all the variables speci�ed in the CLASS statement.
If you specify more than one CLASS statement, the globaloptions speci�ed in any one CLASS statement
apply to all CLASS statements. However, individual CLASS variableoptions override the globaloptions.
The followingoptions are available:
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DESCENDING

DESC
reverses the sort order of the classi�cation variable. If both theDESCENDINGand ORDER= options
are speci�ed, PROC SURVEYPHREG orders the categories according to the ORDER= option and
then reverses that order.

MISSING
treats missing values (“.”, ._, .A, . . . , .Z for numeric variables and blanks for character variables) as
valid values for the CLASS variable.

ORDER=DATA | FORMATTED | FREQ | INTERNAL
speci�es the sort order for the levels of classi�cation variables. This ordering determines which
parameters in the model correspond to each level in the data, so the ORDER= option can be useful when
you use the CONTRAST statement. By default, ORDER=FORMATTED. For ORDER=FORMATTED
and ORDER=INTERNAL, the sort order is machine-dependent. When ORDER=FORMATTED is in
effect for numeric variables for which you have supplied no explicit format, the levels are ordered by
their internal values.

The following table shows how PROC SURVEYPHREG interprets values of the ORDER= option.

Value of ORDER= Levels Sorted By

DATA Order of appearance in the input data set
FORMATTED External formatted values, except for numeric

variables with no explicit format, which are sorted
by their unformatted (internal) values

FREQ Descending frequency count; levels with more
observations come earlier in the order

INTERNAL Unformatted value

For more information about sort order, see the chapter on the SORT procedure in theBase SAS
Procedures Guideand the discussion of BY-group processing inSAS Language Reference: Concepts.

PARAM=keyword
speci�es the parameterization method for the classi�cation variable or variables. If the PARAM=
option is not speci�ed together with any individual CLASS variable, then by default, PARAM=GLM.
Otherwise, the default is PARAM=EFFECT. You can specify any of thekeywords shown in the
following table.

Design matrix columns are created from CLASS variables according to the corresponding coding
schemes:
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Value of PARAM= Coding

EFFECT Effect coding

GLM Less-than-full-rank reference cell coding (this
keyword can be used only in a global option)

ORDINAL
THERMOMETER

Cumulative parameterization for an ordinal
CLASS variable

POLYNOMIAL
POLY

Polynomial coding

REFERENCE
REF

Reference cell coding

ORTHEFFECT Orthogonalizes PARAM=EFFECT coding

ORTHORDINAL
ORTHOTHERM

Orthogonalizes PARAM=ORDINAL coding

ORTHPOLY Orthogonalizes PARAM=POLYNOMIAL coding

ORTHREF Orthogonalizes PARAM=REFERENCE coding

All parameterizations are full rank, except for the GLM parameterization. The REF= option in the
CLASS statement determines the reference level for EFFECT and REFERENCE coding and for their
orthogonal parameterizations. It also indirectly determines the reference level for a singular GLM
parameterization through the order of levels.

If PARAM=ORTHPOLY or PARAM=POLY and the classi�cation variable is numeric, then the
ORDER= option in the CLASS statement is ignored, and the internal unformatted values are used. See
the section “Other Parameterizations” on page 389 in Chapter 19, “Shared Concepts and Topics,” for
further details.

REF='level' | keyword
speci�es the reference level for PARAM=EFFECT, PARAM=REFERENCE, and their orthogonaliza-
tions. For PARAM=GLM, the REF= option speci�es a level of the classi�cation variable to be put at
the end of the list of levels. This level thus corresponds to the reference level in the usual interpretation
of the linear estimates with a singular parameterization.

For an individual variable REF= option (but not for a global REF= option), you can specify thelevel
of the variable to use as the reference level. Specify the formatted value of the variable if a format is
assigned. For a global or individual variable REF= option, you can use one of the followingkeywords.
The default is REF=LAST.

FIRST designates the �rst ordered level as reference.

LAST designates the last ordered level as reference.

TRUNCATE< =n >
speci�es the lengthn of CLASS variable values to use in determining CLASS variable levels. The
default is to use the full formatted length of the CLASS variable. If you specify TRUNCATE without
the lengthn, the �rst 16 characters of the formatted values are used. When formatted values are longer
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than 16 characters, you can use this option to revert to the levels as determined in releases before SAS
9. The TRUNCATE option is available only as a global option.

CLUSTER Statement

CLUSTER variables ;

The CLUSTER statement names variables that identify the �rst-stage clusters in a clustered sample design.
First-stage clusters are also known as primary sampling units (PSUs). The combinations of categories of
CLUSTER variables de�ne the clusters in the sample. If a STRATA statement is speci�ed, clusters are nested
within strata.

If your sample design has clustering at multiple stages, you should specify only the �rst-stage clusters (PSUs)
in the CLUSTER statement. For more information, see the section “Specifying the Sample Design” on
page 9375.

If you provide replicate weights for replication variance estimation by specifying a REPWEIGHTS statement,
you do not need to specify a CLUSTER statement.

The CLUSTERvariables are one or more variables in the DATA= input data set. These variables can be
either character or numeric, but the procedure treats them as categorical variables. The formatted values
of the CLUSTER variables determine the CLUSTER variable levels. Thus, you can use formats to group
values into levels. For more information, see the discussion of the FORMAT procedure in theBase SAS
Procedures Guideand the discussions of the FORMAT statement and SAS formats inSAS Formats and
Informats: Reference.

You can use multiple CLUSTER statements to specify CLUSTER variables. The procedure uses variables
from all CLUSTER statements to create clusters. Cluster variables must not occur in the CLASS statement.

DOMAIN Statement

DOMAIN variables < variable� variable variable� variable� variable . . . > ;

The DOMAIN statement requests analysis for domains (subpopulations), in addition to analysis for the entire
study population. The DOMAIN statement names the variables that identify domains, which are called
domain variables.

It is common practice to compute statistics for domains. The formation of these domains might not be known
at the design stage. Therefore, the sample sizes for the domains are often random. Use a DOMAIN statement
to incorporate this variability into the variance estimation.

Note that a DOMAIN statement is different from a BY statement. In a BY statement, you treat the sample
sizes as �xed in each subpopulation, and you perform analysis within each BY group independently.

Use the DOMAIN statement on the entire data set to perform a domain analysis. Creating a new data set from
a single domain and analyzing that with PROC SURVEYPHREG yields inappropriate estimates of variance.

A domain variable can be either character or numeric. The procedure treats domain variables as categorical
variables. If a variable appears by itself in a DOMAIN statement, each level of this variable determines a
domain in the study population. If two or more variables are joined by asterisks (*), then every possible
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combination of levels of these variables determines a domain. The procedure performs a descriptive analysis
within each domain that is de�ned by the domain variables. Domain variables must not occur in the CLASS
statement.

The formatted values of the domain variables determine the categorical variable levels. Thus, you can
use formats to group values into levels. For more information, see the FORMAT procedure in theBase
SAS Procedures Guideand the FORMAT statement and SAS formats in theSAS Formats and Informats:
Reference.

ESTIMATE Statement

ESTIMATE < �label� > estimate-speci�cation < (divisor=n) >
< , . . . < �label� > estimate-speci�cation < (divisor=n) > >
< / options > ;

The ESTIMATE statement provides a mechanism for obtaining custom hypothesis tests. Estimates are
formed as linear estimable functions of the formL� . You can perform hypothesis tests for the estimable
functions, construct con�dence limits, and obtain speci�c nonlinear transformations.

Table 115.3 summarizes theoptions available in the ESTIMATE statement.

Table 115.3 ESTIMATE Statement Options

Option Description

Construction and Computation of Estimable Functions
DIVISOR= Speci�es a list of values to divide the coef�cients
NOFILL Suppresses the automatic �ll-in of coef�cients for higher-order

effects
SINGULAR= Tunes the estimability checking difference

Degrees of Freedom andp-values
ADJUST= Determines the method for multiple comparison adjustment of

estimates
ALPHA=� Determines the con�dence level (1 � � )
LOWER Performs one-sided, lower-tailed inference
STEPDOWN Adjusts multiplicity-correctedp-values further in a step-down

fashion
TESTVALUE= Speci�es values under the null hypothesis for tests
UPPER Performs one-sided, upper-tailed inference

Statistical Output
CL Constructs con�dence limits
CORR Displays the correlation matrix of estimates
COV Displays the covariance matrix of estimates
E Prints theL matrix
JOINT Produces a jointF or chi-square test for the estimable functions
PLOTS= Requests ODS statistical graphics if the analysis is sampling-based



FREQ Statement F 9355

Table 115.3 continued

Option Description

SEED= Speci�es the seed for computations that depend on random
numbers

Generalized Linear Modeling
CATEGORY= Speci�es how to construct estimable functions with multinomial

data
EXP Exponentiates and displays estimates
ILINK Computes and displays estimates and standard errors on the inverse

linked scale

For details about the syntax of the ESTIMATE statement, see the section “ESTIMATE Statement” on
page 442 in Chapter 19, “Shared Concepts and Topics.”

FREQ Statement

FREQ variable ;

The FREQ statement names a numericvariable that provides a frequency for each observation in the input
data set. PROC SURVEYPHREG treats each observation as if it appearsn times, wheren is the value of
the FREQ variable for the observation. If not an integer, the frequency value is truncated to an integer. If
the frequency value is missing, the observation is not used in the analysis. The FREQ statement allows one
frequency variable.

If you use the FREQ statement and request the jackknife or BRR variance estimator by specifying the
VARMETHOD=JACKKNIFE or VARMETHOD=BRR option in the PROC SURVEYPHREG statement,
then you must identify the primary sampling units with a CLUSTER statement unless you also provide
replicate weights with a REPWEIGHTS statement.

LSMEANS Statement

LSMEANS < model-effects > < / options > ;

The LSMEANS statement computes and compares least squares means (LS-means) of �xed effects. LS-means
arepredicted population margins—that is, they estimate the marginal means over a balanced population. In a
sense, LS-means are to unbalanced designs as class and subclass arithmetic means are to balanced designs.

Table 115.4 summarizes theoptions available in the LSMEANS statement.
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Table 115.4 LSMEANS Statement Options

Option Description

Construction and Computation of LS-Means
AT Modi�es the covariate value in computing LS-means
BYLEVEL Computes separate margins
DIFF Requests differences of LS-means
OM= Speci�es the weighting scheme for LS-means computation as

determined by the input data set
SINGULAR= Tunes estimability checking

Degrees of Freedom andp-values
ADJUST= Determines the method for multiple-comparison adjustment of

LS-means differences
ALPHA=� Determines the con�dence level (1 � � )
STEPDOWN Adjusts multiple-comparisonp-values further in a step-down

fashion

Statistical Output
CL Constructs con�dence limits for means and mean differences
CORR Displays the correlation matrix of LS-means
COV Displays the covariance matrix of LS-means
E Prints theL matrix
LINES Produces a “Lines” display for pairwise LS-means differences
MEANS Prints the LS-means
PLOTS= Requests graphs of means and mean comparisons
SEED= Speci�es the seed for computations that depend on random

numbers

Generalized Linear Modeling
EXP Exponentiates and displays estimates of LS-means or LS-means

differences
ILINK Computes and displays estimates and standard errors of LS-means

(but not differences) on the inverse linked scale
ODDSRATIO Reports (simple) differences of least squares means in terms of

odds ratios if permitted by the link function

For details about the syntax of the LSMEANS statement, see the section “LSMEANS Statement” on page 458
in Chapter 19, “Shared Concepts and Topics.”

LSMESTIMATE Statement

LSMESTIMATE model-effect < �label� > values < divisor=n >
< , . . . < �label� > values < divisor=n > >
< / options > ;
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The LSMESTIMATE statement provides a mechanism for obtaining custom hypothesis tests among least
squares means.

Table 115.5 summarizes theoptions available in the LSMESTIMATE statement.

Table 115.5 LSMESTIMATE Statement Options

Option Description

Construction and Computation of LS-Means
AT Modi�es covariate values in computing LS-means
BYLEVEL Computes separate margins
DIVISOR= Speci�es a list of values to divide the coef�cients
OM= Speci�es the weighting scheme for LS-means computation as

determined by a data set
SINGULAR= Tunes estimability checking

Degrees of Freedom andp-values
ADJUST= Determines the method for multiple-comparison adjustment of

LS-means differences
ALPHA=� Determines the con�dence level (1 � � )
LOWER Performs one-sided, lower-tailed inference
STEPDOWN Adjusts multiple-comparisonp-values further in a step-down

fashion
TESTVALUE= Speci�es values under the null hypothesis for tests
UPPER Performs one-sided, upper-tailed inference

Statistical Output
CL Constructs con�dence limits for means and mean differences
CORR Displays the correlation matrix of LS-means
COV Displays the covariance matrix of LS-means
E Prints theL matrix
ELSM Prints theK matrix
JOINT Produces a jointF or chi-square test for the LS-means and

LS-means differences
PLOTS= Requests graphs of means and mean comparisons
SEED= Speci�es the seed for computations that depend on random

numbers

Generalized Linear Modeling
CATEGORY= Speci�es how to construct estimable functions with multinomial

data
EXP Exponentiates and displays LS-means estimates
ILINK Computes and displays estimates and standard errors of LS-means

(but not differences) on the inverse linked scale

For details about the syntax of the LSMESTIMATE statement, see the section “LSMESTIMATE Statement”
on page 477 in Chapter 19, “Shared Concepts and Topics.”
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MODEL Statement

MODEL response < � censor (list) > = effects < / options > ;

The MODEL statement identi�es the variable to be used as the failure time variable, the optional censoring
variable, and the explanatory effects, including covariates, main effects, and interactions; see the section
“Speci�cation of Effects” on page 3670 in Chapter 47, “The GLM Procedure,” for more information. A
note of caution: specifying the effectT*A in the MODEL statement, whereT is the time variable andA is a
CLASS variable, does not make the effect time-dependent. You must specify exactly one MODEL statement.

The MODEL statement allows one response variable. In the MODEL statement, the failure time variable
precedes the equal sign. This can optionally be followed by an asterisk, the name of the censoring variable, and
a list of censoring values (separated by blanks or commas if there is more than one) enclosed in parentheses.
If the censoring variable takes on one of these values, the corresponding failure time is considered to be
censored. The variables following the equal sign are the explanatory variables (sometimes called independent
variables or covariates) for the model.

The censoring variable must be numeric. The failure time variable must contain nonnegative values. Any
observation with a negative failure time is excluded from the analysis, as is any observation with a missing
value for any of the variables listed in the MODEL statement. See “Missing Values” on page 9377 for details.

Table 115.6 summarizes theoptions available in the MODEL statement, which can be speci�ed after a slash
(/).

Table 115.6 MODEL Statement Options

Option Description

ALPHA= Speci�es� for the100.1� �/ % con�dence limits
CLPARM Computes con�dence limits for regression parameters
COVB Displays covariance matrix
DF= Speci�es the denominator degrees of freedom
HESS Displays the Hessian matrix
INVHESS Displays the inverse of the Hessian matrix
RISKLIMITS Computes con�dence limits for the exponentials of the

regression parameters
SERATIO= Computes the ratio of two standard errors for the

regression coef�cients
SINGULAR= Speci�es tolerance for testing singularity
TIES= Speci�es the method of handling ties in failure times
VADJUST= Speci�es a variance adjustment factor
VARRATIO= Computes the ratio of two variances for the regression

coef�cients

ALPHA= �
sets the level of the con�dence limits for the estimated regression parameters and the hazard ratios.
The value ofalphamust be between 0 and 1, and the default is 0.05. A con�dence level of� produces
100.1� �/ % con�dence limits. The default of ALPHA=0.05 produces 95% con�dence limits.

The ALPHA= option has no effect unless you also specify the CLPARM or RISKLIMITS option.
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CLPARM
produces con�dence limits for regression parameters of Cox proportional hazards models. You can
specify the con�dence coef�cient by using the ALPHA= option. Classi�cation main effects that use
parameterizations other than REF, EFFECT, or GLM are ignored. For more information, see the
section “Con�dence Intervals” on page 9391.

COVB
displays the estimated covariance matrix of the parameter estimates.

DF=value | keyword < (value) >
speci�es the denominator degrees of freedom for hypothesis tests, speci�es the degrees of freedom for
con�dence limits, and requests adjustments to the Wald test statistics. If you specify avalue, it must be
a nonnegative number.

In the description that follows,d denotes the usual degrees of freedom computed from the survey data
by using the number of strata, clusters, or replicate weights. For more information, see the section
“Degrees of Freedom” on page 9386.

By default, DF=PARMADJ when you use the Taylor series linearized variance estimator, and
DF=DESIGN when you use the replication variance estimator. Alternatively, you can specify a
nonnegativevalue for the degrees of freedom, or you can specify one of the followingkeywords:

ALLREPS
computes the denominator degrees of freedom for replication methods by using the total number
of replicate samples. By default, PROC SURVEYPHREG computes the denominator degrees of
freedom based on the number of replicate samples that are used. Some replicate samples might
not be usable, in the sense that they cannot be used for variance estimation because of factors
such as inestimability or nonconvergence. These replicate samples are not accounted for in the
denominator degrees of freedom unless you specify DF=ALLREPS. For more information, see
the section “Degrees of Freedom” on page 9386.

DESIGN
computes the denominator degrees of freedom asd. When you specify DF=DESIGN, the
corresponding WaldF statistics do not account for the number of parameters in the model. This
option is useful if you do not want to apply the adjustment described in Korn and Graubard (1999,
p. 93). For more information, see the section “Testing the Global Null Hypothesis” on page 9389.

DESIGN (value)
computes the denominator degrees of freedom asvalue. When you specify DF=DESIGN (value),
the corresponding WaldF statistics do not account for the number of parameters in the model.
This option is useful if you do not want to apply the adjustment described in Korn and Graubard
(1999, p. 93) and you want to specify the denominator degrees of freedom. You might want to
specify a denominator degrees of freedom other thand for reasons such as missing values or
domain estimation for relatively small domains. For more information, see the section “Testing
the Global Null Hypothesis” on page 9389.

DESIGNADJ
computes the denominator degrees of freedom asd. When you specify DF=DESIGNADJ, the
corresponding WaldF statistics account for the number of parameters in the model. This option
is useful if you are �tting a model that has many parameters relative tod but you want to used as
the denominator degrees of freedom. For more information, see the section “Testing the Global
Null Hypothesis” on page 9389.
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NONE
speci�es the denominator degrees of freedom to be in�nite. This option is useful if you want to
compute chi-square tests and normal con�dence intervals. For more information, see the section
“Testing the Global Null Hypothesis” on page 9389.

PARMADJ
computes the denominator degrees of freedom asd minus the number of nonsingular parameters
plus 1. When you specify DF=PARMADJ, the corresponding WaldF statistics account for the
number of parameters in the model. This option is useful if you are �tting a model that has
many parameters relative tod. For more information, see the section “Testing the Global Null
Hypothesis” on page 9389.

PARMADJ ( value)
computes the denominator degrees of freedom asvalue. When you specify DF=PARMADJ
(value), the corresponding WaldF statistics account for the number of parameters in the model.
This option is useful if you are �tting a model with that has parameters relative tod and you
want to specify the denominator degrees of freedom. You might want to specify the denominator
degrees of freedom for reasons such as missing values or domain estimation for relatively
small domains. For more information, see the section “Testing the Global Null Hypothesis” on
page 9389.

HESS
displays the last evaluation of the Hessian matrix.

INVHESS
displays the inverse of the Hessian matrix that is evaluated at the estimated regression parameters.

RISKLIMITS

RL
produces con�dence limits for hazard ratios and related quantities. For more information, see the
section “Hazard Ratios” on page 9391. You can specify the con�dence coef�cient by using the
ALPHA= option. You must take great care with any interpretation of the estimates and their con�dence
limits if interaction effects are involved in the model or if parameterizations other than REF, EFFECT,
or GLM are used.

SERATIO=ALL | MODEL | IND
computes the ratio of two standard errors for the regression parameters. The standard error in the
numerator uses the complete design information that you specify. You can specify the following
options to compute different standard errors for the denominator:

ALL
requests both MODEL and IND standard error ratios.

MODEL
computes the standard errors in the denominator as the square root of the diagonals of the inverse
Hessian matrix evaluated at the estimated regression parameters. For more information, see the
section “Variance Ratios and Standard Error Ratios” on page 9387.
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IND
computes the standard errors in the denominator by ignoring strati�cation and clustering. For
more information, see the section “Variance Ratios and Standard Error Ratios” on page 9387.

SINGULAR=value
speci�es the singularity criterion for determining linear dependencies in the set of explanatory variables.
The default value is10� 12 .

TIES=method
speci�es how to handle ties in the failure time. You can specify the followingmethods:

BRESLOW
uses the approximate partial likelihood of Breslow (1974).

EFRON
uses the approximate partial likelihood of Efron (1977).

If there are no ties, both methods result in the same likelihood and yield identical estimates. By default,
TIES=BRESLOW, which is the most ef�cient method when there are no ties.

VADJUST=DF | PARMADJ | NONE | AVGREPSS
speci�es variance adjustment factors. You can specify the following keywords:

DF

PARMADJ
requests the degrees-of-freedom adjustment.n � 1/=.n � p/ in the computation of the matrixG
for the Taylor series linearization variance estimation.

NONE
excludes the degrees-of-freedom adjustment.n � 1/=.n � p/ from the computation of the matrix
G for the Taylor series linearization variance estimation. By default, VADJUST=NONE.

AVGREPSS
use the average sum of squares from all the usable replicate samples for the unusable replicates.
This option is applicable only for the jackknife replication method. VADJUST=AVGREPSS
multiplies the default jackknife variance estimator by the factorR=Ra , whereRa is the number
of usable replicates andR is the total number of replicates. For more information, see the section
“Variance Adjustment Factors” on page 9386.

VARRATIO=ALL | MODEL | IND
computes the ratio of two variances for the regression parameters. The variance in the numerator uses
the complete design information. You can specify the following options to compute different variances
for the denominator:

ALL
requests both MODEL and IND variance ratios.

MODEL
computes the variances in the denominator as the diagonals of the inverse Hessian matrix
evaluated at the estimated regression parameters. For more information, see the section “Variance
Ratios and Standard Error Ratios” on page 9387.
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IND
computes the variances in the denominator by ignoring strati�cation and clustering. For more
information, see the section “Variance Ratios and Standard Error Ratios” on page 9387.

NLOPTIONS Statement

NLOPTIONS < options > ;

The NLOPTIONS statement speci�es details of the nonlinear optimization used by PROC SURVEYPHREG
to maximize the log likelihood function. By default, the procedure uses the Newton-Raphson optimization
technique. For more information about the NLOPTIONS statement, see the section “NLOPTIONS Statement”
on page 489 in Chapter 19, “Shared Concepts and Topics.”

OUTPUT Statement

OUTPUT < OUT=SAS-data-set > < keyword=name . . . keyword=name > < / options > ;

The OUTPUT statement creates a new SAS data set that contains statistics that are calculated for each
observation unit. These statistics can include the estimated linear predictor (z0

j
O� ) and its standard error,

residuals, and in�uence statistics. In addition, this data set includes all the variables from the DATA= input
data set.

Only score residuals are available in the OUTPUT data set if the model contains a time-dependent variable
that is de�ned by means of programming statements.

The following list explains speci�cations in the OUTPUT statement:

OUT=SAS-data-set
names the output data set. If you omit the OUT= option, the OUTPUT data set is named by using the
DATAn convention. See the section “OUT= Data Set for the OUTPUT statement” on page 9394 for
more information.

keyword=name
speci�es the statistics to include in the OUTPUT data set and names the new variables that contain
the statistics. Specify akeyword for each desired statistic (see the following list ofkeywords), and
optionally an equal sign with either a variable or a list of variables in parentheses to contain the
statistics. If you specify akeyword without a variable name, then the procedure uses default names.
The keywords that accept a list of variables are RESSCH, RESSCO, and WTRESSCH. For these
keywords, you can specify as many names inname as the number of explanatory variables in the
MODEL statement. If you specifyk names andk is less than the total number of explanatory variables,
only the �rst k names are taken from the list; the procedure assigns default names for the rest of the
statistics. Thekeywords and the corresponding statistics are as follows:
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ATRISK
speci�es the number of subjects at risk at the observation time� j .

RESDEV
speci�es the deviance residualOD j . This is a transform of the martingale residual to achieve a
more symmetric distribution.

RESMART
speci�es the martingale residualOM j . The residual at the observation time� j can be interpreted
as the difference overŒ0; �j • in the observed number of events minus the expected number of
events given by the model.

RESSCH
speci�es the Schoenfeld residuals. These residuals are useful in assessing the proportional
hazards assumption.

RESSCO
speci�es the score residuals. These residuals are a decomposition of the �rst partial derivative of
the log likelihood. They can be used to assess the leverage that is exerted by each subject in the
parameter estimation. They are also useful in constructing design-based variance estimators.

STDXBETA

speci�es the standard error of the estimated linear predictor,
q

z0
j

OV. O� jF / zj .

WTATRISK
speci�es the weighted number of subjects at risk at the observation time� j .

XBETA
speci�es the estimate of the linear predictor,z0

j
O� .

Programming Statements

Programming statements are used to create or modify the values of the explanatory variables in the MODEL
statement. They are especially useful in �tting models with time-dependent explanatory variables. Pro-
gramming statements can also be used to create explanatory variables that are not time-dependent. PROC
SURVEYPHREG programming statements cannot be used to create or modify the values of the response
variable, the censoring variable, the frequency variable, the WEIGHT variable, the CLASS variables, the
STRATA variables, the CLUSTER variables, or the DOMAIN variables.

The following DATA step statements are available in PROC SURVEYPHREG:
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ABORT;
ARRAY arrayname < [ dimensions ] > < $ > < variables-and-constants >;
CALL name < (expression < , expression . . . >) >;
DELETE;
DO < variable = expression < TO expression > < BY expression > >

< , expression < TO expression > < BY expression > > . . .
< WHILE expression > < UNTIL expression >;

END;
GOTO statement-label;
IF expression;
IF expression THEN program-statement;

ELSE program-statement;
variable = expression;
variable + expression;
LINK statement-label;
PUT < variable > < = > . . . ;
RETURN;
SELECT < (expression) >;
STOP;
SUBSTR(variable, index, length)= expression;
WHEN (expression)program-statement;

OTHERWISE program-statement;

By default, the PUT statement in PROC SURVEYPHREG writes results to the Output window instead of
the Log window. If you want the results of the PUT statements to go to the Log window, add the following
statement before the PUT statement:

FILE LOG;

DATA step functions are also available. Use these programming statements the same way you use them in
the DATA step. For detailed information, see theSAS Functions and CALL Routines: Reference.

Consider the following example of using programming statements in PROC SURVEYPHREG. Suppose
blood pressure is measured at multiple times during the course of a study that investigates the effect of blood
pressure on some survival time. By treating the blood pressure as a time-dependent explanatory variable, you
can use the value of the most recent blood pressure at each speci�c point of time in the modeling process
rather than using the initial blood pressure or the �nal blood pressure. The values of the following variables
are recorded for each patient, if they are available. Otherwise, the variables contain missing values.

Time survival time

Censor censoring indicator (with 0 as the censoring value)

BP0 blood pressure on entry to the study

T1 time 1

BP1 blood pressure atT1

T2 time 2

BP2 blood pressure atT2

WT design weight

PSU identi�cation of primary sampling units
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The following programming statements create a variableBP. At each timeT, the value ofBP is the blood
pressure reading for that time, if available. Otherwise, it is the last blood pressure reading.

proc surveyphreg;
weight WT;
model Time * Censor(0)=BP;
cluster PSU;
BP = BP0;
if Time>=T1 and T1^=. then BP=BP1;
if Time>=T2 and T2^=. then BP=BP2;

run;

REPWEIGHTS Statement

REPWEIGHTS variables < / options > ;

The REPWEIGHTS statement namesvariables that provide replicate weights for replication vari-
ance estimation, which you request with the VARMETHOD=BOOTSTRAP, VARMETHOD=BRR, or
VARMETHOD=JACKKNIFE option in the PROC SURVEYPHREG statement. If you do not provide a
REPWEIGHTS statement for VARMETHOD=BRR or VARMETHOD=JACKKNIFE, then PROC SUR-
VEYPHREG constructs replicate weights for the analysis. For more information, see the sections “Bal-
anced Repeated Replication (BRR) Method” on page 9381 and “Jackknife Method” on page 9383. For
VARMETHOD=BOOTSTRAP, you must specify the REPWEIGHTS statement to provide replicate weights.
For more information, see the section “Bootstrap Method” on page 9381.

Each REPWEIGHTS variable should contain the weights for a single replicate, and the number of replicates
equals the number of REPWEIGHTS variables. The REPWEIGHTS variables must be numeric, and the
variable values must be nonnegative numbers.

If you provide replicate weights with a REPWEIGHTS statement, you do not need to specify a CLUSTER or
STRATA statement. If you use a REPWEIGHTS statement and do not specify the VARMETHOD= option in
the PROC SURVEYPHREG statement, the procedure uses VARMETHOD=JACKKNIFE by default.

If you specify a REPWEIGHTS statement but do not include a WEIGHT statement, PROCSURVEYPHREG
uses the average of each observation's replicate weights as the observation's weight.

You can specify the followingoptions in the REPWEIGHTS statement after a slash (/):

JKCOEFS=jackknife-coef�cient-speci�cation
speci�es jackknife coef�cients for VARMETHOD=JACKKNIFE. The default value for the jackknife
coef�cient is .R � 1/=R, whereR is the total number of replicates. You can specify an alternative
value with one of the following three forms:

JKCOEFS=value
speci�es a single jackknife coef�cient for all replicates. The coef�cientvalue must be a nonnega-
tive number.

JKCOEFS=(values)
speci�es jackknife coef�cients for VARMETHOD=JACKKNIFE, where each coef�cient corre-
sponds to an individual replicate identi�ed by a REPWEIGHTS variable. You can separatevalues
with blanks or commas. The coef�cientvalues must be nonnegative numbers. The number
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of values must equal the number of replicate weight variables named in the REPWEIGHTS
statement. List these values in the same order in which you list the corresponding replicate weight
variables in the REPWEIGHTS statement.

JKCOEFS=SAS-data-set
names a SAS data set that contains the jackknife coef�cients for VARMETHOD=JACKKNIFE.
You provide the jackknife coef�cients in the JKCOEFS= data set variableJKCoef�cient . Each
coef�cient value must be a nonnegative number. The observations in theJKCOEFS=data set
should correspond to the replicates that are identi�ed by theREPWEIGHTSvariables. Arrange
the coef�cients or observations in the JKCOEFS= data set in the same order in which you list
the corresponding replicate weight variables in theREPWEIGHTSstatement. The number of
observations in the JKCOEFS= data set must not be less than the number of REPWEIGHTS
variables.

See the section “Jackknife Method” on page 9383 for details about jackknife coef�cients.

REPCOEFS=replication-coef�cient-speci�cation
speci�es replicate coef�cients for replication methods. When you specify VARMETHOD=JACKKNIFE,
the default value for the replicate coef�cient is.R � 1/=R, whereR is the total number of replicates.
When you specify VARMETHOD=BOOTSTRAP or VARMETHOD=BRR, the default value for the
replicate coef�cient is1=R.

For VARMETHOD=BOOTSTRAP or VARMETHOD=JACKKNIFE, you can specify one of the
following threereplication-coef�cient-speci�cations :

REPCOEFS=value
speci�es a single replicate coef�cient for all replicates, wherevalue must be a nonnegative
number.

REPCOEFS=(values)
speci�es a list of replicate coef�cients, where each coef�cient corresponds to an individual
replicate that is identi�ed by a REPWEIGHTS variable. You can separatevalues with blanks
or commas. The coef�cientvalues must be nonnegative numbers. The number ofvalues must
equal the number of replicate weight variables speci�ed in the REPWEIGHTS statement. List
these values in the same order in which you list the corresponding replicate weight variables in
the REPWEIGHTS statement.

REPCOEFS=SAS-data-set
names aSAS-data-set that contains the replicate coef�cients. You must provide the replicate co-
ef�cients in a variable namedCoef�cient or RepCoef�cient in theSAS-data-set . Each coef�cient
value must be a nonnegative number. The observations in theSAS-data-set should correspond
to the replicates that are identi�ed by the variables that are speci�ed in the REPWEIGHTS
statement. Arrange the coef�cients or observations in theSAS-data-set in the same order in
which you list the corresponding replicate weight variables in the REPWEIGHTS statement.
The number of observations in theSAS-data-set must not be less than the number of variables
speci�ed in the REPWEIGHTS statement.

For more information about replication coef�cients, see the section “Replicate Weights Method” on
page 9385.
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SLICE Statement

SLICE model-effect < / options > ;

The SLICE statement provides a general mechanism for performing a partitioned analysis of the LS-means
for an interaction. This analysis is also known as an analysis of simple effects.

The SLICE statement uses the sameoptions as the LSMEANS statement, which are summarized in Ta-
ble 19.21. For details about the syntax of the SLICE statement, see the section “SLICE Statement” on
page 506 in Chapter 19, “Shared Concepts and Topics.”

STORE Statement

STORE < OUT= >item-store-name < / LABEL= �label� > ;

The STORE statement requests that the procedure save the context and results of the statistical analysis. The
resulting item store has a binary �le format that cannot be modi�ed. The contents of the item store can be
processed with the PLM procedure. For details about the syntax of the STORE statement, see the section
“STORE Statement” on page 509 in Chapter 19, “Shared Concepts and Topics.”

STRATA Statement

STRATA variables < / option > ;

The STRATA statement names variables that form the strata in a strati�ed sample design. The combinations
of levels of STRATA variables de�ne the strata in the sample, where strata are nonoverlapping subgroups
that were sampled independently.

If your sample design has strati�cation at multiple stages, you should identify only the �rst-stage strata in the
STRATA statement. See the section “Specifying the Sample Design” on page 9375 for more information.

If you provide replicate weights for replication variance estimation in a REPWEIGHTS statement, you do
not need to specify a STRATA statement.

The STRATAvariables are one or more variables in the DATA= input data set. These variables can be either
character or numeric, but the procedure treats them as categorical variables. The formatted values of the
STRATA variables determine the STRATA variable levels. Thus, you can use formats to group values into
levels. See the discussion of the FORMAT procedure in theBase SAS Procedures Guideand the discussions
of the FORMAT statement and SAS formats in theSAS Formats and Informats: Reference. Strata variables
must not occur in the CLASS statement.

The STRATA statement in PROC SURVEYPHREG is different from the STRATA statement in PROC
PHREG (Chapter 86, “The PHREG Procedure”). PROC PHREG �ts different baseline hazard functions in
different strata, which is useful if the proportional hazards assumption is not satis�ed.

You can specify the followingoption in the STRATA statement after a slash (/):
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LIST
displays a “Stratum Information” table, which lists all strata together with the corresponding values of
the STRATA variables. This table provides the number of observations and the number of clusters in
each stratum, as well as the sampling fraction if you specify the RATE= or TOTAL= option.

TEST Statement

TEST < model-effects > < / options > ;

The TEST statement enables you to performF tests for model effects that test Type I, Type II, or Type III
hypotheses. See Chapter 15, “The Four Types of Estimable Functions,” for details about the construction of
Type I, II, and III estimable functions.

Table 115.7 summarizes theoptions available in the TEST statement.

Table 115.7 TEST Statement Options

Option Description

CHISQ Requests chi-square tests
DDF= Speci�es denominator degrees of freedom for �xed effects
E Requests Type I, Type II, and Type III coef�cients
E1 Requests Type I coef�cients
E2 Requests Type II coef�cients
E3 Requests Type III coef�cients
HTYPE= Indicates the type of hypothesis test to perform
INTERCEPT Adds a row that corresponds to the overall intercept

For details about the syntax of the TEST statement, see the section “TEST Statement” on page 510 in
Chapter 19, “Shared Concepts and Topics.”

WEIGHT Statement

WEIGHT variable ;

The WEIGHT statement names the variable that contains the sampling weights. This variable must be numeric,
and the sampling weights must be positive numbers. If an observation has a weight that is nonpositive or
missing, then the procedure omits that observation from the analysis. See the section “Missing Values” on
page 9377 for more information. The WEIGHT statement allows one weight variable.

If you do not specify a WEIGHT statement but provide replicate weights with a REPWEIGHTS statement,
PROC SURVEYPHREG uses the average of each observation's replicate weights as the observation's weight.

If you specify neither a WEIGHT statement nor a REPWEIGHTS statement, PROC SURVEYPHREG
assigns all observations a weight of one.
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Details: SURVEYPHREG Procedure

Notation and Estimation

Let U D f 1; 2; : : : ; Ngbe the set of indices and letFN be the set of values for a �nite population of size
N. The survival time of each member of the �nite population is assumed to follow its own hazard function,
� i .t / , expressed as

� i .t / D �.t I Z i .t // D � 0.t / exp.Z0
i .t / � /

where� 0.t / is an arbitrary and unspeci�ed baseline hazard function,Z i .t / is the vector of explanatory
variables for theith unit at timet, and� is the vector of unknown regression parameters that are associated
with the explanatory variables. The vector� is assumed to be the same for all individuals.

The partial likelihood function introduced by Cox (1972, 1975) eliminates the unknown baseline hazard� 0.t /
and accounts for censored survival times. If the entire population is observed, then this partial likelihood
can be used to estimate� . Let � N be the desired estimator. Assuming a working model with uncorrelated
responses,� N is obtained by maximizing the partial log likelihood,

l. � / D
X

i 2U

log
�

L. � I Z i .t /; t i /
�

with respect to� , where L.� I Z i .t /; t i / is Cox's partial likelihood function.

Assume that probability sampleA is selected from the �nite populationU and� i is the selection probability
for unit i. Further assume that covariatesZ i .t / and survival timeti are available for every unit in the sample
A. An estimator of the �nite population log likelihood is

l � . � / D
X

i 2A

� � 1
i log

�
L. � I Z i .t /; t i /

�

See “Partial Likelihood Function for the Cox Model” on page 9374 for more details.

A sample-based estimatorO� for the �nite population quantity� N can be obtained by maximizing the partial
pseudo-log-likelihoodl � . � I Z i .t /; t i / with respect to� . The design-based variance forO� is obtained by
assuming the set of �nite population valuesFN as �xed. For more information about maximum pseudo-
likelihood estimators and other inferential approaches for survey data, see Kish and Frankel (1974); Godambe
and Thompson (1986); Pfeffermann (1993), Korn and Graubard (1999, chapter 3), Chambers and Skinner
(2003, chapter 2), and Fuller (2009, section 6.5). Maximum pseudo-likelihood estimators and their properties
for Cox's proportional hazards model for survey data are discussed in Binder (1990, 1992); Lin and Wei
(1989); Lin (2000); Boudreau and Lawless (2006).

Without loss of generality, the rest of this section uses indices for strati�ed clustered designs. For a strati�ed
clustered sample design, observations are represented by a matrix

.w; t ;• ; Z/ D .whij ; thij ; • hij ; zhij /

where

� w denotes the vector of sampling weights
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� t denotes the event time variable

� • denotes the event indicator

� Z denotes then � p matrix of auxiliary information

� h D 1; 2; : : : ; H is the stratum index

� i D 1; 2; : : : ; nh is the cluster index within stratumh

� j D 1; 2; : : : ; mhi is the unit index within clusteri of stratumh

� p is the total number of parameters

� n D
P H

hD 1
P nh

i D 1 mhi is the total number of observations in the sample

� yhij .t / D I.t hij � t / , whereI. �/ is an indicator function

� nhij .t / D I.t hij � t / , whereI. �/ is an indicator function

Let
P

B D
P

.h;i;j / 2B denote the summation over the set of indices such that the observation unitj in PSUi
and stratumh belongs to the index setB. Typically,B is the set of all population indices that are in the sample,
the risk set, or the set of all units with a failure.

The �rst-stage sampling rate (fraction of PSUs selected for the sample) is denoted byf h . The �rst-stage
sampling rate is used in Taylor series variance estimation. You can specify the stratum sampling rates with
the RATE= option. Or if you specify population totals with the TOTAL= option, PROC SURVEYPHREG
computesf h as the ratio of stratum sample size to the stratum total, in terms of PSUs. See the section
“Population Totals and Sampling Rates” on page 9376 for details. If you do not specify the RATE= option or
the TOTAL= option, then the procedure assumes that the stratum sampling ratesf h are negligible and does
not use a �nite population correction when computing variances.

Failure Time Distribution

Let T be a nonnegative random variable that represents the failure time of an individual from a homogeneous
superpopulation. The survival distribution function (also known as the survivor function) ofT is written as

S.t / D Pr.T � t /

A mathematically equivalent way of specifying the distribution ofT is through its hazard function. The
hazard function�.t / speci�es the instantaneous failure rate att. If T is a continuous random variable,�.t / is
expressed as

�.t / D lim
•t ! 0C

Pr.t � T < t C •t j T � t /
•t

D
f .t /
S.t /

wheref .t / is the probability density function ofT.



Time and CLASS Variables Usage F 9371

Time and CLASS Variables Usage

The following DATA step creates an arti�cial data set,Test, to be used in this section. There are six variables
in Test: the variableT contains the failure times; the variableStatus is the censoring indicator variable with
the value 1 for an uncensored failure time and the value 0 for a censored time; the variableA is a categorical
variable with values 1, 2, and 3 representing three different categories; the variableMirrorT is an exact copy
of T; the variableW is the observation weight; and the variableS is the strata indicator.

data Test;
input T Status A W S @@;
MirrorT = T;
datalines;

23 1 1 10 1 7 0 1 20 2
23 1 1 10 1 10 1 1 20 2
20 0 1 10 1 13 0 1 20 2
24 1 1 10 1 10 1 1 20 2
18 1 2 10 1 6 1 2 20 2
18 0 2 10 1 6 1 2 20 2
13 0 2 10 1 13 1 2 20 2

9 0 2 10 1 15 1 2 20 2
8 1 3 10 1 6 1 3 20 2

12 0 3 10 1 4 1 3 20 2
11 1 3 10 1 8 1 1 20 2

6 1 3 10 1 7 1 3 20 2
7 1 3 10 1 12 1 3 20 2
9 1 2 10 1 15 1 2 20 2
3 1 2 10 1 14 0 3 20 2
6 1 1 10 1 13 1 2 20 2

;

Time Variable on the Right Side of the MODEL Statement

The time variable cannot be used explicitly as an explanatory effect in the MODEL statement. The following
statements produce an error message:

proc surveyphreg data=Test;
weight W;
strata S;
class A;
model T * Status(0)=T * A;

run;

To use the time variable as an explanatory effect, replaceT by MirrorT as an effect, which is an exact copy of
T, as in the following statements:

proc surveyphreg data=Test;
weight W;
strata S;
class A;
model T * Status(0)=A * MirrorT;

run;
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Note that neitherT*A nor MirrorT*A in the MODEL statement is time-dependent. The results of �tting this
model are shown in Figure 115.3.

Figure 115.3 T*A Effect

CLASS Variables and Programming Statements

In PROC SURVEYPHREG, the levels of CLASS variables are determined by the CLASS statement and the
input data and are not affected by user-supplied programming statements. Consider the following statements,
which produce the results in Figure 115.4. VariableA is declared as a CLASS variable in the CLASS
statement.

proc surveyphreg data=Test;
weight W;
strata S;
class A;
model T * Status(0)=A;

run;

Figure 115.4 shows the parameters that correspond toA and their respective regression coef�cients estimates.

Figure 115.4 Design Variable and Regression Coef�cient Estimates

Now consider the programming statement that attempts to change the value of the CLASS variableA as in
the following speci�cation:

proc surveyphreg data=Test;
weight W;
strata S;
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class A;
model T * Status(0)=A;
if A=3 then A=2;

run;

Results of this analysis are shown in Figure 115.5 and are identical to those in Figure 115.4. Theif A=3
then A=2 programming statement has no effect on the explanatory variable for A, which have already been
determined.

Figure 115.5 Design Variable and Regression Coef�cient Estimates

Additionally any variable used in a programming statement that has already been declared in the CLASS
statement isnot treated as a collection of the corresponding design variables. Consider the following
statements:

proc surveyphreg data=Test;
class A;
model T * Status(0)=A X;
X=T* A;

run;

The CLASS variableA generates two design variables as explanatory variables. The variableX created by
theX=T* A programming statement is a single time-dependent covariate whose values are evaluated using
the exact values of A given in the data, not the dummy coded values that representA. In the data setTest,
A has the values of 1, 2, and 3, and these values are multiplied by the values ofT to produceX. If A were
a character variable with values `Bird', `Cat', and `Dog', the programming statementX=T*A would have
produced an error in the attempt to multiply a number with a character value.

Figure 115.6 Single Time-Dependent Variable X*A
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