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Overview: QUANTREG Procedure

The QUANTREG procedure uses quantile regression to model the effects of covariates on the conditional
quantiles of a response variable.

Quantile regression was introduced by Koenker and Bassett (1978) as an extension of ordinary least squares
(OLS) regression, which models the relationship between one or more covariatesX and theconditional
meanof the response variableY givenX D x. Quantile regression extends the OLS regression to model the
conditional quantilesof the response variable, such as the median or the 90th percentile. Quantile regression
is particularly useful when the rate of change in the conditional quantile, expressed by the regression
coef�cients, depends on the quantile.

Figure 97.1 Trout Density in Streams

Figure 97.1 illustrates an ecological study in which modeling upper conditional quantiles reveals additional
information. The points represent measurements of trout density and stream width-to-depth ratio that were
taken at 13 streams over seven years.

As analyzed by Dunham, Cade, and Terrell (2002), both the ratio and the trout density depend on a number of
unmeasured limiting factors that are related to the integrity of stream habitat. The interaction of these factors
results in unequal variances for the conditional distributions of density given the ratio. When the ratio is the
“active” limiting effect, changes in the upper conditional percentiles of density provide a better estimate of
this effect than changes in the conditional mean.

The red and green curves represent the conditional 90th and 50th percentiles of density as determined by the
QUANTREG procedure. The analysis was done by using a simple linear regression model for the logarithm
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of density. (The curves in Figure 97.1 were obtained by transforming the �tted lines back to the original scale.
For more information, see the section “Analysis of Fish-Habitat Relationships” on page 7806.) The slope
parameter for the 90th percentile has an estimated value of –0.0215 and is signi�cant with ap-value less
than 0.01. On the other hand, the slope parameter for the 50th percentile is not signi�cantly different from
0. Similarly, the slope parameter for the mean, which is obtained with OLS regression, is not signi�cantly
different from 0.

Figure 97.2 Percentiles for Body Mass Index

Quantile regression is especially useful when the data are heterogeneous in the sense that the tails and the
central location of the conditional distributions vary differently with the covariates. An even more pronounced
example of heterogeneity is shown in Figure 97.2, which plots the body mass index of 8,250 men versus their
age.

Here, both upper (overweight) and lower (underweight) conditional quantiles are important because they
provide the basis for developing growth charts and establishing health standards. The curves in Figure 97.2
were determined by using the QUANTREG procedure to perform polynomial quantile regression. For more
information, see the section “Growth Charts for Body Mass Index” on page 7812. Clearly, the rate of change
with age (as expressed by the regression coef�cients), particularly for ages less than 20, is different for each
conditional quantile.

Heterogeneous data occur in many �elds, including biomedicine, econometrics, survival analysis, and ecology.
Quantile regression, which includes median regression as a special case, provides a complete picture of the
covariate effect when a set of percentiles is modeled. So it can capture important features of the data that
might be missed by models that average over the conditional distribution.
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Because it makes no distributional assumption about the error term in the model, quantile regression offers
considerable model robustness. The assumption of normality, which is often made with OLS regression
in order to compute conditional quantiles as offsets from the mean, forces a common set of regression
coef�cients for all the quantiles. Obviously, quantiles with common slopes would be inappropriate in the
preceding examples.

Quantile regression is also �exible because it does not involve a link function that relates the variance and the
mean of the response variable. Generalized linear models, which you can �t with the GENMOD procedure,
require both a link function and a distributional assumption such as the normal or Poisson distribution. The
goal of generalized linear models is inference about the regression parameters in the linear predictor for the
mean of the population. In contrast, the goal of quantile regression is inference about regression coef�cients
for the conditional quantiles of a response variable that is usually assumed to be continuous.

Quantile regression also offers a degree of data robustness. Unlike OLS regression, quantile regression is
robust to extreme points in the response direction (outliers). However, it is not robust to extreme points
in the covariate space (leverage points). When both types of robustness are of concern, consider using the
ROBUSTREG procedure (Chapter 100, “The ROBUSTREG Procedure.”)

Unlike OLS regression, quantile regression is equivariant to monotone transformations of the response
variable. For example, as illustrated in the trout example, the logarithm of the 90th conditional percentile of
trout density is the 90th conditional percentile of the logarithm of density.

Quantile regression cannot be carried out simply by segmenting the unconditional distribution of the response
variable and then obtaining least squares �ts for the subsets. This approach leads to disastrous results when,
for example, the data include outliers. In contrast, quantile regression usesall of the data for �tting quantiles,
even the extreme quantiles.

Features

The main features of the QUANTREG procedure are as follows:

� offers simplex, interior point, and smoothing algorithms for estimation

� provides sparsity, rank, and resampling methods for con�dence intervals

� provides asymptotic and bootstrap methods for covariance and correlation matrices of the estimated
parameters

� provides the Wald, likelihood ratio, and rank tests for the regression parameter estimates and the Wald
test for heteroscedasticity

� provides outlier and leverage-point diagnostics

� enables parallel computing when multiple processors are available

� provides rowwise or columnwise output data sets with multiple quantiles

� provides regression quantile spline �ts

� produces �t plots, diagnostic plots, and quantile process plots by using ODS Graphics

The next section provides notation and a formal de�nition for quantile regression.
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Quantile Regression

Quantile regression generalizes the concept of a univariate quantile to a conditional quantile given one or
more covariates. Recall that a student's score on a test is at the� quantile if his or her score is better than that
of 100�% of the students who took the test. The score is also said to be at the 100� th percentile.

For a random variableY with probability distribution function

F .y/ D Prob.Y � y/

the� quantile ofY is de�ned as the inverse function

Q.� / D inf f y WF.y/ � � g

where the quantile level� ranges between 0 and 1. In particular, the median isQ.1=2/.

For a random samplefy1; : : : ; yng of Y, it is well known that the sample median minimizes the sum of
absolute deviations:

medianD arg min� 2R

nX

i D 1

jy i � � j

Likewise, the general� sample quantile� .� / , which is the analog ofQ.� / , is formulated as the minimizer

� .� / D arg min� 2R

nX

i D 1

� � .y i � �/

where� � .z/ D z.� � I.z < 0// , 0 < � < 1 , and whereI. �/ denotes the indicator function. The loss function
� � assigns a weight of� to positive residualsy i � � and a weight of1 � � to negative residuals.

Using this loss function, the linear conditional quantile function extends the� sample quantile� .� / to the
regression setting in the same way that the linear conditional mean function extends the sample mean. Recall
that OLS regression estimates the linear conditional mean functionE.Y jX D x/ D x0� by solving for

O� D arg min� 2Rp

nX

i D 1

.y i � x0
i � /2

The estimated parameterO� minimizes the sum of squared residuals in the same way that the sample meanO�
minimizes the sum of squares:
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O� D arg min� 2R

nX

i D 1

.y i � �/ 2

Likewise, quantile regression estimates the linear conditional quantile function,QY .� jX D x/ D x0� .� / , by
solving the following equation for� 2 .0; 1/:

O� .� / D arg min� 2Rp

nX

i D 1

� � .y i � x0
i � /

The quantityO� .� / is called the� regression quantile. The case� D 0:5(which minimizes the sum of absolute
residuals) corresponds to median regression (which is also known asL 1 regression).

The following set of regression quantiles is referred to as thequantile process:

f � .� / W� 2 .0; 1/g

The QUANTREG procedure computes the quantile functionQY .� jX D x/ and conducts statistical inference
on the estimated parametersO� .� / .

Getting Started: QUANTREG Procedure

The following examples demonstrate how you can use the QUANTREG procedure to �t linear models for
selected quantiles or for the entire quantile process. The �rst example explains the use of the procedure in a
�sh-habitat example, and the second example explains the use of the procedure to construct growth charts for
body mass index.

Analysis of Fish-Habitat Relationships

Quantile regression is used extensively in ecological studies (Cade and Noon 2003). Recently, Dunham, Cade,
and Terrell (2002) applied quantile regression to analyze �sh-habitat relationships for Lahontan cutthroat
trout in 13 streams of the eastern Lahontan basin, which covers most of northern Nevada and parts of southern
Oregon. The density of trout (number of trout per meter) was measured by sampling stream sites from 1993
to 1999. The width-to-depth ratio of the stream site was determined as a measure of stream habitat.

The goal of this study was to explore the relationship between the conditional quantiles of trout density and
the width-to-depth ratio. The scatter plot of the data in Figure 97.1 indicates a nonlinear relationship, so it is
reasonable to �t regression models for the conditional quantiles of the log of density. Because regression
quantiles are equivariant under any monotonic (linear or nonlinear) transformation (Koenker and Hallock
2001), the exponential transformation converts the conditional quantiles to the original density scale.

The data settrout, which follows, includes the average numbers of Lahontan cutthroat trout per meter of
stream (Density), the logarithm of Density (LnDensity), and the width-to-depth ratios (WDRatio) for 71
samples:
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data trout;
input Density WDRatio LnDensity @@;
datalines;

0.38732 8.6819 -0.94850 1.16956 10.5102 0.15662
0.42025 10.7636 -0.86690 0.50059 12.7884 -0.69197
0.74235 12.9266 -0.29793 0.40385 14.4884 -0.90672
0.35245 15.2476 -1.04284 0.11499 16.6495 -2.16289
0.18290 16.7188 -1.69881 0.06619 16.7859 -2.71523
0.70330 19.0141 -0.35197 0.50845 19.0548 -0.67639

... more lines ...

0.25125 54.6916 -1.38129
;

The following statements use the QUANTREG procedure to �t a simple linear model for the 50th and 90th
percentiles ofLnDensity:

ods graphics on;

proc quantreg data=trout alpha=0.1 ci=resampling;
model LnDensity = WDRatio / quantile=0.5 0.9

CovB seed=1268;
test WDRatio / wald lr;

run;

The MODEL statement speci�es a simple linear regression model withLnDensity as the response variable
Y andWDRatio as the covariateX. The QUANTILE= option requests that the regression quantile function
Q.� jX D x/ D x0� .� / be estimated by solving the following equation, where� D .0:5; 0:9/:

O� .� / D arg min� 2R2

nX

i D 1

� � .y i � x0
i � /

By default, the regression coef�cientsO� .� / are estimated by using the simplex algorithm, which is explained
in the section “Simplex Algorithm” on page 7833. The ALPHA= option requests 90% con�dence limits
for the regression parameters, and the option CI=RESAMPLING speci�es that the intervals be computed
by using the Markov chain marginal bootstrap (MCMB) resampling method of He and Hu (2002). When
you specify the CI=RESAMPLING option, the QUANTREG procedure also computes standard errors,t
values, andp-values of regression parameters by using the MCMB resampling method. The SEED= option
speci�es a seed for the resampling method. The COVB option requests covariance matrices for the estimated
regression coef�cients, and the TEST statement requests tests for the hypothesis that the slope parameter (the
coef�cient of WDRatio) is 0.

Figure 97.3 displays model information and summary statistics for the variables in the model. The summary
statistics include the median and the standardized median absolute deviation (MAD), which are robust
measures of univariate location and scale, respectively. For more information about the standardized MAD,
see Huber (1981, p. 108).



7808 F Chapter 97: The QUANTREG Procedure

Figure 97.3 Model Fitting Information and Summary Statistics

Figure 97.4 and Figure 97.5 display the parameter estimates, standard errors, 95% con�dence limits,t values,
andp-values that are computed by the resampling method.

Figure 97.4 Parameter Estimates at QUANTILE=0.5

Figure 97.5 Parameter Estimates at QUANTILE=0.9

The 90th percentile of trout density can be predicted from the width-to-depth ratio as follows:

Oy90 D exp.0:0576� 0:0215x/

This is the upper dashed curve that is plotted in Figure 97.1. The lower dashed curve for the median can be
obtained in a similar fashion.

The covariance matrices for the estimated parameters are shown in Figure 97.6. The resampling method that
is used for the con�dence intervals is also used to compute these matrices.
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Figure 97.6 Covariance Matrices of the Estimated Parameters

The tests requested by the TEST statement are shown in Figure 97.7. Both the Wald test and the likelihood
ratio test indicate that the coef�cient of width-to-depth ratio is signi�cantly different from 0 at the 90th
percentile, but the difference is not signi�cant at the median.

Figure 97.7 Tests of Signi�cance

In many quantile regression problems it is useful to examine how the estimated regression parameters for
each covariate change as a function of� in the interval.0; 1/. The following statements use the QUANTREG
procedure to request the estimated quantile processesO� .� / for the slope and intercept parameters:

proc quantreg data=trout alpha=0.1 ci=resampling;
model LnDensity = WDRatio / quantile=process seed=1268

plot=quantplot;
run;

The QUANTILE=PROCESS option requests an estimate of the quantile process for each regression parameter.
The options ALPHA=0.1 and CI=RESAMPLING specify that 90% con�dence bands for the quantile
processes be computed by using the resampling method.

Figure 97.8 displays a portion of the objective function table for the entire quantile process. The objective
function is evaluated at 77 values of� in the interval.0; 1/. The table also provides predicted values of the
conditional quantile functionQ.� / at the mean forWDRatio, which can be used to estimate the conditional
density function.
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Figure 97.8 Objective Function

Figure 97.9 displays a portion of the table of the quantile processes for the estimated parameters and
con�dence limits.

Figure 97.9 Objective Function

When ODS Graphics is enabled, the PLOT=QUANTPLOT option in the MODEL statement requests a plot
of the estimated quantile processes.

For more information about enabling and disabling ODS Graphics, see the section “Enabling and Disabling
ODS Graphics” on page 607 in Chapter 21, “Statistical Graphics Using ODS.”
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