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Overview: PRINQUAL Procedure

The PRINQUAL procedure performs principal component analysis (PCA) of qualitative, quantitative, or
mixed data. PROC PRINQUAL is based on the work of Kruskal and Shepard (1974); Young, Takane, and
de Leeuw (1978); Young (1981); Winsberg and Ramsay (1983). PROC PRINQUAL �nds linear and nonlinear
transformations of variables, using the method of alternating least squares, that optimize properties of the
transformed variables' correlation or covariance matrix. Nonoptimal transformations such as logarithm and
rank are also available. You can use ODS Graphics to display the results. You can use PROC PRINQUAL to
do the following:

� �t metric and nonmetric principal component analyses

� perform metric and nonmetric multidimensional preference (MDPREF) analyses (Carroll 1972)

� transform data prior to their use in other analyses

� reduce the number of variables for subsequent use in regression analyses, cluster analyses, and other
analyses

� detect nonlinear relationships

PROC PRINQUAL provides three methods, each of which seeks to optimize a different property of the
transformed variables' covariance or correlation matrix. These methods are as follows:

� maximum total variance, or MTV
� minimum generalized variance, or MGV
� maximum average correlation, or MAC

The MTV method is based on a PCA model, and it is the most commonly used method. All three methods
attempt to �nd transformations that decrease the rank of the covariance matrix computed from the trans-
formed variables. Transforming the variables to maximize the total variance accounted for by a few linear
combinations locates the observations in a space with a dimensionality that approximates the stated number
of linear combinations as much as possible, given the transformation constraints. Transforming the variables
to minimize their generalized variance or maximize the average correlations also reduces the dimensionality,
but without a stated target for the �nal dimensionality. See the section “The Three Methods of Variable
Transformation” on page 7537 for more information about all three methods.
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The data can contain variables measured on nominal, ordinal, interval, and ratio scales of measurement
(Siegel 1956). Any mix is allowed with all methods. PROC PRINQUAL can do the following:

� transform nominal variables by optimally scoring the categories (Fisher 1938)

� transform ordinal variables monotonically by scoring the ordered categories so that order is weakly
preserved (adjacent categories can be merged) and the covariance matrix is optimized. You can undo
ties optimally or leave them tied (Kruskal 1964). You can also transform ordinal variables to ranks.

� transform interval and ratio scale of measurement variables linearly, or transform them nonlinearly with
spline transformations (De Boor 1978; Van Rijckevorsel 1982) or monotone spline transformations
(Winsberg and Ramsay 1983). In addition, nonoptimal transformations for logarithm, rank, exponential,
power, logit, and inverse trigonometric sine are available.

� estimate missing data without constraint, with category constraints (missing values within the same
group get the same value), and with order constraints (missing value estimates in adjacent groups can
be tied to preserve a speci�ed ordering). See Gi� (1990) and Young (1981).

The transformed qualitative (nominal and ordinal) variables can be thought of as being quanti�ed by the
analysis, with the quanti�cation done in the context set by the algorithm. The data are quanti�ed so that
the proportion of variance accounted for by a stated number of principal components is locally maximized,
the generalized variance of the variables is locally minimized, or the average of the correlations is locally
maximized.

The PROC PRINQUAL iterations produce a set of transformed variables. Each variable's new scoring
satis�es a set of constraints based on the original scoring of the variable and the speci�ed transformation type.
First, all variables are required to satisfy standardization constraints; that is, all variables have a �xed mean
and variance. The other constraints include linear constraints, weak order constraints, category constraints,
and smoothness constraints. The new set of scores is selected from the sets of possible scorings that do not
violate the constraints so that the method criterion is locally optimized.
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Getting Started: PRINQUAL Procedure

PROC PRINQUAL can be used to �t a principal component model with nonlinear transformations of the
variables and graphically display the results. This example �nds monotonic transformations of ratings of
automobiles.

title �Ratings for Automobiles Manufactured in 1980�;

data cars;
input Origin $ 1-8 Make $ 10-19 Model $ 21-36

(MPG Reliability Acceleration Braking Handling Ride
Visibility Comfort Quiet Cargo) (1.);

datalines;
GMC Buick Century 3334444544
GMC Buick Electra 2434453555
GMC Buick Lesabre 2354353545
GMC Buick Regal 3244443424

... more lines ...

GMC Pontiac Sunbird 3134533234
;

ods graphics on;

proc prinqual data=cars plots=all maxiter=100;
transform monotone(mpg -- cargo);
id model;

run;

The PROC PRINQUAL statement names the input data setCars. The ODS GRAPHICS statement, along
with the PLOTS=ALL option, requests all graphical displays. The PLOTS=ALL option implies the MDPREF
option and requests a PCA plot with the scores (automobiles) represented as points and the structure
(variables) represented as vectors. By default, the vector lengths are increased by a factor of 2.5 to produce a
better graphical display. If instead you were to specify MDPREF=1, you would get the actual vectors, and
they would all be short and would end near the origin where there are a lot of points. It is often the case that
increasing the vector lengths by a factor of 2 or 3 makes a better graphical display, so by default the vector
lengths are increased by a factor of 2.5. Up to 100 iterations are requested with the MAXITER= option. All
of the numeric variable are speci�ed with a MONOTONE transformation, so their original values, 1 to 5, are
optimally rescored to maximize �t to a two-component model while preserving the original order. TheModel
variable provides the labels for the row points in the plot.

The iteration history table is shown in Figure 93.1. The monotonic transformations allow the PCA to account
for 5% more variance in two principal components than the ordinary PCA model applied to the untransformed
data.
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Figure 93.1 Automobile Ratings Iteration History
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Figure 93.1 continued

The PCA biplot in Figure 93.2 shows the transformed automobile ratings projected into the two-dimensional
plane of the analysis. The automobiles on the left tend to be smaller than the autos on the right, and the
autos at the top tend to be cheaper than the autos at the bottom. The vectors can help you interpret the
plot of the scores. Longer vectors show the variables that better �t the two-dimensional model. A larger
component of them is in the plane of the plot. In contrast, shorter vectors show the variables that do not �t
the two-dimensional model as well. They tend to be located less in the plot and more away from the plot;
hence their projection into the plot is shorter. To envision this, lay a pencil on your desk directly under a light,
and slowly rotate it up to form a 90-degree angle with your desk. As you do so, the shadow or projection of
the pencil onto your desk will get progressively shorter. The results show, for example, that the Chevette
would be expected to do well on gas mileage but not well on quiet and acceleration. In contrast, the Corvette
and the Firebird have the opposite pattern.

Figure 93.2 Automobile Ratings PCA Biplot

There are many patterns shown in the transformations in Figure 93.3. The transformation ofBraking, for
example, is not very different from the original scoring. The optimal scoring for other variables, such as
Acceleration andHandling, is binary. Automobiles are differentiated by high versus everything else or low
versus everything else.



Getting Started: PRINQUAL Procedure F 7519

Figure 93.3 Automobile Ratings Transformations
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Syntax: PRINQUAL Procedure

The following statements are available in the PRINQUAL procedure:

PROC PRINQUAL < options > ;
TRANSFORM transform(variables < / t-options >)

< transform(variables < / t-options >). . . > ;
ID variables ;
FREQ variable ;
WEIGHT variable ;
BY variables ;

To use PROC PRINQUAL, you need the PROC PRINQUAL and TRANSFORM statements. You can
abbreviate alloptions andt-options to their �rst three letters. This is a special feature of PROC PRINQUAL
and is not generally true of other SAS/STAT procedures.

The rest of this section provides detailed syntax information about each of the preceding statements, beginning
with the PROC PRINQUAL statement. The remaining statements are described in alphabetical order.

PROC PRINQUAL Statement

PROC PRINQUAL < options > ;

The PROC PRINQUAL statement invokes the PRINQUAL procedure. Optionally, this statement identi�es
an input data set, creates an output data set, speci�es the algorithm and other computational details, and
controls displayed output. Table 93.1 summarizes the options available in the PROC PRINQUAL statement.

Table 93.1 Summary of PROC PRINQUAL Statement Options

Option Description

Input Data Set Options
DATA= Speci�es input SAS data set

Output Data Set Details
APPROXIMATIONS Outputs approximations to transformed variables
APREFIX= Speci�es pre�x for approximation variables
CORRELATIONS Outputs correlations and component structure matrix
MDPREF= Speci�es a multidimensional preference analysis
OUT= Speci�es output data set
PREFIX= Speci�es pre�x for principal component scores
REPLACE Replaces raw data with transformed data
SCORES Outputs principal component scores
STANDARD Standardizes principal component scores
TPREFIX= Speci�es pre�x for transformed variables
TSTANDARD= Speci�es transformation standardization
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Table 93.1 continued

Option Description

Method and Iterations
CCONVERGE= Speci�es minimum criterion change
CHANGE= Speci�es number of �rst iteration to be displayed
CONVERGE= Speci�es minimum data change
COVARIANCE Analyzes covariances
DUMMY Initializes using dummy variables
INITITER= Speci�es number of MAC initialization iterations
MAXITER= Speci�es maximum number of iterations
METHOD= Speci�es iterative algorithm
NOCHECK Suppresses numerical error checking
N= Speci�es number of principal components
REFRESH= Speci�es number of MGV models before refreshing
REITERATE Restarts iterations
SINGULAR= Speci�es singularity criterion
TYPE= Speci�es input observation type

Missing Data Handling
MONOTONE= Includes monotone special missing values
NOMISS Excludes observations with missing values
UNTIE= Unties special missing values

Control Displayed Output
NOPRINT Suppresses displayed output
PLOTS= Speci�es ODS Graphics details

The following list describes these options in alphabetical order.

APREFIX=name

APR=name
speci�es a pre�x for naming the approximation variables. By default, APREFIX=A. Specifying the
APREFIX= option also implies the APPROXIMATIONS option.

APPROXIMATIONS

APPROX

APP
includes principal component approximations to the transformed variables (Eckart and Young 1936) in
the output data set. Variable names are constructed from the value of the APREFIX= option and the
input variable names. If you specify the APREFIX= option, then approximations are automatically
included. If you specify the APPROXIMATIONS option and not the APREFIX= option, then the
APPROXIMATIONS option uses the default, APREFIX=A, to construct the variable names.
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CCONVERGE=n

CCO=n
speci�es the minimum change in the criterion being optimized that is required to continue iterating.
By default, CCONVERGE=0.0. The CCONVERGE= option is ignored for METHOD=MAC. For the
MGV method, specify CCONVERGE=–2 to ensure data convergence.

CHANGE=n

CHA=n
speci�es the number of the �rst iteration to be displayed in the iteration history table. The default is
CHANGE=1. When you specify a larger value forn, the �rst n – 1 iterations are not displayed, thus
speeding up the analysis. The CHANGE= option is most useful with the MGV method, which is much
slower than the other methods.

CONVERGE=n

CON=n
speci�es the minimum average absolute change in standardized variable scores that is required to
continue iterating. By default, CONVERGE=0.00001. Average change is computed over only those
variables that can be transformed by the iterations—that is, all LINEAR, OPSCORE, MONOTONE,
UNTIE, SPLINE, MSPLINE, and SSPLINE variables and nonoptimal transformation variables with
missing values. For more information, see the section “Optimal Transformations” on page 7532.

COVARIANCE

COV
computes the principal components from the covariance matrix. The variables are always centered
to mean zero. If you do not specify the COVARIANCE option, the variables are also standardized to
variance one, which means the analysis is based on the correlation matrix.

CORRELATIONS

COR
includes correlations and the component structure matrix in the output data set. By default, this
information is not included.

DATA=SAS-data-set
speci�es the SAS data set to be analyzed. The data set must be an ordinary SAS data set; it cannot be a
TYPE=CORR or TYPE=COV data set. If you omit the DATA= option, PROC PRINQUAL uses the
most recently created SAS data set.

DUMMY

DUM
expands variables speci�ed for OPSCORE optimal transformations to dummy variables for the initial-
ization (Tenenhaus and Vachette 1977). By default, the initial values of OPSCORE variables are the
actual data values. The dummy variable nominal initialization requires considerable time and memory,
so it might not be possible to use the DUMMY option with large data sets. No separate report of the
initialization is produced. Initialization results are incorporated into the �rst iteration displayed in the
iteration history table. For details, see the section “Optimal Transformations” on page 7532.
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INITITER=n

INI=n
speci�es the number of MAC iterations required to initialize the data before starting MTV or MGV
iterations. By default, INITITER=0. The INITITER= option is ignored if METHOD=MAC.

MAXITER=n

MAX=n
speci�es the maximum number of iterations. By default, MAXITER=30.

MDPREF< =n >

MDP< =n >
speci�es a multidimensional preference analysis by implying the STANDARD, SCORES, and COR-
RELATIONS options. This option also suppresses warnings when there are more variables than
observations.

When ODS Graphics is enabled, an MDPREF plot is produced with points for each row and vectors
for each column. Often, the vectors are short, and a better graphical display is produced when the
vectors are stretched. The absolute lengths of each vector can optionally be changed by specifying
MDPREF=n. Then the vector coordinates are all multiplied byn. Usually,n will be a value such as
2, 2.5, or 3. The default is 2.5. Specify MDPREF=1 to see the vectors without any stretching. The
relative lengths of the different vectors is important and interpretable, and these are preserved by the
stretching.

METHOD=MAC | MGV | MTV

MET=MAC | MGV | MTV
speci�es the optimization method. By default, METHOD=MTV. Values of the METHOD= option are
MTV, for maximum total variance; MGV, for minimum generalized variance; and MAC, for maximum
average correlation. You can use the MAC method when all variables are positively correlated or when
no monotonicity constraints are placed on any transformations. See the section “The Three Methods of
Variable Transformation” on page 7537 for more information.

MONOTONE=two-letters

MON=two-letters
speci�es the �rst and last special missing value in the list of those special missing values to be estimated
using within-variable order and category constraints. By default, there are no order constraints on
missing value estimates. Thetwo-letters value must consist of two letters in alphabetical order. For
example, MONOTONE=DF means that the estimate of .D must be less than or equal to the estimate of
.E, which must be less than or equal to the estimate of .F; no order constraints are placed on estimates
of ._, .A through .C, and .G through .Z. For details, see the sections “Missing Values” on page 7543
and “Optimal Scaling” on page 9789 in Chapter 119, “The TRANSREG Procedure.”

N=n
speci�es the number of principal components to be computed. By default, N=2.
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NOCHECK

NOC
turns off computationally intensive numerical error checking for the MGV method. If you do not
specify the NOCHECK option, the procedure computes R square from the squared length of the
predicted values vector and compares this value to the R square computed from the error sum of
squares that is a byproduct of the sweep algorithm (Goodnight 1978). If the two values of R square
differ by more than the square root of the value of the SINGULAR= option, a warning is displayed,
the value of the REFRESH= option is halved, and the model is re�t after refreshing. Specifying the
NOCHECK option slightly speeds up the algorithm. Note that other less computationally intensive
error checking is always performed.

NOMISS

NOM
excludes all observations with missing values from the analysis, but does not exclude them from the
OUT= data set. If you omit the NOMISS option, PROC PRINQUAL simultaneously computes the
optimal transformations of the nonmissing values and estimates the missing values that minimize
squared error.

Casewise deletion of observations with missing values occurs when you specify the NOMISS option,
when there are missing values in IDENTITY variables, when there are weights less than or equal to 0,
or when there are frequencies less than 1. Excluded observations are output with a blank value for the
_TYPE_ variable, and they have a weight of 0. They do not contribute to the analysis but are scored
and transformed assupplementaryor passive observations. See the sections “Passive Observations” on
page 7549 and “Missing Values” on page 7543 for more information about excluded observations and
missing data.

NOPRINT

NOP
suppresses the display of all output. This option disables the Output Delivery System (ODS), including
ODS Graphics, for the duration of the procedure. For more information, see Chapter 20, “Using the
Output Delivery System.”

OUT=SAS-data-set
speci�es an output SAS data set that contains results of the analysis. If you omit the OUT= option,
PROC PRINQUAL still creates an output data set and names it by using theDATAn convention. If you
want to create a SAS data set in a permanent library, you must specify a two-level name. For more
information about permanent libraries and SAS data sets, seeSAS Language Reference: Concepts. You
can use the REPLACE, APPROXIMATIONS, SCORES, and CORRELATIONS options to control
what information is included in the output data set. For details, see the section “Output Data Set” on
page 7545.

PLOTS < (global-plot-options) > < = plot-request < (options) > >

PLOTS < (global-plot-options) > < = (plot-request < (options) > < ... plot-request < (options) > >) >
controls the plots produced through ODS Graphics. When you specify only one plot request, you can
omit the parentheses from around the plot request. Here are some examples:
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plots=none
plots=transformation
plots(unpack)=transformation

ODS Graphics must be enabled before plots can be requested. For example:

ods graphics on;

proc prinqual plots=all;
transformation spline(x1-x10);

run;

ods graphics off;

For more information about enabling and disabling ODS Graphics, see the section “Enabling and
Disabling ODS Graphics” on page 607 in Chapter 21, “Statistical Graphics Using ODS.”

If ODS Graphics is enabled, but do not specify the PLOTS= option, then PROC PRINQUAL produces
an MDPREF plot when the MDPREF option is speci�ed.

The global plot options include the following:

FLIP

FLI
�ips or interchanges the X-axis and Y-axis dimensions for MDPREF plots. The FLIP option can
be speci�ed either as a global plot option (for example, PLOTS(FLIP)) or with the MDPREF
option (for example, PLOTS=MDPREF(FLIP)).

INTERPOLATE

INT
uses observations that are excluded from the analysis for interpolation in the �t and transformation
plots. By default, observations with zero weight are excluded from all plots. These include
observations with a zero, negative, or missing weight or frequency and observations excluded
due to missing and invalid values. You can specify PLOTS(INTERPOLATE)=(plot-requests)
to include some of these observations in the plots. You can use this option, for example, with
sparse data sets to show smoother functions over the range of the data (see the section “The
PLOTS(INTERPOLATE) Option” on page 9828 in Chapter 119, “The TRANSREG Procedure”).

ONLY

ONL
suppresses the default plots. Only plots speci�cally requested are displayed.

UNPACKPANEL

UNPACK

UNP
suppresses paneling. By default, multiple plots can appear in some output panels. Specify
UNPACKPANEL to get each plot in a separate panel.
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The plot requests include the following:

ALL
produces all appropriate plots.

TRANSFORMATION

TRA

TRANSFORMATION(UNPACK)

TRA(UNP)
plots the variable transformations. By default, multiple plots can appear in some output panels.
Specify UNPACKPANEL to display each plot in a separate panel.

MDPREF

MDP
plots multidimensional preference analysis results. The MDPREF plot can also be requested by
specifying the MDPREF option in the PROC PRINQUAL statement outside the PLOTS= option.

NONE
suppresses all plots.

PREFIX=name

PRE=name
speci�es a pre�x for naming the principal components. By default, PREFIX=Prin. As a result, the
principal component default names arePrin1, Prin2,. . . ,Prinn.

REFRESH=n

REF=n
speci�es the number of variables to scale in the MGV method before computing a new inverse. By
default, REFRESH=5. PROC PRINQUAL uses the REFRESH= option in the sweep algorithm of the
MGV method. Large values for the REFRESH= option make the method run faster but with more
numerical error. Small values make the method run more slowly but with more numerical accuracy.

REITERATE

REI
enables PROC PRINQUAL to use previous transformations as starting points. The REITERATE option
affects only variables that are iteratively transformed (speci�ed as LINEAR, SPLINE, MSPLINE,
SSPLINE, UNTIE, OPSCORE, and MONOTONE). For iterative transformations, the REITERATE
option requests a search in the input data set for a variable that consists of the value of the TPREFIX=
option followed by the original variable name. If such a variable is found, it is used to provide the
initial values for the �rst iteration. The �nal transformation is a member of the transformation family
de�ned by the original variable, not the transformation family de�ned by the initialization variable.
See the section “REITERATE Option Usage” on page 7548.

REPLACE

REP
replaces the original data with the transformed data in the output data set. The names of the transformed
variables in the output data set correspond to the names of the original variables in the input data set.
If you do not specify the REPLACE option, both original variables and transformed variables (with
names constructed from the TPREFIX= option and the original variable names) are included in the
output data set.
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SCORES

SCO
includes principal component scores in the output data set. By default, scores are not included.

SINGULAR=n

SIN=n
speci�es the largest value within rounding error of zero. By default, SINGULAR=1E–8. PROC
PRINQUAL uses the value of the SINGULAR= option for checking.1 � R2/ when constructing
full-rank matrices of predictor variables, checking denominators before dividing, and so on.

STANDARD

STD
standardizes the principal component scores in the output data set to mean zero and variance one
instead of the default mean zero and variance equal to the corresponding eigenvalue. See the SCORES
option.

TPREFIX=name

TPR=name
speci�es a pre�x for naming the transformed variables. By default, TPREFIX=T. The TPREFIX=
option is ignored if you specify the REPLACE option.

TSTANDARD=CENTER | NOMISS | ORIGINAL | Z

TST=CEN | NOM | ORI | Z
speci�es the standardization of the transformed variables in the OUT= data set. By default, TSTAN-
DARD=ORIGINAL. When you specify the TSTANDARD= option in the PROC PRINQUAL statement,
it the default standardization for all variables. When you specify TSTANDARD= as at-option, it
overrides the default standardization just for selected variables.

CENTER centers the output variables to mean zero, but the variances are the same as the variances
of the input variables.

NOMISS sets the means and variances of the transformed variables in the OUT= data set,
computed over all output values that correspond to nonmissing values in the input data
set, to the means and variances computed from the nonmissing observations of the
original variables. The TSTANDARD=NOMISS speci�cation is useful with missing
data. When a variable is linearly transformed, the �nal variable contains the original
nonmissing values and the missing value estimates. In other words, the nonmissing
values are unchanged. If your data have no missing values, TSTANDARD=NOMISS
and TSTANDARD=ORIGINAL produce the same results.

ORIGINAL sets the means and variances of the transformed variables to the means and variances
of the original variables. This is the default.

Z standardizes the variables to mean zero, variance one.

For nonoptimal variable transformations, the means and variances of the original variables are actually
the means and variances of the nonlinearly transformed variables, unless you specify the ORIGINAL
nonoptimalt-option in the TRANSFORM statement. For example, if a variableX with no missing
values is speci�ed as LOG, then, by default, the �nal transformation ofX is simply LOG(X), not
LOG(X) standardized to the mean ofX and variance ofX.
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TYPE='text '|name

TYP='text '|name
speci�es the valid value for the_TYPE_ variable in the input data set. If PROC PRINQUAL �nds
an input_TYPE_ variable, it uses only observations with a_TYPE_ value that matches the TYPE=
value. This enables a PROC PRINQUAL OUT= data set containing correlations to be used as input to
PROC PRINQUAL without requiring a WHERE statement to exclude the correlations. If a_TYPE_
variable is not in the data set, all observations are used. The default is TYPE='SCORE', so if you do
not specify the TYPE= option, only observations with_TYPE_ = 'SCORE' are used.

PROC PRINQUAL displays a note when it reads observations with blank values of_TYPE_, but it does
not automatically exclude those observations. Data sets created by the TRANSREG and PRINQUAL
procedures have blank_TYPE_ values for those observations that were excluded from the analysis due
to nonpositive weights, nonpositive frequencies, or missing data. When these observations are read
again, they are excluded for the same reason that they were excluded from their original analysis, not
because their_TYPE_ value is blank.

UNTIE=two-letters

UNT=two-letters
speci�es the �rst and last special missing values in the list of those special missing values that are
to be estimated with within-variable order constraints but no category constraints. Thetwo-letters
value must consist of two letters in alphabetical order. By default, there are category constraints but no
order constraints on special missing value estimates. For details, see the section “Missing Values” on
page 7543. Also, see the section “Optimal Scaling” on page 9789 in Chapter 119, “The TRANSREG
Procedure.”

BY Statement

BY variables ;

You can specify a BY statement with PROC PRINQUAL to obtain separate analyses of observations in
groups that are de�ned by the BY variables. When a BY statement appears, the procedure expects the input
data set to be sorted in order of the BY variables. If you specify more than one BY statement, only the last
one speci�ed is used.

If your input data set is not sorted in ascending order, use one of the following alternatives:

� Sort the data by using the SORT procedure with a similar BY statement.

� Specify the NOTSORTED or DESCENDING option in the BY statement for the PRINQUAL procedure.
The NOTSORTED option does not mean that the data are unsorted but rather that the data are arranged
in groups (according to values of the BY variables) and that these groups are not necessarily in
alphabetical or increasing numeric order.

� Create an index on the BY variables by using the DATASETS procedure (in Base SAS software).

For more information about BY-group processing, see the discussion inSAS Language Reference: Concepts.
For more information about the DATASETS procedure, see the discussion in theBase SAS Procedures Guide.
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FREQ Statement

FREQ variable ;

If one variable in the input data set represents the frequency of occurrence for other values in the observation,
list the variable's name in a FREQ statement. PROC PRINQUAL then treats the data set as if each observation
appearedn times, wheren is the value of the FREQ variable for the observation. Noninteger values of the
FREQ variable are truncated to the largest integer less than the FREQ value. The observation is used in the
analysis only if the value of the FREQ statement variable is greater than or equal to 1.

ID Statement

ID variables ;

The ID statement includes additional character or numeric variables in the output data set. The variables
must be contained in the input data set.

TRANSFORM Statement

TRANSFORM transform(variables < / t-options >)< transform(variables < / t-options >). . . > ;

The TRANSFORM statement lists the variables to be analyzed (variables) and speci�es the transformation
(transform) to apply to each variable listed. You must specify a transformation for each variable list in the
TRANSFORM statement. The variables are variables in the data set. Thet-options are transformation options
that provide details for the transformation; these depend on thetransform chosen. Thet-options are listed
after a slash in the parentheses that enclose the variables.

For example, the following statements �nd a quadratic polynomial transformation of all variables in the data
set:

proc prinqual;
transform spline(_all_ / degree=2);

run;

Or, if N1 throughN10 are nominal variables andM1 throughM10 are ordinal variables, you can use the
following statements:

proc prinqual;
transform opscore(N1-N10) monotone(M1-M10);

run;

The following sections describe the transformations available (speci�ed withtransform) and the options
available for some of the transformations (speci�ed witht-options).

Families of Transformations

There are three types of transformation families: nonoptimal, optimal, and other. The families are described
as follows:
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Nonoptimal transformations preprocess the speci�ed variables, replacing each one with a single new
nonoptimal, nonlinear transformation.

Optimal transformations replace the speci�ed variables with new, iteratively derived optimal transfor-
mation variables that �t the speci�ed model better than the original variable
(except in contrived cases where the transformation �ts the model exactly as
well as the original variable).

Other transformations are the IDENTITY and SSPLINE transformations. These do not �t into either
of the preceding categories.

Table 93.2 summarizes the transformations in each family.

Table 93.2 Transformation Families

Transformation Description

Nonoptimal Transformations
ARSIN Inverse trigonometric sine
EXP Exponential
LOG Logarithm
LOGIT Logit
POWER Raises variables to speci�ed power
RANK Transforms to ranks

Optimal Transformations
LINEAR Linear
MONOTONE Monotonic, ties preserved
MSPLINE Monotonic B-spline
OPSCORE Optimal scoring
SPLINE B-spline
UNTIE Monotonic, ties not preserved

Other Transformations
IDENTITY Identity, no transformation
SSPLINE Iterative smoothing spline

The transform is followed by a variable (or list of variables) enclosed in parentheses. Optionally, depending
on thetransform, the parentheses can also containt-options, which follow the variables and a slash. For
example, the following statement computes the LOG transformation ofX andY:

transform log(X Y);

A more complex example follows:

transform spline(Y / nknots=2) log(X1 X2 X3);

The preceding statement uses the SPLINE transformation of the variableY and the LOG transformation of
the variablesX1, X2, andX3. In addition, it uses the NKNOTS= option with the SPLINE transformation and
speci�es two knots.



TRANSFORM Statement F 7531

The rest of this section provides syntax details for members of the three families of transformations. The
t-options are discussed in the section “Transformation Options (t-options)” on page 7533.

Nonoptimal Transformations
Nonoptimal transformations are computed before the iterative algorithm begins. Nonoptimal transformations
create a single new transformed variable that replaces the original variable. The new variable is not
transformed by the subsequent iterative algorithms (except for a possible linear transformation and missing
value estimation).

The following list provides syntax and details for nonoptimal variable transformations.

ARSIN

ARS
�nds an inverse trigonometric sine transformation. Variables speci�ed in the ARSINtransform must
be numeric and in the interval. � 1:0 � x � 1:0/, and they are typically continuous.

EXP
exponentiates variables (x is transformed toax ). To specify the value ofa, use the PARAMETER=
t-option. By default,a is the mathematical constante D 2:718 : : :. Variables speci�ed with the EXP
transform must be numeric, and they are typically continuous.

LOG
transforms variables to logarithms (x is transformed tologa .x/ ). To specify the base of the logarithm,
use the PARAMETER=t-option. The default is a natural logarithm with basee D 2:718 : : :. Variables
speci�ed with the LOGtransform must be numeric and positive, and they are typically continuous.

LOGIT
�nds a logit transformation on the variables. The logit ofx is log.x=.1 � x// . Unlike other transforma-
tions, LOGIT does not have a three-letter abbreviation. Variables speci�ed with the LOGITtransform
must be numeric and in the interval.0:0 < x < 1:0/ , and they are typically continuous.

POWER

POW
raises variables to a speci�ed power (x is transformed toxa). You must specify the power parametera
by specifying the PARAMETER=t-option following the variables.

power(variable / parameter=number)

You can use POWER for squaring variables (PARAMETER=2), reciprocal transformations
(PARAMETER=–1), square roots (PARAMETER=0.5), and so on. Variables speci�ed with the
POWERtransform must be numeric, and they are typically continuous.

RANK

RAN
transforms variables to ranks. Ranks are averaged within ties. The smallest input value is assigned the
smallest rank. Variables speci�ed with the RANKtransform must be numeric.
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Optimal Transformations
Optimal transformations are iteratively derived. Missing values for these types of variables can be optimally
estimated (see the section “Missing Values” on page 7543). See the sections “OPSCORE, MONOTONE,
UNTIE, and LINEAR Transformations” on page 9789 and “SPLINE and MSPLINE Transformations”
on page 9791 in Chapter 119, “The TRANSREG Procedure,” for more information about the optimal
transformations.

The following list provides syntax and details for optimal transformations.

LINEAR

LIN
�nds an optimal linear transformation of each variable. For variables with no missing values, the
transformed variable is the same as the original variable. For variables with missing values, the
transformed nonmissing values have a different scale and origin than the original values. Variables
speci�ed with the LINEARtransform must be numeric.

MONOTONE

MON
�nds a monotonic transformation of each variable, with the restriction that ties are preserved. The
Kruskal (1964) secondary least squares monotonic transformation is used. This transformation weakly
preserves order and category membership (ties). Variables speci�ed with the MONOTONEtransform
must be numeric, and they are typically discrete.

MSPLINE

MSP
�nds a monotonically increasing B-spline transformation with monotonic coef�cients (De Boor 1978;
De Leeuw 1986) of each variable. You can specify the DEGREE=, KNOTS=, NKNOTS=, and
EVENLY= t-options with MSPLINE. By default, PROC PRINQUAL uses a quadratic spline. Variables
speci�ed with the MSPLINEtransform must be numeric, and they are typically continuous.

OPSCORE

OPS
�nds an optimal scoring of each variable. The OPSCORE transformation assigns scores to each class
(level) of the variable. The Fisher (1938) optimal scoring method is used. Variables speci�ed with the
OPSCOREtransform can be either character or numeric; numeric variables should be discrete.

SPLINE

SPL
�nds a B-spline transformation (De Boor 1978) of each variable. By default, PROC PRINQUAL
uses a cubic polynomial transformation. You can specify the DEGREE=, KNOTS=, NKNOTS=, and
EVENLY t-options with SPLINE. Variables speci�ed with the SPLINEtransform must be numeric,
and they are typically continuous.

UNTIE

UNT
�nds a monotonic transformation of each variable without the restriction that ties are preserved. PROC
PRINQUAL uses the Kruskal (1964) primary least squares monotonic transformation method. This
transformation weakly preserves order but not category membership (it might untie some previously
tied values). Variables speci�ed with the UNTIEtransform must be numeric, and they are typically
discrete.
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Other Transformations
IDENTITY

IDE
speci�es variables that are not changed by the iterations. The IDENTITY transformation is used for
variables when no transformation and no missing data estimation are desired. However, the REFLECT,
ADDITIVE, TSTANDARD=Z, and TSTANDARD=CENTER options can linearly transform all
variables, including IDENTITY variables, after the iterations. Observations with missing values in
IDENTITY variables are excluded from the analysis, and no optimal scores are computed for missing
values in IDENTITY variables. Variables speci�ed with the IDENTITYtransform must be numeric.

SSPLINE

SSP
�nds an iterative smoothing spline transformation of each variable. The SSPLINE transformation
does not generally minimize squared error. You can specify the smoothing parameter with either the
SM= t-option or the PARAMETER=t-option. The default smoothing parameter is SM=0. Variables
speci�ed with the SSPLINEtransform must be numeric, and they are typically continuous.

Transformation Options (t-options)

If you use a nonoptimal, optimal, or other transformation, you can uset-options, which specify additional
details of the transformation. Thet-options are speci�ed within the parentheses that enclose variables and are
listed after a slash. For example:

proc prinqual;
transform spline(X Y / nknots=3);

run;

The preceding statements �nd an optimal variable transformation (SPLINE) of the variablesX andY and use
a t-option to specify the number of knots (NKNOTS=). The following is a more complex example:

proc prinqual;
transform spline(Y / nknots=3) spline(X1 X2 / nknots=6);

run;

These statements use the SPLINE transformation for all three variables and uset-options as well; the
NKNOTS= option speci�es the number of knots for the spline.

The following sections discuss thet-options available for nonoptimal, optimal, and other transformations.

Table 93.3 summarizes thet-options.

Table 93.3 Transformation Options

Option Description

Nonoptimal Transformation
ORIGINAL Uses original mean and variance

Parameter Speci�cation
PARAMETER= Speci�es miscellaneous parameters
SM Speci�es smoothing parameter
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Table 93.3 continued

Option Description

Spline
DEGREE= Speci�es the degree of the spline
EVENLY Spaces the knots evenly
KNOTS= Speci�es the interior knots or break points
NKNOTS= Createsn knots

Other t-options
NAME= Renames variables
REFLECT Re�ects the variable around the mean
TSTANDARD= Speci�es transformation standardization

Nonoptimal Transformation t-options
ORIGINAL

ORI
matches the variable's �nal mean and variance to the mean and variance of the original variable. By
default, the mean and variance are based on the transformed values. The ORIGINALt-option is
available for all of the nonoptimal transformations.

Parameter t-options
PARAMETER=number

PAR=number
speci�es the transformation parameter. The PARAMETER=t-option is available for the EXP, LOG,
POWER, SMOOTH, and SSPLINE transformations. For EXP, the parameter is the value to be
exponentiated; for LOG, the parameter is the base value; and for POWER, the parameter is the power.
For SMOOTH and SSPLINE, the parameter is the raw smoothing parameter. (See the SM= option for
an alternative way to specify the smoothing parameter.) The default for the PARAMETER=t-option for
the LOG and EXP transformations ise D 2:718 : : :. The default parameter for SSPLINE is computed
from SM=0. For the POWER transformation, you must specify the PARAMETER=t-option; there is
no default.

SM=n
speci�es a smoothing parameter in the range 0 to 100, just like PROC GPLOT uses. For example,
SM=50 in PROC PRINQUAL is equivalent to I=SM50 on the SYMBOL statement with PROC GPLOT.
You can specify the SM=t-option only with the SSPLINE transformation. The smoothness of the
function increases as the value of the smoothing parameter increases. By default, SM=0.

Spline t-options
The following t-options are available with the SPLINE and MSPLINE optimal transformations.

DEGREE=n

DEG=n
speci�es the degree of the B-spline transformation. The degree must be a nonnegative integer. The
defaults are DEGREE=3 for SPLINE variables and DEGREE=2 for MSPLINE variables.
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The polynomial degree should be a small integer, usually 0, 1, 2, or 3. Larger values are rarely useful.
If you have any doubt as to what degree to specify, use the default.

EVENLY< =n >

EVE< =n >
is used with the NKNOTS=t-option to space the knots evenly. The differences between adjacent knots
are constant. If you specify NKNOTS=k, k knots are created at

minimumC i.. maximum� minimum/=.k C 1//

for i D 1; : : : ; k. For example, if you specify

spline(X / knots=2 evenly)

and the variableX has a minimum of 4 and a maximum of 10, then the two interior knots are 6 and 8.
Without the EVENLYt-option, the NKNOTS=t-option places knots at percentiles, so the knots are not
evenly spaced.

By default for the SPLINE and MSPLINE transformations, the smaller exterior knots are all the same
and just a little smaller than the minimum. Similarly, by default, the larger exterior knots are all the
same and just a little larger than the maximum. However, if you specify EVENLY=n, then then
exterior knots are evenly spaced as well. The number of exterior knots must be greater than or equal to
the degree. You can specify values larger than the degree when you want to interpolate slightly beyond
the range or your data. The exterior knots must be less than the minimum or greater than the maximum,
and hence the knots across all sets are not precisely equally spaced. For example, with data ranging
from 0 to 10, and with EVENLY=3 and NKNOTS=4, the �rst exterior knots are –4.000000000001,
–2.000000000001, and –0.000000000001, the interior knots are 2, 4, 6, and 8, and the second exterior
knots are 10.000000000001, 12.000000000001, and 14.000000000001.

KNOTS=number-list | n TO m BY p

KNO=number-list | n TO m BY p
speci�es the interior knots or break points. By default, there are no knots. The �rst time you specify
a value in the knot list, it indicates a discontinuity in thenth (from DEGREE=n) derivative of the
transformation function at the value of the knot. The second mention of a value indicates a discontinuity
in the (n – 1) derivative of the transformation function at the value of the knot. Knots can be repeated
any number of times to decrease the smoothness at the break points, but the values in the knot list can
never decrease.

You cannot use the KNOTS=t-option with the NKNOTS=t-option. You should keep the number of
knots small. (See the section “Specifying the Number of Knots” on page 9792 in Chapter 119, “The
TRANSREG Procedure.”)

NKNOTS=n

NKN=n
createsn knots, the �rst at the100=.n C 1/th percentile, the second at the200=.n C 1/th percentile, and
so on. Knots are always placed at data values; there is no interpolation. For example, if NKNOTS=3,
knots are placed at the 25th percentile, the median, and the 75th percentile. By default, NKNOTS=0.
The NKNOTS=t-option must be� 0.
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You cannot use the NKNOTS=t-option with the KNOTS=t-option. You should keep the number of
knots small. (See the section “Specifying the Number of Knots” on page 9792 in Chapter 119, “The
TRANSREG Procedure.”)

Other t-options
The following t-options are available for all transformations.

NAME=(variable-list)

NAM=(variable-list)
renames variables as they are used in the TRANSFORM statement. This option allows a variable to be
used more than once. For example, if the variableX is a character variable, then the following step
stores both the original character variableX and a numeric variableXC that contains category numbers
in the output data set.

proc prinqual data=A n=1 out=B;
transform linear(Y) opscore(X / name=(XC));
id X;

run;

REFLECT

REF
re�ects the transformation

y D � .y � Ny/ C Ny

after the iterations are completed and before the �nal standardization and results calculations.

TSTANDARD=CENTER | NOMISS | ORIGINAL | Z

TST=CEN | NOM | ORI | Z
speci�es the standardization of the transformed variables in the OUT= data set. By default, TSTAN-
DARD=ORIGINAL. When the TSTANDARD= option is speci�ed in the PROC PRINQUAL statement,
it speci�es the default standardization for all variables. When you specify TSTANDARD= as at-option,
it overrides the default standardization only for selected variables.

WEIGHT Statement

WEIGHT variable ;

When you use a WEIGHT statement, a weighted residual sum of squares is minimized. The WEIGHT
statement has no effect on degrees of freedom or number of observations, but the weights affect most other
calculations. The observation is used in the analysis only if the value of the WEIGHT statement variable is
greater than 0.
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Details: PRINQUAL Procedure

The Three Methods of Variable Transformation

The three methods of variable transformation provided by PROC PRINQUAL are discussed in the following
sections.

The Maximum Total Variance (MTV) Method

The MTV method (Young, Takane, and de Leeuw 1978) is based on the principal component model, and it
attempts to maximize the sum of the �rstr eigenvalues of the covariance matrix. This method transforms
variables to be (in a least squares sense) as similar to linear combinations ofr principal component score
variables as possible, wherer can be much smaller than the number of variables. This maximizes the total
variance of the �rstr components (the trace of the covariance matrix of the �rstr principal components). See
SAS Technical Report R-108.

On each iteration, the MTV algorithm alternates classical principal component analysis (Hotelling 1933)
with optimal scaling (Young 1981). When all variables are ordinal preference ratings, this corresponds to
MDPREF analysis (Carroll 1972). You can request the dummy variable initialization method suggested by
Tenenhaus and Vachette (1977), who independently propose the same iterative algorithm for nominal and
interval scale-of-measurement variables.

The Minimum Generalized Variance (MGV) Method

The MGV method (Sarle 1984) uses an iterated multiple regression algorithm in an attempt to minimize the
determinant of the covariance matrix of the transformed variables. This method transforms each variable to
be (in a least squares sense) as similar to linear combinations of the remaining variables as possible. This
locally minimizes the generalized variance of the transformed variables, the determinant of the covariance
matrix, the volume of the parallelepiped de�ned by the transformed variables, and the sphericity (the extent
to which a quadratic form in the optimized covariance matrix de�nes a sphere). SeeSAS Technical Report
R-108.

On each iteration for each variable, the MGV algorithm alternates multiple regression with optimal scaling.
The multiple regression involves predicting the selected variable from all other variables. You can request a
dummy variable initialization by using a modi�cation of the Tenenhaus and Vachette (1977) method that is
appropriate with a regression algorithm. This method can be viewed as a way of investigating the nature
of the linear and nonlinear dependencies in, and the rank of, a data matrix containing variables that can be
nonlinearly transformed. This method tries to create a less-than-full-rank data matrix. The matrix contains
the transformation of each variable that is most similar to what the other transformed variables predict.

The Maximum Average Correlation (MAC) Method

The MAC method (De Leeuw 1985) uses an iterated constrained multiple regression algorithm in an attempt
to maximize the average of the elements of the correlation matrix. This method transforms each variable to
be (in a least squares sense) as similar to the average of the remaining variables as possible.
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On each iteration for each variable, the MAC algorithm alternates computing an equally weighted average of
the other variables with optimal scaling. The MAC method is similar to the MGV method in that each variable
is scaled to be as similar to a linear combination of the other variables as possible, given the constraints on
the transformation. However, optimal weights are not computed. You can use the MAC method when all
variables are positively correlated or when no monotonicity constraints are placed on any transformations. Do
not use this method with negatively correlated variables when some optimal transformations are constrained
to be increasing because the signs of the correlations are not taken into account. The MAC method is useful
as an initialization method for the MTV and MGV methods.

Understanding How PROC PRINQUAL Works

In the following example, PROC PRINQUAL uses the MTV method to linearize a curved scatter plot. Let

X1 D � 1 to 1 by 0:02

X2 D X3
1 C �

X3 D X5
2 C �

where� is normal error.

These three variables de�ne a curved swarm of points in three-dimensional space. First, the SGSCATTER
procedure is used to display two-dimensional views of these data. Next, PROC PRINQUAL is used to
straighten the scatter plot, making it more one-dimensional by �nding a smooth transformation of each
variable. The N=1 option in the PROC PRINQUAL statement requests one principal component. The
TRANSFORM statement requests a cubic spline transformation with nine knots.Splinesare curves, which
are usually required to be continuous and smooth. See the section “Splines” on page 7542 for more
information about splines. See Smith (1979) for an excellent introduction to splines.

PROC PRINQUAL transforms each variable to be as much as possible like the �rst principal component
(or more generally, to be close to the space de�ned by the �rst N= principal components). One component
accounts for 92 percent of the variance of the untransformed data and over 99 percent of the variance of the
transformed data (see Figure 93.5). Note that the results did not converge in the default 50 iterations, so more
iterations were requested using the MAXITER= option. The transformations are requested by specifying
PLOTS=TRANSFORMATION and are displayed in Figure 93.6.
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PROC PRINQUAL creates an output data set that contains both the original and transformed variables. The
original variables are namedX1, X2, andX3, and the transformed variables are namedTX1, TX2, andTX3.
The transformed variables are displayed using the SGSCATTER procedure in Figure 93.7.

The following statements produce Figure 93.4 through Figure 93.7:

ods graphics on;

* Generate Three-Dimensional Data;
data X;

do X1 = -1 to 1 by 0.02;
X2 = X1 ** 3 + 0.05 * normal(7);
X3 = X1 ** 5 + 0.05 * normal(7);
output;

end;
run;

proc sgscatter data=x;
plot x1 * x2 x1 * x3 x3 * x2;

run;

* Try to Straighten the Scatter Plot;
proc prinqual data=X n=1 maxiter=2000 plots=transformation out=results;

title �Linearize the Scatter Plot�;
transform spline(X1-X3 / nknots=9);

run;

* Plot the Linearized Scatter Plot;
proc sgscatter data=results;

plot tx1 * tx2 tx1 * tx3 tx3 * tx2;
run;

The three-dimensional data in Figure 93.4 and Figure 93.7 are displayed in three two-dimensional plots,
arrayed as if they were three faces of a cube that was �attened as you might �atten a box.
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Figure 93.4 Three-Dimensional Scatter Plot
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Figure 93.5 PRINQUAL Iteration History

Figure 93.6 Transformations
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