
SAS/STAT® 14.2 User’s Guide
The PLS Procedure



This document is an individual chapter from SAS/STAT® 14.2 User’s Guide.

The correct bibliographic citation for this manual is as follows: SAS Institute Inc. 2016. SAS/STAT® 14.2 User’s Guide. Cary, NC:
SAS Institute Inc.

SAS/STAT® 14.2 User’s Guide

Copyright © 2016, SAS Institute Inc., Cary, NC, USA

All Rights Reserved. Produced in the United States of America.

For a hard-copy book: No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by
any means, electronic, mechanical, photocopying, or otherwise, without the prior written permission of the publisher, SAS Institute
Inc.

For a web download or e-book: Your use of this publication shall be governed by the terms established by the vendor at the time
you acquire this publication.

The scanning, uploading, and distribution of this book via the Internet or any other means without the permission of the publisher is
illegal and punishable by law. Please purchase only authorized electronic editions and do not participate in or encourage electronic
piracy of copyrighted materials. Your support of others’ rights is appreciated.

U.S. Government License Rights; Restricted Rights: The Software and its documentation is commercial computer software
developed at private expense and is provided with RESTRICTED RIGHTS to the United States Government. Use, duplication, or
disclosure of the Software by the United States Government is subject to the license terms of this Agreement pursuant to, as
applicable, FAR 12.212, DFAR 227.7202-1(a), DFAR 227.7202-3(a), and DFAR 227.7202-4, and, to the extent required under U.S.
federal law, the minimum restricted rights as set out in FAR 52.227-19 (DEC 2007). If FAR 52.227-19 is applicable, this provision
serves as notice under clause (c) thereof and no other notice is required to be affixed to the Software or documentation. The
Government’s rights in Software and documentation shall be only those set forth in this Agreement.

SAS Institute Inc., SAS Campus Drive, Cary, NC 27513-2414

November 2016

SAS® and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc. in the
USA and other countries. ® indicates USA registration.

Other brand and product names are trademarks of their respective companies.

SAS software may be provided with certain third-party software, including but not limited to open-source software, which is
licensed under its applicable third-party software license agreement. For license information about third-party software distributed
with SAS software, refer to http://support.sas.com/thirdpartylicenses .

http://support.sas.com/thirdpartylicenses


Chapter 89

The PLS Procedure

Contents
Overview: PLS Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7160

Basic Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7160
Getting Started: PLS Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7161

Spectrometric Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7161
Syntax: PLS Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7170

PROC PLS Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7170
BY Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7177
CLASS Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7177
EFFECT Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7178
ID Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7179
MODEL Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7179
OUTPUT Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7180

Details: PLS Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7181
Regression Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7181
Cross Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7185
Centering and Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7186
Missing Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7187
Displayed Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7187
ODS Table Names . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7188
ODS Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7189

Examples: PLS Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7191
Example 89.1: Examining Model Details . . . . . . . . . . . . . . . . . . . . . . . . 7191
Example 89.2: Examining Outliers . . . . . . . . . . . . . . . . . . . . . . . . . . . 7198
Example 89.3: Choosing a PLS Model by Test Set Validation . . . . . . . . . . . . . 7200
Example 89.4: Partial Least Squares Spline Smoothing . . . . . . . . . . . . . . . . . 7206

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7212



7160 F Chapter 89: The PLS Procedure

Overview: PLS Procedure

The PLS procedure �ts models by using any one of a number of linear predictive methods, includingpartial
least squares(PLS). Ordinary least squares regression, as implemented in SAS/STAT procedures such as
PROC GLM and PROC REG, has the single goal of minimizing sample response prediction error, seeking
linear functions of the predictors that explain as much variation in each response as possible. The techniques
implemented in the PLS procedure have the additional goal of accounting for variation in the predictors,
under the assumption that directions in the predictor space that are well sampled should provide better
prediction fornewobservations when the predictors are highly correlated. All of the techniques implemented
in the PLS procedure work by extracting successive linear combinations of the predictors, calledfactors(also
calledcomponents, latent vectors, or latent variables), which optimally address one or both of these two
goals—explaining response variation and explaining predictor variation. In particular, the method of partial
least squares balances the two objectives, seeking factors that explain both response and predictor variation.

Note that the name “partial least squares” also applies to a more general statistical method that isnot
implemented in this procedure. The partial least squares method was originally developed in the 1960s by
the econometrician Herman Wold (1966) for modeling “paths” of causal relation between any number of
“blocks” of variables. However, the PLS procedure �ts onlypredictivepartial least squares models, with one
“block” of predictors and one “block” of responses. If you are interested in �tting more general path models,
you should consider using the CALIS procedure.

Basic Features

The techniques implemented by the PLS procedure are as follows:

� principal components regression, which extracts factors to explain as much predictor sample variation
as possible

� reduced rank regression, which extracts factors to explain as much response variation as possible. This
technique, also known as (maximum) redundancy analysis, differs from multivariate linear regression
only when there are multiple responses.

� partial least squares regression, which balances the two objectives of explaining response variation and
explaining predictor variation. Two different formulations for partial least squares are available: the
original predictive method of Wold (1966) and the SIMPLS method of De Jong (1993).

The number of factors to extract depends on the data. Basing the model on more extracted factors improves
the model �t to the observed data, but extracting too many factors can causeover�tting—that is, tailoring
the model too much to the current data, to the detriment of future predictions. The PLS procedure enables
you to choose the number of extracted factors bycross validation—that is, �tting the model to part of the
data, minimizing the prediction error for the un�tted part, and iterating with different portions of the data in
the roles of �tted and un�tted. Various methods of cross validation are available, including one-at-a-time
validation and splitting the data into blocks. The PLS procedure also offers test set validation, where the
model is �t to the entire primary input data set and the �t is evaluated over a distinct test data set.
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You can use the general linear modeling approach of the GLM procedure to specify a model for your design,
allowing for general polynomial effects as well as classi�cation or ANOVA effects. You can save the model
�t by the PLS procedure in a data set and apply it to new data by using the SCORE procedure.

The PLS procedure uses ODS Graphics to create graphs as part of its output. For general information
about ODS Graphics, see Chapter 21, “Statistical Graphics Using ODS.” For speci�c information about the
statistical graphics available with the PLS procedure, see the PLOTS options in the PROC PLS statements
and the section “ODS Graphics” on page 7189.

Getting Started: PLS Procedure

Spectrometric Calibration

The example in this section illustrates basic features of the PLS procedure. The data are reported in Umetrics
(1995); the original source is Lindberg, Persson, and Wold (1983). Suppose that you are researching pollution
in the Baltic Sea, and you would like to use the spectra of samples of seawater to determine the amounts
of three compounds present in samples from the Baltic Sea: lignin sulfonate (ls: pulp industry pollution),
humic acids (ha: natural forest products), and optical whitener from detergent (dt). Spectrometric calibration
is a type of problem in which partial least squares can be very effective. The predictors are the spectra
emission intensities at different frequencies in sample spectrum, and the responses are the amounts of various
chemicals in the sample.

For the purposes of calibrating the model, samples with known compositions are used. The calibration data
consist of 16 samples of known concentrations ofls, ha, anddt, with spectra based on 27 frequencies (or,
equivalently, wavelengths). The following statements create a SAS data set namedSample for these data.

data Sample;
input obsnam $ v1-v27 ls ha dt @@;
datalines;

EM1 2766 2610 3306 3630 3600 3438 3213 3051 2907 2844 2796
2787 2760 2754 2670 2520 2310 2100 1917 1755 1602 1467
1353 1260 1167 1101 1017 3.0110 0.0000 0.00

EM2 1492 1419 1369 1158 958 887 905 929 920 887 800
710 617 535 451 368 296 241 190 157 128 106

89 70 65 56 50 0.0000 0.4005 0.00
EM3 2450 2379 2400 2055 1689 1355 1109 908 750 673 644

640 630 618 571 512 440 368 305 247 196 156
120 98 80 61 50 0.0000 0.0000 90.63

EM4 2751 2883 3492 3570 3282 2937 2634 2370 2187 2070 2007
1974 1950 1890 1824 1680 1527 1350 1206 1080 984 888

810 732 669 630 582 1.4820 0.1580 40.00
EM5 2652 2691 3225 3285 3033 2784 2520 2340 2235 2148 2094

2049 2007 1917 1800 1650 1464 1299 1140 1020 909 810
726 657 594 549 507 1.1160 0.4104 30.45

EM6 3993 4722 6147 6720 6531 5970 5382 4842 4470 4200 4077
4008 3948 3864 3663 3390 3090 2787 2481 2241 2028 1830
1680 1533 1440 1314 1227 3.3970 0.3032 50.82

EM7 4032 4350 5430 5763 5490 4974 4452 3990 3690 3474 3357
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3300 3213 3147 3000 2772 2490 2220 1980 1779 1599 1440
1320 1200 1119 1032 957 2.4280 0.2981 70.59

EM8 4530 5190 6910 7580 7510 6930 6150 5490 4990 4670 4490
4370 4300 4210 4000 3770 3420 3060 2760 2490 2230 2060
1860 1700 1590 1490 1380 4.0240 0.1153 89.39

EM9 4077 4410 5460 5857 5607 5097 4605 4170 3864 3708 3588
3537 3480 3330 3192 2910 2610 2325 2064 1830 1638 1476
1350 1236 1122 1044 963 2.2750 0.5040 81.75

EM10 3450 3432 3969 4020 3678 3237 2814 2487 2205 2061 2001
1965 1947 1890 1776 1635 1452 1278 1128 981 867 753

663 600 552 507 468 0.9588 0.1450 101.10
EM11 4989 5301 6807 7425 7155 6525 5784 5166 4695 4380 4197

4131 4077 3972 3777 3531 3168 2835 2517 2244 2004 1809
1620 1470 1359 1266 1167 3.1900 0.2530 120.00

EM12 5340 5790 7590 8390 8310 7670 6890 6190 5700 5380 5200
5110 5040 4900 4700 4390 3970 3540 3170 2810 2490 2240
2060 1870 1700 1590 1470 4.1320 0.5691 117.70

EM13 3162 3477 4365 4650 4470 4107 3717 3432 3228 3093 3009
2964 2916 2838 2694 2490 2253 2013 1788 1599 1431 1305
1194 1077 990 927 855 2.1600 0.4360 27.59

EM14 4380 4695 6018 6510 6342 5760 5151 4596 4200 3948 3807
3720 3672 3567 3438 3171 2880 2571 2280 2046 1857 1680
1548 1413 1314 1200 1119 3.0940 0.2471 61.71

EM15 4587 4200 5040 5289 4965 4449 3939 3507 3174 2970 2850
2814 2748 2670 2529 2328 2088 1851 1641 1431 1284 1134
1020 918 840 756 714 1.6040 0.2856 108.80

EM16 4017 4725 6090 6570 6354 5895 5346 4911 4611 4422 4314
4287 4224 4110 3915 3600 3240 2913 2598 2325 2088 1917
1734 1587 1452 1356 1257 3.1620 0.7012 60.00

;

Fitting a PLS Model

To isolate a few underlying spectral factors that provide a good predictive model, you can �t a PLS model to
the 16 samples by using the following SAS statements:

proc pls data=sample;
model ls ha dt = v1-v27;

run;

By default, the PLS procedure extracts at most 15 factors. The procedure lists the amount of variation
accounted for by each of these factors, both individual and cumulative; this listing is shown in Figure 89.1.
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Figure 89.1 PLS Variation Summary

Note that all of the variation in both the predictors and the responses is accounted for by only 15 factors; this
is because there are only 16 sample observations. More important, almost all of the variation is accounted for
with even fewer factors—one or two for the predictors and three to eight for the responses.

Selecting the Number of Factors by Cross Validation

A PLS model is not complete until you choose the number of factors. You can choose the number of factors
by using cross validation, in which the data set is divided into two or more groups. You �t the model to all
groups except one, and then you check the capability of the model to predict responses for the group omitted.
Repeating this for each group, you then can measure the overall capability of a given form of the model. The
predicted residual sum of squares (PRESS) statistic is based on the residuals generated by this process.

To select the number of extracted factors by cross validation, you specify the CV= option with an argument
that says which cross validation method to use. For example, a common method is split-sample validation,
in which the different groups are composed of everynth observation beginning with the �rst, everynth
observation beginning with the second, and so on. You can use the CV=SPLIT option to specify split-sample
validation withn = 7 by default, as in the following SAS statements:

proc pls data=sample cv=split;
model ls ha dt = v1-v27;

run;

The resulting output is shown in Figure 89.2 and Figure 89.3.
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Figure 89.2 Split-Sample Validated PRESS Statistics for Number of Factors

Figure 89.3 PLS Variation Summary for Split-Sample Validated Model
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The absolute minimum PRESS is achieved with six extracted factors. Notice, however, that this is not much
smaller than the PRESS for three factors. By using the CVTEST option, you can perform a statistical model
comparison suggested by Van der Voet (1994) to test whether this difference is signi�cant, as shown in the
following SAS statements:

proc pls data=sample cv=split cvtest(seed=12345);
model ls ha dt = v1-v27;

run;

The model comparison test is based on a rerandomization of the data. By default, the seed for this randomiza-
tion is based on the system clock, but it is speci�ed here. The resulting output is shown in Figure 89.4 and
Figure 89.5.

Figure 89.4 Testing Split-Sample Validation for Number of Factors
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Figure 89.5 PLS Variation Summary for Tested Split-Sample Validated Model

Thep-value of 0.1430 in comparing the cross validated residuals from models with 6 and 3 factors indicates
that the difference between the two models is insigni�cant; therefore, the model with fewer factors is preferred.
The variation summary shows that over 99% of the predictor variation and over 90% of the response variation
are accounted for by the three factors.

Predicting New Observations

Now that you have chosen a three-factor PLS model for predicting pollutant concentrations based on sample
spectra, suppose that you have two new samples. The following SAS statements create a data set containing
the spectra for the new samples:

data newobs;
input obsnam $ v1-v27 @@;
datalines;

EM17 3933 4518 5637 6006 5721 5187 4641 4149 3789
3579 3447 3381 3327 3234 3078 2832 2571 2274
2040 1818 1629 1470 1350 1245 1134 1050 987

EM25 2904 2997 3255 3150 2922 2778 2700 2646 2571
2487 2370 2250 2127 2052 1713 1419 1200 984

795 648 525 426 351 291 240 204 162
;

You can apply the PLS model to these samples to estimate pollutant concentration. To do so, append the new
samples to the original 16, and specify that the predicted values for all 18 be output to a data set, as shown in
the following statements:

data all;
set sample newobs;

run;

proc pls data=all nfac=3;
model ls ha dt = v1-v27;
output out=pred p=p_ls p_ha p_dt;

run;

proc print data=pred;
where (obsnam in (�EM17�,�EM25�));
var obsnam p_ls p_ha p_dt;

run;
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The new observations are not used in calculating the PLS model, since they have no response values. Their
predicted concentrations are shown in Figure 89.6.

Figure 89.6 Predicted Concentrations for New Observations

Finally, if ODS Graphics is enabled, PLS also displays by default a plot of the amount of variation accounted
for by each factor, as well as a correlations loading plot that summarizes the �rst two dimensions of the PLS
model. The following statements, which are the same as the previous split-sample validation analysis but
with ODS Graphics enabled, additionally produce Figure 89.7 and Figure 89.8:

ods graphics on;

proc pls data=sample cv=split cvtest(seed=12345);
model ls ha dt = v1-v27;

run;

Figure 89.7 Split-Sample Cross Validation Plot
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