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Overview: FASTCLUS Procedure
The FASTCLUS procedure performs a disjoint cluster analysis on the basis of distances computed from one
or more quantitative variables. The observations are divided into clusters such that every observation belongs
to one and only one cluster; the clusters do not form a tree structure as they do in the CLUSTER procedure.
If you want separate analyses for different numbers of clusters, you can run PROC FASTCLUS once for each
analysis. Alternatively, to do hierarchical clustering on a large data set, use PROC FASTCLUS to find initial
clusters, and then use those initial clusters as input to PROC CLUSTER.

By default, the FASTCLUS procedure uses Euclidean distances, so the cluster centers are based on least
squares estimation. This kind of clustering method is often called a k-means model, since the cluster centers
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are the means of the observations assigned to each cluster when the algorithm is run to complete convergence.
Each iteration reduces the least squares criterion until convergence is achieved.

Often there is no need to run the FASTCLUS procedure to convergence. PROC FASTCLUS is designed to
�nd good clusters (but not necessarily the best possible clusters) with only two or three passes through the
data set. The initialization method of PROC FASTCLUS guarantees that, if there exist clusters such that
all distances between observations in the same cluster are less than all distances between observations in
different clusters, and if you tell PROC FASTCLUS the correct number of clusters to �nd, it can always �nd
such a clustering without iterating. Even with clusters that are not as well separated, PROC FASTCLUS
usually �nds initial seeds that are suf�ciently good that few iterations are required. Hence, by default, PROC
FASTCLUS performs only one iteration.

The initialization method used by the FASTCLUS procedure makes it sensitive to outliers. PROC FASTCLUS
can be an effective procedure for detecting outliers because outliers often appear as clusters with only one
member.

The FASTCLUS procedure can use anL p (leastpth powers) clustering criterion (Spath 1985, pp. 62–63)
instead of the least squares (L 2) criterion used ink-means clustering methods. The LEAST=p option speci�es
the powerp to be used. Using the LEAST= option increases execution time since more iterations are usually
required, and the default iteration limit is increased when you specify LEAST=p. Values ofp less than 2
reduce the effect of outliers on the cluster centers compared with least squares methods; values ofp greater
than 2 increase the effect of outliers.

The FASTCLUS procedure is intended for use with large data sets, with 100 or more observations. With
small data sets, the results can be highly sensitive to the order of the observations in the data set.

PROC FASTCLUS uses algorithms that place a larger in�uence on variables with larger variance, so it might
be necessary to standardize the variables before performing the cluster analysis. See the “Using PROC
FASTCLUS” section for standardization details.

PROC FASTCLUS produces brief summaries of the clusters it �nds. For more extensive examination of the
clusters, you can request an output data set containing a cluster membership variable.

Background

The FASTCLUS procedure combines an effective method for �nding initial clusters with a standard iterative
algorithm for minimizing the sum of squared distances from the cluster means. The result is an ef�cient
procedure for disjoint clustering of large data sets. PROC FASTCLUS was directly inspired by the Hartigan
(1975)leader algorithmand the MacQueen (1967)k-means algorithm. PROC FASTCLUS uses a method
that Anderberg (1973) callsnearest centroid sorting. A set of points calledcluster seedsis selected as a
�rst guess of the means of the clusters. Each observation is assigned to the nearest seed to form temporary
clusters. The seeds are then replaced by the means of the temporary clusters, and the process is repeated until
no further changes occur in the clusters. Similar techniques are described in most references on clustering
(Anderberg 1973; Hartigan 1975; Everitt 1980; Spath 1980).

The FASTCLUS procedure differs from other nearest centroid sorting methods in the way the initial cluster
seeds are selected. The importance of initial seed selection is demonstrated by Milligan (1980).

The clustering is done on the basis of Euclidean distances computed from one or more numeric variables. If
there are missing values, PROC FASTCLUS computes an adjusted distance by using the nonmissing values.
Observations that are very close to each other are usually assigned to the same cluster, while observations
that are far apart are in different clusters.
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The FASTCLUS procedure operates in four steps:

1. Observations calledcluster seedsare selected.

2. If you specify the DRIFT option, temporary clusters are formed by assigning each observation to the
cluster with the nearest seed. Each time an observation is assigned, the cluster seed is updated as the
current mean of the cluster. This method is sometimes calledincremental, on-line, or adaptivetraining.

3. If the maximum number of iterations is greater than zero, clusters are formed by assigning each
observation to the nearest seed. After all observations are assigned, the cluster seeds are replaced by
either the cluster means or other location estimates (cluster centers) appropriate to the LEAST=p option.
This step can be repeated until the changes in the cluster seeds become small or zero (MAXITER=n �
1).

4. Final clusters are formed by assigning each observation to the nearest seed.

If PROC FASTCLUS runs to complete convergence, the �nal cluster seeds will equal the cluster means or
cluster centers. If PROC FASTCLUS terminates before complete convergence, which often happens with
the default settings, the �nal cluster seeds might not equal the cluster means or cluster centers. If you want
complete convergence, specify CONVERGE=0 and a large value for the MAXITER= option.

The initial cluster seeds must be observations with no missing values. You can specify the maximum number
of seeds (and, hence, clusters) by using the MAXCLUSTERS= option. You can also specify a minimum
distance by which the seeds must be separated by using the RADIUS= option.

PROC FASTCLUS always selects the �rst complete (no missing values) observation as the �rst seed. The next
complete observation that is separated from the �rst seed by at least the distance speci�ed in the RADIUS=
option becomes the second seed. Later observations are selected as new seeds if they are separated from all
previous seeds by at least the radius, as long as the maximum number of seeds is not exceeded.

If an observation is complete but fails to qualify as a new seed, PROC FASTCLUS considers using it to
replace one of the old seeds. Two tests are made to see if the observation can qualify as a new seed.

First, an old seed is replaced if the distance between the observation and the closest seed is greater than the
minimum distance between seeds. The seed that is replaced is selected from the two seeds that are closest to
each other. The seed that is replaced is the one of these two with the shortest distance to the closest of the
remaining seeds when the other seed is replaced by the current observation.

If the observation fails the �rst test for seed replacement, a second test is made. The observation replaces the
nearest seed if the smallest distance from the observation to all seeds other than the nearest one is greater
than the shortest distance from the nearest seed to all other seeds. If the observation fails this test, PROC
FASTCLUS goes on to the next observation.

You can specify the REPLACE= option to limit seed replacement. You can omit the second test for seed
replacement (REPLACE=PART), causing PROC FASTCLUS to run faster, but the seeds selected might not
be as widely separated as those obtained by the default method. You can also suppress seed replacement
entirely by specifying REPLACE=NONE. In this case, PROC FASTCLUS runs much faster, but you must
choose a good value for the RADIUS= option in order to get good clusters. This method is similar to the
Hartigan (1975, pp. 74–78) leader algorithm and thesimple cluster seeking algorithmdescribed by Tou and
Gonzalez (1974, pp. 90–92).
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Getting Started: FASTCLUS Procedure

The following example demonstrates how to use the FASTCLUS procedure to compute disjoint clusters of
observations in a SAS data set.

The data in this example are measurements taken on 159 freshwater �sh caught from the same lake (Laengel-
maevesi) near Tampere in Finland. This data set is available from Puranen.

The species (bream, parkki, pike, perch, roach, smelt, and white�sh), weight, three different length measure-
ments (measured from the nose of the �sh to the beginning of its tail, the notch of its tail, and the end of its
tail), height, and width of each �sh are tallied. The height and width are recorded as percentages of the third
length variable.

Suppose that you want to group empirically the �sh measurements into clusters and that you want to associate
the clusters with the species. You can use the FASTCLUS procedure to perform a cluster analysis.

The following DATA step creates the SAS data setFish:

proc format;
value specfmt

1=�Bream�
2=�Roach�
3=�Whitefish�
4=�Parkki�
5=�Perch�
6=�Pike�
7=�Smelt�;

run;

data fish (drop=HtPct WidthPct);
title �Fish Measurement Data�;
input Species Weight Length1 Length2 Length3 HtPct WidthPct @@;

*** transform variables;
if Weight <= 0 or Weight =. then delete;
Weight3=Weight ** (1/3);
Height=HtPct * Length3/(Weight3 * 100);
Width=WidthPct * Length3/(Weight3 * 100);
Length1=Length1/Weight3;
Length2=Length2/Weight3;
Length3=Length3/Weight3;
logLengthRatio=log(Length3/Length1);

format Species specfmt.;
symbol = put(Species, specfmt2.);
datalines;

1 242.0 23.2 25.4 30.0 38.4 13.4 1 290.0 24.0 26.3 31.2 40.0 13.8
1 340.0 23.9 26.5 31.1 39.8 15.1 1 363.0 26.3 29.0 33.5 38.0 13.3
1 430.0 26.5 29.0 34.0 36.6 15.1 1 450.0 26.8 29.7 34.7 39.2 14.2
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1 500.0 26.8 29.7 34.5 41.1 15.3 1 390.0 27.6 30.0 35.0 36.2 13.4
1 450.0 27.6 30.0 35.1 39.9 13.8 1 500.0 28.5 30.7 36.2 39.3 13.7
1 475.0 28.4 31.0 36.2 39.4 14.1 1 500.0 28.7 31.0 36.2 39.7 13.3
1 500.0 29.1 31.5 36.4 37.8 12.0 1 . 29.5 32.0 37.3 37.3 13.6
1 600.0 29.4 32.0 37.2 40.2 13.9 1 600.0 29.4 32.0 37.2 41.5 15.0
1 700.0 30.4 33.0 38.3 38.8 13.8 1 700.0 30.4 33.0 38.5 38.8 13.5

... more lines ...

7 19.7 13.2 14.3 15.2 18.9 13.6 7 19.9 13.8 15.0 16.2 18.1 11.6
;

The double trailing at sign (@@) in the INPUT statement speci�es that observations are input from each
line until all values are read. The variables are rescaled in order to adjust for dimensionality. Because the
new variablesWeight3–logLengthRatio depend on the variableWeight, observations with missing values for
Weight are not added to the data set. Consequently, there are 157 observations in the SAS data setFish.

In theFish data set, the variables are not measured in the same units and cannot be assumed to have equal
variance. Therefore, it is necessary to standardize the variables before performing the cluster analysis.

The following statements standardize the variables and perform a cluster analysis on the standardized data:

proc stdize data=Fish out=Stand method=std;
var Length1 logLengthRatio Height Width Weight3;

run;

proc fastclus data=Stand out=Clust
maxclusters=7 maxiter=100;

var Length1 logLengthRatio Height Width Weight3;
run;

The STDIZE procedure is �rst used to standardize all the analysis variables to a mean of 0 and standard
deviation of 1. The procedure creates the output data setStand to contain the transformed variables (for
detailed information,see Chapter 108, “The STDIZE Procedure”).

The FASTCLUS procedure then uses the data setStand as input and creates the data setClust. This output
data set contains the original variables and two new variables,Cluster andDistance. The variableCluster
contains the cluster number to which each observation has been assigned. The variableDistance gives the
distance from the observation to its cluster seed.

It is usually desirable to try several values of the MAXCLUSTERS= option. A reasonable beginning for this
example is to use MAXCLUSTERS=7, since there are seven species of �sh represented in the data setFish.

The VAR statement speci�es the variables used in the cluster analysis.

The results from this analysis are displayed in the following �gures.
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Figure 39.1 Initial Seeds Used in the FASTCLUS Procedure

the Figure 39.1 displays the table of initial seeds used for each variable and cluster. The �rst line in the
�gure displays the option settings for REPLACE, RADIUS, MAXCLUSTERS, and MAXITER. These
options, with the exception of MAXCLUSTERS and MAXITER, are set at their respective default values
(REPLACE=FULL, RADIUS=0). Both the MAXCLUSTERS= and MAXITER= options are set in the PROC
FASTCLUS statement.

Next, PROC FASTCLUS produces a table of summary statistics for the clusters. Figure 39.2 displays the
number of observations in the cluster (frequency) and the root mean squared standard deviation. The next
two columns display the largest Euclidean distance from the cluster seed to any observation within the cluster
and the number of the nearest cluster.

The last column of the table displays the distance between the centroid of the nearest cluster and the centroid
of the current cluster. A centroid is the point having coordinates that are the means of all the observations in
the cluster.

Figure 39.2 Cluster Summary Table from the FASTCLUS Procedure

Figure 39.3 displays the table of statistics for the variables. The table lists for each variable the total standard
deviation, the pooled within-cluster standard deviation and the R-square value for predicting the variable
from the cluster. The ratio of between-cluster variance to within-cluster variance (R2 to 1 � R2) appears in
the last column.
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Figure 39.3 Statistics for Variables Used in the FASTCLUS Procedure

The pseudoF statistic, approximate expected overall R square, and cubic clustering criterion (CCC) are listed
at the bottom of the �gure. You can compare values of these statistics by running PROC FASTCLUS with
different values for the MAXCLUSTERS= option. The R square and CCC values are not valid for correlated
variables.

Values of the cubic clustering criterion greater than 2 or 3 indicate good clusters. Values between 0 and 2
indicate potential clusters, but they should be taken with caution; large negative values can indicate outliers.

PROC FASTCLUS next produces the within-cluster means and standard deviations of the variables, displayed
in Figure 39.4.

Figure 39.4 Cluster Means and Standard Deviations from the FASTCLUS Procedure
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It is useful to study further the clusters calculated by the FASTCLUS procedure. One method is to look at a
frequency tabulation of the clusters with other classi�cation variables. The following statements invoke the
FREQ procedure to crosstabulate the empirical clusters with the variableSpecies:

proc freq data=Clust;
tables Species * Cluster;

run;

Figure 39.5 displays the marked division between clusters.

Figure 39.5 Frequency Table of Cluster versus Species

For cases in which you have three or more clusters, you can use the CANDISC and SGPLOT procedures to
obtain a graphical check on the distribution of the clusters. In the following statements, the CANDISC and
SGPLOT procedures are used to compute canonical variables and plot the clusters:
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proc candisc data=Clust out=Can noprint;
class Cluster;
var Length1 logLengthRatio Height Width Weight3;

run;

proc sgplot data=Can;
scatter y=Can2 x=Can1 / group=Cluster;

run;

First, the CANDISC procedure is invoked to perform a canonical discriminant analysis by using the data
setClust and creating the output SAS data setCan. The NOPRINT option suppresses display of the output.
The CLASS statement speci�es the variableCluster to de�ne groups for the analysis. The VAR statement
speci�es the variables used in the analysis.

Next, the SGPLOT procedure plots the two canonical variables from PROC CANDISC,Can1 andCan2.
The SCATTER statement speci�es the variableCluster as the group identi�cation variable. The resulting plot
(Figure 39.6) illustrates the spatial separation of the clusters calculated in the FASTCLUS procedure.

Figure 39.6 Plot of Canonical Variables and Cluster Value
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Syntax: FASTCLUS Procedure

The following statements are available in the FASTCLUS procedure:

PROC FASTCLUS < MAXCLUSTERS=n > < RADIUS=t > < options > ;
VAR variables ;
ID variables ;
FREQ variable ;
WEIGHT variable ;
BY variables ;

Usually you need only the VAR statement in addition to the PROC FASTCLUS statement. The BY, FREQ,
ID, VAR, and WEIGHT statements are described in alphabetical order after the PROC FASTCLUS statement.

PROC FASTCLUS Statement

PROC FASTCLUS < MAXCLUSTERS=n > < RADIUS=t > < options > ;

The PROC FASTCLUS statement invokes the FASTCLUS procedure. You must specify the MAXCLUS-
TERS= option or RADIUS= option or both in the PROC FASTCLUS statement.

MAXCLUSTERS=n

MAXC=n
speci�es the maximum number of clusters permitted. If you omit the MAXCLUSTERS= option, a
value of 100 is assumed.

RADIUS=t

R=t
establishes the minimum distance criterion for selecting new seeds. No observation is considered as a
new seed unless its minimum distance to previous seeds exceeds the value given by the RADIUS=
option. The default value is 0. If you specify the REPLACE=RANDOM option, the RADIUS= option
is ignored.
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You can specify the following options in the PROC FASTCLUS statement. Table 39.1 summarizes the
options available in the PROC FASTCLUS statement.

Table 39.1 PROC FASTCLUS Statement Options

Option Description

Specify input and output data sets
DATA= Speci�es input data set
INSTAT= Speci�es input SAS data set previously created by the OUTSTAT= option
SEED= Speci�es input SAS data set for selecting initial cluster seeds
VARDEF= Speci�es divisor for variances

Output Data Processing
CLUSTER= Speci�es name for cluster membership variable in OUTSEED= and OUT=

data sets
CLUSTERLABEL= Speci�es label for cluster membership variable in OUTSEED= and OUT=

data sets
OUT= Speci�es output SAS data set containing original data and cluster assign-

ments
OUTITER Speci�es writing to OUTSEED= data set on every iteration
OUTSEED= or MEAN= Speci�es output SAS data set containing cluster centers
OUTSTAT= Speci�es output SAS data set containing statistics

Initial Clusters
DRIFT Permits cluster to seeds to drift during initialization
MAXCLUSTERS= Speci�es maximum number of clusters
RADIUS= Speci�es minimum distance for selecting new seeds
RANDOM= Speci�es seed to initializes pseudo-random number generator
REPLACE= Speci�es seed replacement method

Clustering Methods
CONVERGE= Speci�es convergence criterion
DELETE= Deletes cluster seeds with few observations
LEAST= Optimizes anL p criterion, where1 � p � 1
MAXITER= Speci�es maximum number of iterations
STRICT Prevents an observation from being assigned to a cluster if its distance to

the nearest cluster seed is large



2510 F Chapter 39: The FASTCLUS Procedure

Table 39.1 continued

Option Description

Arcane Algorithmic Options
BINS= Speci�es number of bins used for computing medians for LEAST=1
HC= Speci�es criterion for updating the homotopy parameter
HP= Speci�es initial value of the homotopy parameter
IRLS Uses an iteratively reweighted least squares method instead of the modi�ed

Ekblom-Newton method for 1 <p < 2

Missing Values
IMPUTE Imputes missing values after �nal cluster assignment
NOMISS Excludes observations with missing values

Control Displayed Output
DISTANCE Displays distances between cluster centers
LIST Displays cluster assignments for all observations
NOPRINT Suppresses displayed output
SHORT Suppresses display of large matrices
SUMMARY Suppresses display of all results except for the cluster summary

VARIABLESAREUNCORRELATED Suppresses warning in output

The following list provides details on these options. The list is in alphabetical order.

BINS=n
speci�es the number of bins used in the bin-sort algorithm for computing medians for LEAST=1. By
default, PROC FASTCLUS uses from 10 to 100 bins, depending on the amount of memory available.
Larger values use more memory and make each iteration somewhat slower, but they can reduce the
number of iterations. Smaller values have the opposite effect. The minimum value ofn is 5.

CLUSTER=name
speci�es a name for the variable in the OUTSEED= and OUT= data sets that indicates cluster
membership. The default name for this variable isCLUSTER.

CLUSTERLABEL= name
speci�es a label for the variable CLUSTER in the OUTSEED= and OUT= data sets. By default this
variable has no label.

CONVERGE=c

CONV=c
speci�es the convergence criterion. Any nonnegative value is permitted. The default value is 0.0001
for all values ofp if LEAST=p is explicitly speci�ed; otherwise, the default value is 0.02. Iterations
stop when the maximum relative change in the cluster seeds is less than or equal to the convergence
criterion and additional conditions on the homotopy parameter, if any, are satis�ed (see the HP=
option). The relative change in a cluster seed is the distance between the old seed and the new seed
divided by a scaling factor. If you do not specify the LEAST= option, the scaling factor is the minimum
distance between the initial seeds. If you specify the LEAST= option, the scaling factor is anL 1 scale
estimate and is recomputed on each iteration. Specify the CONVERGE= option only if you specify a
MAXITER= value greater than 1.
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DATA=SAS-data-set
speci�es the input data set containing observations to be clustered. If you omit the DATA= option, the
most recently created SAS data set is used. The data must be coordinates, not distances, similarities, or
correlations.

DELETE=n
deletes cluster seeds to whichn or fewer observations are assigned. Deletion occurs after processing
for the DRIFT option is completed and after each iteration speci�ed by the MAXITER= option. Cluster
seeds are not deleted after the �nal assignment of observations to clusters, so in rare cases a �nal cluster
might not have more thann members. The DELETE= option is ineffective if you specify MAXITER=0
and do not specify the DRIFT option. By default, no cluster seeds are deleted.

DISTANCE | DIST
computes distances between the cluster means.

DRIFT
executes the second of the four steps described in the section “Background” on page 2500. After initial
seed selection, each observation is assigned to the cluster with the nearest seed. After an observation is
processed, the seed of the cluster to which it is assigned is recalculated as the mean of the observations
currently assigned to the cluster. Thus, the cluster seeds drift about rather than remaining �xed for the
duration of the pass.

HC=c

HP=p1 < p2 >
pertains to the homotopy parameter for LEAST=p, where 1 <p < 2. You should specify these options
only if you encounter convergence problems when you use the default values.

For 1 <p < 2, PROC FASTCLUS tries to optimize a perturbed variant of theL p clustering criterion
(Gonin and Money 1989, pp. 5–6).

When the homotopy parameter is 0, the optimization criterion is equivalent to the clustering criterion.
For a large homotopy parameter, the optimization criterion approaches the least squares criterion
and is therefore easy to optimize. Beginning with a large homotopy parameter, PROC FASTCLUS
gradually decreases it by a factor in the range [0.01,0.5] over the course of the iterations. When both
the homotopy parameter and the convergence measure are suf�ciently small, the optimization process
is declared to have converged.

If the initial homotopy parameter is too large or if it is decreased too slowly, the optimization can
require many iterations. If the initial homotopy parameter is too small or if it is decreased too quickly,
convergence to a local optimum is likely. The following list gives details on setting the homotopy
parameter.

HC=c speci�es the criterion for updating the homotopy parameter. The homotopy parameter
is updated when the maximum relative change in the cluster seeds is less than or equal
to c. The default is the minimum of 0.01 and 100 times the value of the CONVERGE=
option.

HP=p1 speci�esp1 as the initial value of the homotopy parameter. The default is 0.05 if the
modi�ed Ekblom-Newton method is used; otherwise, it is 0.25.

HP=p1 p2 also speci�esp2 as the minimum value for the homotopy parameter, which must be
reached for convergence. The default is the minimum ofp1 and 0.01 times the value of
the CONVERGE= option.
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IMPUTE
requests imputation of missing values after the �nal assignment of observations to clusters. If an
observation that is assigned (or would have been assigned) to a cluster has a missing value for variables
used in the cluster analysis, the missing value is replaced by the corresponding value in the cluster
seed to which the observation is assigned (or would have been assigned). If the observation cannot be
assigned to a cluster, missing value replacement depends on whether or not the NOMISS option is
speci�ed. If NOMISS is not speci�ed, missing values are replaced by the mean of all observations
in the DATA= data set having a value for that variable. If NOMISS is speci�ed, missing values are
replace by the mean of only observations used in the analysis. (A weighted mean is used if a variable
is speci�ed in the WEIGHT statement.) For information about cluster assignment see the section
“OUT= Data Set” on page 2518. If you specify the IMPUTE option, the imputed values are not used in
computing cluster statistics.

If you also request an OUT= data set, it contains the imputed values.

INSTAT=SAS-data-set
reads a SAS data set previously created with the FASTCLUS procedure by using the OUTSTAT=
option. If you specify the INSTAT= option, no clustering iterations are performed and no output is
displayed. Only cluster assignment and imputation are performed as an OUT= data set is created.

IRLS
causes PROC FASTCLUS to use an iteratively reweighted least squares method instead of the modi�ed
Ekblom-Newton method. If you specify the IRLS option, you must also specify LEAST=p, where 1 <
p < 2. Use the IRLS option only if you encounter convergence problems with the default method.

LEAST=p | MAX

L=p | MAX
causes PROC FASTCLUS to optimize anL p criterion, where1 � p � 1 (Spath 1985, pp. 62–63).
In�nity is indicated by LEAST=MAX. The value of this clustering criterion is displayed in the iteration
history.

If you do not specify the LEAST= option, PROC FASTCLUS uses the least squares (L 2) criterion.
However, the default number of iterations is only 1 if you omit the LEAST= option, so the optimization
of the criterion is generally not completed. If you specify the LEAST= option, the maximum number
of iterations is increased to permit the optimization process a chance to converge. See the MAXITER=
n option for details.

Specifying the LEAST= option also changes the default convergence criterion from 0.02 to 0.0001.
See the CONVERGE=c for details.

When LEAST=2, PROC FASTCLUS tries to minimize the root mean squared difference between the
data and the corresponding cluster means.

When LEAST=1, PROC FASTCLUS tries to minimize the mean absolute difference between the data
and the corresponding cluster medians.

When LEAST=MAX, PROC FASTCLUS tries to minimize the maximum absolute difference between
the data and the corresponding cluster midranges.

For general values ofp, PROC FASTCLUS tries to minimize thepth root of the mean of thepth
powers of the absolute differences between the data and the corresponding cluster seeds.
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The divisor in the clustering criterion is either the number of nonmissing data used in the analysis or, if
there is a WEIGHT statement, the sum of the weights corresponding to all the nonmissing data used in
the analysis (that is, an observation withn nonmissing data contributesn times the observation weight
to the divisor). The divisor is not adjusted for degrees of freedom.

The method for updating cluster seeds during iteration depends on the LEAST= option, as follows
(Gonin and Money 1989).

LEAST=p Algorithm for Computing Cluster Seeds
p = 1 bin sort for median
1 < p < 2 modi�ed Merle-Spath if you specify IRLS;

otherwise modi�ed Ekblom-Newton
p = 2 arithmetic mean
2 < p < 1 Newton
p D 1 midrange

During the �nal pass, a modi�ed Merle-Spath step is taken to compute the cluster centers for1 � p < 2
or 2 < p < 1 .

If you specify the LEAST=p option with a value other than 2, PROC FASTCLUS computes pooled
scale estimates analogous to the root mean squared standard deviation but based onpth power deviations
instead of squared deviations.

LEAST=p Scale Estimate
p = 1 mean absolute deviation
1 < p < 1 root meanpth-power absolute deviation
p D 1 maximum absolute deviation

The divisors for computing the mean absolute deviation or the root meanpth-power absolute deviation
are adjusted for degrees of freedom just like the divisors for computing standard deviations. This
adjustment can be suppressed by the VARDEF= option.

LIST
lists all observations, giving the value of the ID variable (if any), the number of the cluster to which the
observation is assigned, and the distance between the observation and the �nal cluster seed.

MAXITER=n
speci�es the maximum number of iterations for recomputing cluster seeds. When the value of the
MAXITER= option is greater than zero, PROC FASTCLUS executes the third of the four steps
described in the section “Background” on page 2500. In each iteration, each observation is assigned to
the nearest seed, and the seeds are recomputed as the means of the clusters.

The default value of the MAXITER= option depends on the LEAST=p option.

LEAST=p MAXITER=
not speci�ed 1
p = 1 20
1 < p < 1:5 50
1:5 � p < 2 20
p = 2 10
2 < p � 1 20
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