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Overview: CANDISC Procedure
Canonical discriminant analysis is a dimension-reduction technique related to principal component analysis
and canonical correlation. The methodology that is used in deriving the canonical coefficients parallels that
of a one-way multivariate analysis of variance (MANOVA). MANOVA tests for equality of the mean vector
across class levels. Canonical discriminant analysis finds linear combinations of the quantitative variables
that provide maximal separation between classes or groups. Given a classification variable and several
quantitative variables, the CANDISC procedure derives canonical variables, which are linear combinations
of the quantitative variables that summarize between-class variation in much the same way that principal
components summarize total variation.

The CANDISC procedure performs a canonical discriminant analysis, computes squared Mahalanobis
distances between class means, and performs both univariate and multivariate one-way analyses of variance.
Two output data sets can be produced: one that contains the canonical coefficients and another that contains,
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among other things, scored canonical variables. You can rotate the canonical coefficients by using the
FACTOR procedure. It is customary to standardize the canonical coefficients so that the canonical variables
have means that are equal to 0 and pooled within-class variances that are equal to 1. PROC CANDISC
displays both standardized and unstandardized canonical coefficients. Correlations between the canonical
variables and the original variables in addition to the class means for the canonical variables are also
displayed; these correlations, sometimes known as loadings, are called canonical structures. To aid the
visual interpretation of group differences, you can use ODS Graphics to display graphs of pairs of canonical
variables from the scored canonical variables output data set.

When you have two or more groups of observations that have measurements on several quantitative variables,
canonical discriminant analysis derives a linear combination of the variables that has the highest possible
multiple correlation with the groups. This maximal multiple correlation is called the first canonical correlation.
The coefficients of the linear combination are the canonical coefficients or canonical weights. The variable
that is defined by the linear combination is the first canonical variable or canonical component. The second
canonical correlation is obtained by finding the linear combination uncorrelated with the first canonical
variable that has the highest possible multiple correlation with the groups. The process of extracting canonical
variables can be repeated until the number of canonical variables equals the number of original variables or
the number of classes minus one, whichever is smaller.

The first canonical correlation is at least as large as the multiple correlation between the groups and any
of the original variables. If the original variables have high within-group correlations, the first canonical
correlation can be large even if all the multiple correlations are small. In other words, the first canonical
variable can show substantial differences between the classes, even if none of the original variables do.
Canonical variables are sometimes called discriminant functions, but this usage is ambiguous because the
DISCRIM procedure produces very different functions for classification that are also called discriminant
functions.

For each canonical correlation, PROC CANDISC tests the hypothesis that it and all smaller canonical
correlations are zero in the population. An F approximation (Rao 1973; Kshirsagar 1972) is used that
gives better small-sample results than the usual chi-square approximation. The variables should have an
approximate multivariate normal distribution within each class, with a common covariance matrix in order
for the probability levels to be valid.

Canonical discriminant analysis is equivalent to canonical correlation analysis between the quantitative
variables and a set of dummy variables coded from the CLASS variable. Performing canonical discriminant
analysis is also equivalent to performing the following steps:

1. Transform the variables so that the pooled within-class covariance matrix is an identity matrix.
2. Compute class means on the transformed variables.
3. Perform a principal component analysis on the means, weighting each mean by the number of

observations in the class. The eigenvalues are equal to the ratio of between-class variation to within-
class variation in the direction of each principal component.

4. Back-transform the principal components into the space of the original variables to obtain the canonical
variables.

An interesting property of the canonical variables is that they are uncorrelated whether the correlation is
calculated from the total sample or from the pooled within-class correlations. However, the canonical
coefficients are not orthogonal, so the canonical variables do not represent perpendicular directions through
the space of the original variables.
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Getting Started: CANDISC Procedure
The data in this example are measurements of 159 fish caught in Finland’s Lake Laengelmaevesi; this data set
is available from the Puranen. For each of the seven species (bream, roach, whitefish, parkki, perch, pike, and
smelt), the weight, length, height, and width of each fish are tallied. Three different length measurements are
recorded: from the nose of the fish to the beginning of its tail, from the nose to the notch of its tail, and from
the nose to the end of its tail. The height and width are recorded as percentages of the third length variable.
The fish data set is available from the Sashelp library.

The following step uses PROC CANDISC to find the three canonical variables that best separate the species
of fish in the Sashelp.Fish data and create the output data set outcan. When the NCAN=3 option is specified,
only the first three canonical variables are displayed. The ODS EXCLUDE statement excludes the canonical
structure tables and most of the canonical coefficient tables in order to obtain a more compact set of results.
The TEMPLATE and SGRENDER procedures create a plot of the first two canonical variables. The following
statements produce Figure 31.1 through Figure 31.6:

title 'Fish Measurement Data';

proc candisc data=sashelp.fish ncan=3 out=outcan;
ods exclude tstruc bstruc pstruc tcoef pcoef;
class Species;
var Weight Length1 Length2 Length3 Height Width;

run;

proc template;
define statgraph scatter;

begingraph / attrpriority=none;
entrytitle 'Fish Measurement Data';
layout overlayequated / equatetype=fit

xaxisopts=(label='Canonical Variable 1')
yaxisopts=(label='Canonical Variable 2');
scatterplot x=Can1 y=Can2 / group=species name='fish'

markerattrs=(size=3px);
layout gridded / autoalign=(topright);

discretelegend 'fish' / border=false opaque=false;
endlayout;

endlayout;
endgraph;

end;
run;

proc sgrender data=outcan template=scatter;
run;

PROC CANDISC begins by displaying summary information about the variables in the analysis. This
information includes the number of observations, the number of quantitative variables in the analysis
(specified with the VAR statement), and the number of classes in the classification variable (specified with
the CLASS statement). The frequency of each class is also displayed.
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Figure 31.1 Summary Information

PROC CANDISC performs a multivariate one-way analysis of variance (one-way MANOVA) and provides
four multivariate tests of the hypothesis that the class mean vectors are equal. These tests, shown in
Figure 31.2, indicate that not all the mean vectors are equal (p < 0.0001).

Figure 31.2 MANOVA and Multivariate Tests
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The �rst canonical correlation is the greatest possible multiple correlation with the classes that can be
achieved by using a linear combination of the quantitative variables. The �rst canonical correlation, displayed
in Figure 31.3, is 0.987463. Figure 31.3 also displays a likelihood ratio test of the hypothesis that the current
canonical correlation and all smaller ones are zero. The �rst line is equivalent to Wilks' lambda multivariate
test.

Figure 31.3 Canonical Correlations

The �rst canonical variable,Can1, shows that the linear combination of the centered variablesCan1 =
–0.0006� Weight – 0.33� Length1 2.49� Length2 + 2.60� Length3 + 1.12� Height – 1.45� Width
separates the species most effectively (see Figure 31.4).

Figure 31.4 Raw Canonical Coef�cients
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PROC CANDISC computes the means of the canonical variables for each class. The �rst canonical variable
is the linear combination of the variablesWeight, Length1, Length2, Length3, Height, andWidth that provides
the greatest difference (in terms of a univariateF test) between the class means. The second canonical
variable provides the greatest difference between class means while being uncorrelated with the �rst canonical
variable.

Figure 31.5 Class Means for Canonical Variables

Figure 31.6 displays a plot of the �rst two canonical variables, which shows thatCan1 discriminates among
three groups: (1) bream; (2) white�sh, roach, and parkki; and (3) smelt, pike, and perch.Can2 best
discriminates between pike and the other species.

Figure 31.6 Plot of First Two Canonical Variables
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Syntax: CANDISC Procedure

The following statements are available in the CANDISC procedure:

PROC CANDISC < options > ;
CLASS variable ;
BY variables ;
FREQ variable ;
VAR variables ;
WEIGHT variable ;

The BY, CLASS, FREQ, VAR, and WEIGHT statements are described in alphabetical order after the PROC
CANDISC statement.

PROC CANDISC Statement

PROC CANDISC < options > ;

The PROC CANDISC statement invokes the CANDISC procedure. Table 31.1 summarizes the options
available in the PROC CANDISC statement.

Table 31.1 CANDISC Procedure Options

Option Description

Input Data Set
DATA= Speci�es the input SAS data set
Output Data Sets
OUT= Speci�es the output data set that contains the canonical scores
OUTSTAT= Speci�es the output statistics data set

Method Details
NCAN= Speci�es the number of canonical variables
PREFIX= Speci�es a pre�x for naming the canonical variables
SINGULAR= Speci�es the singularity criterion

Control Displayed Output
ALL Displays all output
ANOVA Displays univariate statistics
BCORR Displays between correlations
BCOV Displays between covariances
BSSCP Displays between SSCPs
DISTANCE Displays squared Mahalanobis distances
NOPRINT Suppresses all displayed output
PCORR Displays pooled correlations
PCOV Displays pooled covariances
PSSCP Displays pooled SSCPs
SHORT Suppresses some displayed output
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Table 31.1 continued

Option Description

SIMPLE Displays simple descriptive statistics
STDMEAN Displays standardized class means
TCORR Displays total correlations
TCOV Displays total covariances
TSSCP Displays total SSCPs
WCORR Displays within correlations
WCOV Displays within covariances
WSSCP Displays within SSCPs

ALL
activates all the display options.

ANOVA
displays univariate statistics for testing the hypothesis that the class means are equal in the population
for each variable.

BCORR
displays between-class correlations.

BCOV
displays between-class covariances. The between-class covariance matrix equals the between-class
SSCP matrix divided byn.c � 1/=c, wheren is the number of observations andc is the number of
classes. The between-class covariances should be interpreted in comparison with the total-sample and
within-class covariances, not as formal estimates of population parameters.

BSSCP
displays the between-class SSCP matrix.

DATA=SAS-data-set
speci�es the data set to be analyzed. The data set can be an ordinary SAS data set or one of several
specially structured data sets created by SAS statistical procedures. These specially structured data
sets include TYPE=CORR, TYPE=COV, TYPE=CSSCP, and TYPE=SSCP. If you omit the DATA=
option, PROC CANDISC uses the most recently created SAS data set.

DISTANCE

MAHALANOBIS
displays squared Mahalanobis distances between the group means, theF statistics, and the correspond-
ing probabilities of greater squared Mahalanobis distances between the group means.

NCAN=n
speci�es the number of canonical variables to be computed. The value ofn must be less than or equal
to the number of variables. If you specify NCAN=0, the procedure displays the canonical correlations
but not the canonical coef�cients, structures, or means. A negative value suppresses the canonical
analysis entirely. Letv be the number of variables in the VAR statement, and letc be the number of
classes. If you omit the NCAN= option, onlymin.v; c � 1/ canonical variables are generated; if you
also specify an OUT= output data set,v canonical variables are generated, and the lastv � .c � 1/
canonical variables have missing values.
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NOPRINT
suppresses the normal display of results. This option temporarily disables the Output Delivery System
(ODS). For more information about ODS, see Chapter 20, “Using the Output Delivery System.”

OUT=SAS-data-set
creates an output SAS data set to contain the original data and the canonical variable scores. If you
want to create a SAS data set in a permanent library, you must specify a two-level name. For more
information about permanent libraries and SAS data sets, seeSAS Language Reference: Concepts.

OUTSTAT=SAS-data-set
creates a TYPE=CORR output SAS data set to contain various statistics, including class means,
standard deviations, correlations, canonical correlations, canonical structures, canonical coef�cients,
and means of canonical variables for each class. If you want to create a SAS data set in a permanent
library, you must specify a two-level name. For more information about permanent libraries and SAS
data sets, seeSAS Language Reference: Concepts.

PCORR
displays pooled within-class correlations (partial correlations based on the pooled within-class covari-
ances).

PCOV
displays pooled within-class covariances.

PREFIX=name
speci�es a pre�x for naming the canonical variables. By default the names areCan1, Can2, Can3, and
so on. If you specify PREFIX=Abc, the components are namedAbc1, Abc2, and so on. The number of
characters in the pre�x plus the number of digits required to designate the canonical variables should
not exceed 32. The pre�x is truncated if the combined length exceeds 32.

PSSCP
displays the pooled within-class corrected SSCP matrix.

SHORT
suppresses the display of canonical structures, canonical coef�cients, and class means on canonical
variables; only tables of canonical correlations and multivariate test statistics are displayed.

SIMPLE
displays simple descriptive statistics for the total sample and within each class.

SINGULAR=p
speci�es the criterion for determining the singularity of the total-sample correlation matrix and the
pooled within-class covariance matrix, where 0 <p < 1. The default is SINGULAR=1E–8.

Let Sbe the total-sample correlation matrix. If the R square for predicting a quantitative variable in the
VAR statement from the variables that precede it exceeds 1 –p, thenS is considered singular. IfS is
singular, the probability levels for the multivariate test statistics and canonical correlations are adjusted
for the number of variables whose R square exceeds 1 –p.

If S is considered singular and the inverse ofS (squared Mahalanobis distances) is required, a quasi
inverse is used instead. For more information, see the section “Quasi-inverse” on page 2286 in
Chapter 36, “The DISCRIM Procedure.”
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STDMEAN
displays total-sample and pooled within-class standardized class means.

TCORR
displays total-sample correlations.

TCOV
displays total-sample covariances.

TSSCP
displays the total-sample corrected SSCP matrix.

WCORR
displays within-class correlations for each class level.

WCOV
displays within-class covariances for each class level.

WSSCP
displays the within-class corrected SSCP matrix for each class level.

BY Statement

BY variables ;

You can specify a BY statement with PROC CANDISC to obtain separate analyses of observations in groups
that are de�ned by the BY variables. When a BY statement appears, the procedure expects the input data
set to be sorted in order of the BY variables. If you specify more than one BY statement, only the last one
speci�ed is used.

If your input data set is not sorted in ascending order, use one of the following alternatives:

� Sort the data by using the SORT procedure with a similar BY statement.

� Specify the NOTSORTED or DESCENDING option in the BY statement for the CANDISC procedure.
The NOTSORTED option does not mean that the data are unsorted but rather that the data are arranged
in groups (according to values of the BY variables) and that these groups are not necessarily in
alphabetical or increasing numeric order.

� Create an index on the BY variables by using the DATASETS procedure (in Base SAS software).

For more information about BY-group processing, see the discussion inSAS Language Reference: Concepts.
For more information about the DATASETS procedure, see the discussion in theBase SAS Procedures Guide.

CLASS Statement

CLASS variable ;

The values of the CLASS variable de�ne the groups for analysis. Class levels are determined by the formatted
values of the CLASS variable. The CLASS variable can be numeric or character. A CLASS statement is
required.
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FREQ Statement

FREQ variable ;

If a variable in the data set represents the frequency of occurrence of the other values in the observation,
include the name of the variable in a FREQ statement. The procedure then treats the data set as if each
observation appearsn times, wheren is the value of the FREQ variable for the observation. The total number
of observations is considered to be equal to the sum of the FREQ variable when the procedure determines
degrees of freedom for signi�cance probabilities.

If the value of the FREQ variable is missing or is less than 1, the observation is not used in the analysis. If
the value is not an integer, the value is truncated to an integer.

VAR Statement

VAR variables ;

You specify the quantitative variables to include in the analysis by using a VAR statement. If you do not use
a VAR statement, the analysis includes all numeric variables not listed in other statements.

WEIGHT Statement

WEIGHT variable ;

To use relative weights for each observation in the input data set, place the weights in a variable in the data
set and specify the name in a WEIGHT statement. This is often done when the variance associated with each
observation is different and the values of the WEIGHT variable are proportional to the reciprocals of the
variances. If the value of the WEIGHT variable is missing or is less than 0, then a value of 0 for the weight is
assumed.

The WEIGHT and FREQ statements have a similar effect except that the WEIGHT statement does not alter
the degrees of freedom.

Details: CANDISC Procedure

Missing Values

If an observation has a missing value for any of the quantitative variables, it is omitted from the analysis.
If an observation has a missing CLASS value but is otherwise complete, it is not used in computing the
canonical correlations and coef�cients; however, canonical variable scores are computed for that observation
for the OUT= data set.
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Computational Details

General Formulas

Canonical discriminant analysis is equivalent to canonical correlation analysis between the quantitative
variables and a set of dummy variables coded from the CLASS variable. In the following notation, the
dummy variables are denoted byy and the quantitative variables are denoted byx. The total sample covariance
matrix for thex andy variables is

S D
�
Sxx Sxy

Syx Syy

�

Whenc is the number of groups,nt is the number of observations in groupt, andSt is the sample covariance
matrix for thex variables in groupt, the within-class pooled covariance matrix for thex variables is

Sp D
1

P
nt � c

X
.n t � 1/St

The canonical correlations,� i , are the square roots of the eigenvalues,� i , of the following matrix. The
corresponding eigenvectors arevi .

Sp
� 1=2Sxy Syy

� 1Syx Sp
� 1=2

Let V be the matrix that contains the eigenvectorsvi that correspond to nonzero eigenvalues as columns. The
raw canonical coef�cients are calculated as follows:

R D Sp
� 1=2V

The pooled within-class standardized canonical coef�cients are

P D diag.Sp /1=2R

The total sample standardized canonical coef�cients are

T D diag.Sxx /1=2R

Let Xc be the matrix that contains the centeredx variables as columns. The canonical scores can be calculated
by any of the following:

Xc R

Xc diag.Sp / � 1=2P

Xc diag.Sxx / � 1=2T

For the multivariate tests based onE� 1H,

E D .n � 1/.Syy � Syx S� 1
xx Sxy /

H D .n � 1/Syx S� 1
xx Sxy

wheren is the total number of observations.
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Input Data Set

The input DATA= data set can be an ordinary SAS data set or one of several specially structured data sets
created by statistical procedures available in SAS/STAT software. For more information about special types
of data sets, see Appendix A, “Special SAS Data Sets.” The BY variable in these data sets becomes the
CLASS variable in PROC CANDISC. These specially structured data sets include the following:

� TYPE=CORR data sets created by PROC CORR by using a BY statement

� TYPE=COV data sets created by PROC PRINCOMP by using both the COV option and a BY statement

� TYPE=CSSCP data sets created by PROC CORR by using the CSSCP option and a BY statement,
where the OUT= data set is assigned TYPE=CSSCP by using the TYPE= data set option

� TYPE=SSCP data sets created by PROC REG by using both the OUTSSCP= option and a BY statement

When the input data set is TYPE=CORR, TYPE=COV, or TYPE=CSSCP, then PROC CANDISC reads the
number of observations for each class from the observations for which_TYPE_=�N� and the variable means
in each class from the observations for which_TYPE_=�MEAN� . The CANDISC procedure then reads the
within-class correlations from the observations for which_TYPE_=�CORR� , the standard deviations from
the observations for which_TYPE_=�STD� (data set TYPE=CORR), the within-class covariances from
the observations for which_TYPE_=�COV� (data set TYPE=COV), or the within-class corrected sums of
squares and crossproducts from the observations for which_TYPE_=�CSSCP� (data set TYPE=CSSCP).

When the data set does not include any observations for which_TYPE_=�CORR� (data set TYPE=CORR),
_TYPE_=�COV� (data set TYPE=COV), or_TYPE_=�CSSCP� (data set TYPE=CSSCP) for each class,
PROC CANDISCreads the pooled within-class information from the data set. In this case, PROC CAN-
DISC reads the pooled within-class correlations from the observations for which_TYPE_=�PCORR�,
the pooled within-class standard deviations from the observations for which_TYPE_=�PSTD� (data set
TYPE=CORR), the pooled within-class covariances from the observations for which_TYPE_=�PCOV�
(data set TYPE=COV), or the pooled within-class corrected SSCP matrix from the observations for which
_TYPE_=�PSSCP� (data set TYPE=CSSCP).

When the input data set is TYPE=SSCP, then PROC CANDISC reads the number of observations for each
class from the observations for which_TYPE_=�N� , the sum of weights of observations from the variable
Intercept in observations for which_TYPE_=�SSCP� and_NAME_=�Intercept� , the variable sums
from the analysis variables in observations for which_TYPE_=�SSCP� and_NAME_=�Intercept� , and
the uncorrected sums of squares and crossproducts from the analysis variables in observations for which
_TYPE_=�SSCP� and_NAME_=variable-name.

Output Data Sets

OUT= Data Set

The OUT= data set contains all the variables in the original data set plus new variables that contain the
canonical variable scores. You determine the number of new variables by using the NCAN= option. The
names of the new variables are formed as they are for the PREFIX= option. The new variables have means
equal to 0 and pooled within-class variances equal to 1. An OUT= data set cannot be created if the DATA=
data set is not an ordinary SAS data set.
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OUTSTAT= Data Set

The OUTSTAT= data set is similar to the TYPE=CORR data set that the CORR procedure produces but
contains many results in addition to those produced by the CORR procedure.

The OUTSTAT= data set is TYPE=CORR, and it contains the following variables:

� the BY variables, if any

� the CLASS variable

� _TYPE_, a character variable of length 8 that identi�es the type of statistic

� _NAME_, a character variable of length 32 that identi�es the row of the matrix or the name of the
canonical variable

� the quantitative variables (those in the VAR statement, or if there is no VAR statement, all numeric
variables not listed in any other statement)

The observations, as identi�ed by the variable_TYPE_, have the following_TYPE_ values:

_TYPE_ Contents

N number of observations both for the total sample (CLASS variable missing) and within
each class (CLASS variable present)

SUMWGT sum of weights both for the total sample (CLASS variable missing) and within each class
(CLASS variable present) if a WEIGHT statement is speci�ed

MEAN means both for the total sample (CLASS variable missing) and within each class (CLASS
variable present)

STDMEAN total-standardized class means

PSTDMEAN pooled within-class standardized class means

STD standard deviations both for the total sample (CLASS variable missing) and within each
class (CLASS variable present)

PSTD pooled within-class standard deviations

BSTD between-class standard deviations

RSQUARED univariate R squares

The following kinds of observations are identi�ed by the combination of the variables_TYPE_ and_NAME_.
When the_TYPE_ variable has one of the following values, the_NAME_ variable identi�es the row of the
matrix:

_TYPE_ Contents

CSSCP corrected SSCP matrix for the total sample (CLASS variable missing) and within each
class (CLASS variable present)
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PSSCP pooled within-class corrected SSCP matrix

BSSCP between-class SSCP matrix

COV covariance matrix for the total sample (CLASS variable missing) and within each class
(CLASS variable present)

PCOV pooled within-class covariance matrix

BCOV between-class covariance matrix

CORR correlation matrix for the total sample (CLASS variable missing) and within each class
(CLASS variable present)

PCORR pooled within-class correlation matrix

BCORR between-class correlation matrix

When the_TYPE_ variable has one of the following values, the_NAME_ variable identi�es the canonical
variable:

_TYPE_ Contents

CANCORR canonical correlations

STRUCTUR canonical structure

BSTRUCT between canonical structure

PSTRUCT pooled within-class canonical structure

SCORE total sample standardized canonical coef�cients

PSCORE pooled within-class standardized canonical coef�cients

RAWSCORE raw canonical coef�cients

CANMEAN means of the canonical variables for each class

You can use this data set in PROC SCORE to get scores on the canonical variables for new data by using one
of the following forms:

* The CLASS variable C is numeric;
proc score data=NewData score=Coef(where=(c = . )) out=Scores;
run;

* The CLASS variable C is character;
proc score data=NewData score=Coef(where=(c = � �)) out=Scores;
run;

The WHERE clause is used to exclude the within-class means and standard deviations. PROC SCORE
standardizes the new data by subtracting the original variable means that are stored in the_TYPE_=�MEAN�
observations and dividing by the original variable standard deviations from the_TYPE_=�STD� observations.
Then PROC SCORE multiplies the standardized variables by the coef�cients from the_TYPE_=�SCORE�
observations to get the canonical scores.
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Computational Resources

In the following discussion, let

n D number of observations

c D number of class levels

v D number of variables in the VAR list

l D length of the CLASS variable

Memory Requirements

The amount of memory in bytes for temporary storage needed to process the data is

c.4v2 C 28v C 4l C 68/ C 16v2 C 96v C 4l

For the ANOVA option, the temporary storage must be increased by 16v bytes. The DISTANCE option
requires an additional temporary storage of4v2 C 4v bytes.

Time Requirements

The following factors determine the time requirements of the CANDISC procedure:

� The time needed for reading the data and computing covariance matrices is proportional tonv2. PROC
CANDISC must also look up each class level in the list. This is faster if the data are sorted by the
CLASS variable. The time for looking up class levels is proportional to a value that ranges fromn to
n log.c/ .

� The time for inverting a covariance matrix is proportional tov3.

� The time required for the canonical discriminant analysis is proportional tov3.

Each of the preceding factors has a different constant of proportionality.

Displayed Output

The displayed output from PROC CANDISC includes the class level information table. For each level of the
classi�cation variable, the following information is provided: the output data set variable name, frequency
sum, weight sum, and the proportion of the total sample.

The optional output from PROC CANDISC includes the following:

� Within-class SSCP matrices for each group

� Pooled within-class SSCP matrix
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� Between-class SSCP matrix

� Total-sample SSCP matrix

� Within-class covariance matrices for each group

� Pooled within-class covariance matrix

� Between-class covariance matrix, equal to the between-class SSCP matrix divided byn.c � 1/=c,
wheren is the number of observations andc is the number of classes

� Total-sample covariance matrix

� Within-class correlation coef�cients andPr > jr j to test the hypothesis that the within-class population
correlation coef�cients are zero

� Pooled within-class correlation coef�cients andPr > jr j to test the hypothesis that the partial
population correlation coef�cients are zero

� Between-class correlation coef�cients andPr > jr j to test the hypothesis that the between-class
population correlation coef�cients are zero

� Total-sample correlation coef�cients andPr > jr j to test the hypothesis that the total population
correlation coef�cients are zero

� Simple statistics, includingN (the number of observations), sum, mean, variance, and standard
deviation both for the total sample and within each class

� Total-sample standardized class means, obtained by subtracting the grand mean from each class mean
and dividing by the total sample standard deviation

� Pooled within-class standardized class means, obtained by subtracting the grand mean from each class
mean and dividing by the pooled within-class standard deviation

� Pairwise squared distances between groups

� Univariate test statistics, including total-sample standard deviations, pooled within-class standard
deviations, between-class standard deviations, R square,R2=.1 � R2/ , F, andPr > F (univariateF
values and probability levels for one-way analyses of variance)

By default, PROC CANDISC displays these statistics:

� Multivariate statistics andF approximations, including Wilks' lambda, Pillai's trace, Hotelling-Lawley
trace, and Roy's greatest root withF approximations, numerator and denominator degrees of freedom
(Num DF and Den DF), and probability values.Pr > F / . Each of these four multivariate statistics
tests the hypothesis that the class means are equal in the population. For more information, see the
section “Multivariate Tests” on page 88 in Chapter 4, “Introduction to Regression Procedures.”

� Canonical correlations
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� Adjusted canonical correlations (Lawley 1959). These are asymptotically less biased than the raw
correlations and can be negative. The adjusted canonical correlations might not be computable and are
displayed as missing values if two canonical correlations are nearly equal or if some are close to zero.
A missing value is also displayed if an adjusted canonical correlation is larger than a previous adjusted
canonical correlation.

� Approximate standard error of the canonical correlations

� Squared canonical correlations

� Eigenvalues ofE� 1H. Each eigenvalue is equal to� 2=.1 � � 2/ , where� 2 is the corresponding squared
canonical correlation and can be interpreted as the ratio of between-class variation to pooled within-
class variation for the corresponding canonical variable. The table includes eigenvalues, differences
between successive eigenvalues, the proportion of the sum of the eigenvalues, and the cumulative
proportion.

� Likelihood ratio for the hypothesis that the current canonical correlation and all smaller ones are zero
in the population. The likelihood ratio for the hypothesis that all canonical correlations equal zero is
Wilks' lambda.

� ApproximateF statistic based on Rao's approximation to the distribution of the likelihood ratio (Rao
1973, p. 556; Kshirsagar 1972, p. 326)

� Numerator degrees of freedom (Num DF), denominator degrees of freedom (Den DF), andPr > F ,
the probability level associated with theF statistic

You can suppress the following statistics by specifying the SHORT option:

� Total canonical structure, giving total-sample correlations between the canonical variables and the
original variables

� Between canonical structure, giving between-class correlations between the canonical variables and
the original variables

� Pooled within canonical structure, giving pooled within-class correlations between the canonical
variables and the original variables

� Total-sample standardized canonical coef�cients, standardized to give canonical variables that have
zero mean and unit pooled within-class variance when applied to the total-sample standardized variables

� Pooled within-class standardized canonical coef�cients, standardized to give canonical variables
that have zero mean and unit pooled within-class variance when applied to the pooled within-class
standardized variables

� Raw canonical coef�cients, standardized to give canonical variables that have zero mean and unit
pooled within-class variance when applied to the centered variables

� Class means on the canonical variables
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ODS Table Names

PROC CANDISC assigns a name to each table that it creates. You can use these names to reference the table
when using the Output Delivery System (ODS) to select tables and create output data sets. These names are
listed in Table 31.2. For more information about ODS, see Chapter 20, “Using the Output Delivery System.”

Table 31.2 ODS Tables Produced by PROC CANDISC

ODS Table Name Description PROC CANDISC Option

ANOVA Univariate statistics ANOVA
AveRSquare Average R square ANOVA
BCorr Between-class correlations BCORR
BCov Between-class covariances BCOV
BSSCP Between-class SSCP matrix BSSCP
BStruc Between canonical structure Default
CanCorr Canonical correlations Default
CanonicalMeans Class means on canonical variables Default
Counts Number of observations, variables,

classes, degrees of freedom
Default

CovDF Degrees of freedom for covariance matrices, not
printed

Any *COV option

Dist Squared distances DISTANCE
DistFValues F statistics based on squared distances DISTANCE
DistProb Probabilities forF statistics from

squared distances
DISTANCE

Levels Class level information Default
MultStat MANOVA Default
NObs Number of observations Default
PCoef Pooled standard canonical coef�cients Default
PCorr Pooled within-class correlations PCORR
PCov Pooled within-class covariances PCOV
PSSCP Pooled within-class SSCP matrix PSSCP
PStdMeans Pooled standardized class means STDMEAN
PStruc Pooled within canonical structure Default
RCoef Raw canonical coef�cients Default
SimpleStatistics Simple statistics SIMPLE
TCoef Total-sample standard canonical

coef�cients
Default

TCorr Total-sample correlations TCORR
TCov Total-sample covariances TCOV
TSSCP Total-sample SSCP matrix TSSCP
TStdMeans Total standardized class means STDMEAN
TStruc Total canonical structure Default
WCorr Within-class correlations WCORR
WCov Within-class covariances WCOV
WSSCP Within-class SSCP matrices WSSCP
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Example: CANDISC Procedure

Example 31.1: Analyzing Iris Data by Using PROC CANDISC

The iris data that were published by Fisher (1936) have been widely used for examples in discriminant
analysis and cluster analysis. The sepal length, sepal width, petal length, and petal width are measured in
millimeters in 50 iris specimens from each of three species:Iris setosa, I. versicolor, andI. virginica. The
iris data set is available from theSashelp library.

This example is a canonical discriminant analysis that creates an output data set that contains scores on the
canonical variables and plots the canonical variables.

The following statements produce Output 31.1.1 through Output 31.1.6:

title �Fisher (1936) Iris Data�;

proc candisc data=sashelp.iris out=outcan distance anova;
class Species;
var SepalLength SepalWidth PetalLength PetalWidth;

run;

PROC CANDISC �rst displays information about the observations and the classes in the data set in Out-
put 31.1.1.

Output 31.1.1 Iris Data: Summary Information

The DISTANCE option in the PROC CANDISC statement displays squared Mahalanobis distances between
class means. Results from the DISTANCE option are shown in Output 31.1.2.
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