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About SAS® Enterprise Miner® 7.1
Reference Help

Xi

Audience

This is a hard copy version of the Reference Help that is integrated into the SAS®
Enterprise Miner® 7.1 user interface. The SAS® Enterprise Miner® Reference Help is
intended for use by novice and experienced licensees of SAS Enterprise Miner 7.1
software.

SAS Enterprise Miner 7.1 Reference Help
Requirements

The SAS® Enterprise Miner® 7.1 Reference Help is specifically authored for the SAS®
Enterprise Miner® 7.1 workstation or client / server software running on SAS 9.3.
Information contained in the SAS® Enterprise Miner® Reference Help may not be
accurate for other versions of SAS® Enterprise Miner®.



xii About SAS® Enterprise Miner® 7.1 Reference Help



xiii

What’'s New in SAS Enterprise
Miner 7.1

Overview
SAS Enterprise Miner 7.1 provides many improvements and new functions in the areas
of administration, user interface, and modeling to enhance the overall data mining
experience.

Administration

Installation, configuration, and administration have been significantly changed in SAS
Enterprise Miner 7.1. The most important fact regards the required version of SAS. SAS
Enterprise Miner 7.1 is a component of SAS 9.3 and will not function with any other
SAS release.

System architecture changes aim to simplify the single user experience as well as to
increase the scalability and conformity to standards of the multi-user experience. The
foremost change regards the mid-tier technology: the SAS Analytics Platform server has
been deprecated. The SAS Analytics Platform service is not used for any SAS 9.3
products or solutions. Existing deployments might disable and remove this service once
the new installation is complete.

SAS Enterprise Miner 7.1 can be installed and configured in one of two modes. Both
configurations are significantly changed for SAS 9.3:

» «In workstation mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 are
deployed on a Microsoft Windows system in a single user configuration. This
configuration is indicated for SAS Enterprise Miner Desktop, SAS Enterprise Miner
Classroom, and SAS Enterprise Miner Workstation licenses. This deployment does
not require the configuration step of the SAS Deployment Wizard and installing
users should not select a configuration plan option. The workstation mode
configuration does not require the SAS Metadata Server or the SAS Application
Server. Installations based on SAS 9.2 and earlier did require those services.
However, they can be removed if they are not required for any other SAS software.

* «Inclient / server mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 Server
can be installed on a local or remote system for multi-user access. The SAS Web
Infrastructure Platform is installed as mid-tier server. The SAS Enterprise Miner 7.1
client can be installed on a Microsoft Windows system, or can be started through
Java Web Start by connecting your Internet browser to the SAS mid-tier.
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Migration

SAS Enterprise Miner stores data in three potential locations. Data in each location can
be migrated to SAS 9.3.

Configuration and user information stored in the SAS Metadata Server can be
migrated using the SAS Migration Utility and the SAS Deployment Wizard.

Data Mining project data does not need to be migrated if the SAS Server platform is
not changed. If the platform is changed, (for example, from Microsoft Windows XP
to Microsoft Windows 7), users should make use of the SAS Enterprise Miner
Project Migration Macro available at
http://www.sas.com/apps/demosdownloads/emmigproj PROD
sysdep.jsp?packageID=000738 on the SAS Web site.

Registered models can have included storage of the model package file on an
industry standard WebDAYV server. A client / server Enterprise Miner 7.1 installation
includes the SAS Framework Server, which can be used for model package storage.
If Enterprise Miner users change their WebDAYV repository, they will need to archive
and relocate their model package files manually.

Enterprise Miner User Interface Enhancements

Improved Integration

The main SAS Program Editor, Log, Output, and Graphs windows are integrated into a
single tabbed dialog box interface. This change reduces window clutter inside the
application.

Project Log Window

A new Project Log window has been added that will display SAS log lines that are
generated by the main application. This feature separates the system-generated log lines
from the user-generated log lines. The Project Log window will be especially useful for
providing system information and for performing debugging tasks.

Library Explorer Window

The Library Explorer window now shows the contents of all diagram libraries in Read-
Only mode. This change makes it easier for users to find detailed project data. The
change also protects against accidental locking or alterations to system files.
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Diagram Workspace Log Viewer

Each Diagram Workspace window now includes a log viewer that shows the log lines
that were generated by the diagram process. This feature makes it easier to trace diagram
activity.

Updated PMML
SAS Enterprise Miner 7.1 is now PMML 4.0 compliant.

System *.DMP File Association

Workstation mode Enterprise Miner 7.1 users can select and activate a data mining
project file (*.dmp) from the file system to start Enterprise Miner and load the selected
data mining project..

Local Project Model Import

In Enterprise Miner 7.1, the new local project model import feature enables you to move
a project report package to a model import node in a diagram, in order to compare a new
model to one that was previously packaged but not necessarily registered. In prior
releases of Enterprise Miner, you could import only registered models.

You can import model result packages in one of two ways:

* Drag and drop a model result package from the Enterprise Miner project tree to a
process flow diagram, creating a model import node with the correct property values.

* Place a model import node on a process flow diagram, and then select a property that
enables you to choose a model package from the project tree. The model package
retains its existing property configurations.

Mining Results Web Service

The Mining Results Web Service communicates with the SAS Metadata Server to get
information about Enterprise Miner mining result models.

The Mining Results Web Service supports the following actions:
*  Get list of models

» Search for model by partial value of some property

*  Get details of a selected model

» +Get details of list of models

* Get SPK file if available

* Register model from SPK file
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Rapid Predictive Modeler

SAS Rapid Predictive Modeler is a component of SAS Enterprise Miner that packages
standard and best practice predictive model building diagrams for many scenarios within
the SAS Enterprise Guide and SAS Add-in for Microsoft Office frameworks. This
function has been enhanced with options for integrated scoring and data set output.

Enhanced Enterprise Miner Nodes

LARs Node

The LARs (Least Angle Regression) node for Enterprise Miner 7.1 now can model both
interval and binary targets. If the target is binary, a logistic regression based on the linear
combination of the selected variable is fitted. The LASSO (Least Absolute Shrinkage
and Selection Operator) method for LARs has been augmented to handle binary
variables.

Decision Tree Node

Scorecard Node

The Decision Tree node for Enterprise Miner 7.1 has added two new properties to the
Split Search grouping. The new properties determine whether to use PROC ARBOR
decision information or PROC ARBOR prior information during tree split searches.

+ Use Decisions indicates whether to use decision information (if present) during the
split search. The default value is No.

» Use Priors indicates whether to use prior information (if present) during the split
search. The default value is No.

* NODEID information has been integrated into the Tree diagrams in the Decision
Tree Results browser.

* Decision Tree performs sampling before launching interactive training sessions. This
makes a significant performance improvement during interactive training.

+ The Interactive Decision Tree application provides a new subtree sequence feature
that lets users select a subtree from a Decision Tree Assessment plot and use it as the
current model.

The Scorecard node for Enterprise Miner 7.1 adds a new property to the Adverse
Characteristic grouping on the Scorecard property panel. The new property, Generate
Report, is a binary setting that indicates whether the user wants adverse characteristics
included in the score code. The Generate Report property identifies adverse
characteristics for all exported observations.
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RPM Node

Insurance Rate Making Node Xxvii

If users set Generate Report to Yes, the additional report is included in the Scorecard
node Results. The Adverse Characteristics report will be a bar chart. The report also
generates three additional adverse x columns in the scored training table that the
Scorecard node exports.

The Scorecard node Properties also has a new Scaling Properties group. The Reverse
Scorecard property is a simple Boolean property with a default of No.

The Interactive Grouping (IGN) Node for Enterprise Miner 7.1 includes a new method
for performing grouping for input variables. The Constrained Optimal grouping
method adds new values to both the Interval Grouping Method and Ordinal
Grouping Method groups in the IGN Properties Panel, as well as several new
supporting properties under Constrained Optimal Options and Advanced
Constrained Options. This functionality extends previous grouping methods by
surfacing several new constraints that must be met while determining the grouping
definitions. It also provides users with the flexibility to assign constraints to individual
variables one at a time.

The Rapid Prototype Modeling (RPM) node has been enhanced to allow users to specify
the RPM project name.

New Enterprise Miner 7.1 Nodes

Survival Node

The Enterprise Miner 7.1 Survival node performs survival analysis on mining customer
databases when there are time-dependent outcomes. The data mining survival analysis is
designed to implement discrete time to event multinomial logistic regressions that are
additive and define the hazard and sub-hazard functions. In discrete time to event
modeling, the event time represents the duration from the inception (start) time until the
outcome date (event). The resulting event time is always a positive integer quantity.

The time effect is modeled with cubic splines to allow for flexible shapes of hazard
functions. The proportional hazard function is fitted with no time varying covariates.

The Survival node includes functional modules to perform data preparation which
includes censoring, data expansion to expand the data to one record for each customer
per discrete time unit, sampling to reduce the expanded data set size for optimal data
mining without information loss, and survival modeling, validation, reporting, and
scoring.

Insurance Rate Making Node

The new Ratemaking node uses a fast, highly scalable procedure that builds generalized
linear models (GLMs). The node builds common distribution and link functions to build
models for claim count (Poisson or negative binomial distribution with a log link
function) and severity (gamma distribution with a log link function).
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An implementation of the Tweedie distribution to model pure premium is available in
the new Ratemaking node. There are several optimization techniques to choose from
when using the Tweedie distribution. You can use an extended quasi-likelihood function
to estimate the parameters of the model. A full likelihood implementation of the
Tweedie distribution is available as well.

The analytical results that the Ratemaking node displays are specific to the insurance
industry. For example, relativity plots for all log-link models are displayed for all input
variables. Actual versus predicted count plots are available for count models such as the
Poisson count model or a zero-inflated Poisson count model.

Experimental Enterprise Miner 7.1 Nodes

SVM Node

A support vector machine (SVM) is a supervised machine learning method that is used
to perform classification and regression analysis. The SVM uses a hyperplane or a set of
hyperplanes to separate points mapped on a higher dimensional space. The collections of
data points that are used to construct the hyperplanes are called support vectors.

The Enterprise Miner 7.1 SVM node uses PRCC SVM and PROC SVMSCORE. The
SVM node supports binary classification problems, including polynomial, radial basis
function and sigmoid nonlinear kernels. The SVM node does not support multiclass
problems or support vector regression.

Time Series Data Preparation Node

The new Time Series Data Preparation node in Enterprise Miner enables users to
manipulate transaction and time series data to facilitate time series data mining. The new
node provides several types of time series data manipulation tools, including time
interval definitions, data transformations and transpositions, data differencing, and
missing value assignments.

Time Series Similarity Node

The new Time Series Similarity node computes similarity measures for time-stamped
data with respect to time using a dynamic time warping method. The tool does so by
accumulating the data into a time series format, and then it computes similarity measures
for sequentially ordered numeric data by respecting the ordering of the data.

The Time Series Similarity node also provides controls that enable modelers to specify
parameters such as similarity measure, sequence sliding, normalization, interval,
accumulation, similarity matrix, hierarchical clustering, as well as expanded and
compressed sliding sequence ranges.

Time Series Exponential Smoothing Node

The Time Series Exponential Smoothing node generates forecasts by using exponential
smoothing models that have optimized smoothing weights for time series data.
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Time Series Exponential Smoothing node offers forecasting models which include single
exponential smoothing, double exponential smoothing, linear exponential smoothing,
Damped Trend exponential smoothing, additive seasonal exponential smoothing,
multiplicative seasonal exponential smoothing. Winters multiplicative method, and
Winters additive method.

The Time Series Exponential Smoothing node also provides modelers with the ability to
detect and replace outliers, to export some distance matrices, and to extend input time
series to future values.
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Data Mining Overview

Data mining is often defined as the process of finding patterns in larger databases. This
definition has many implications. One is that the data is largely opportunistic, in the
sense that it was not necessarily acquired for the purpose of statistical inference. A
significant part of a data mining exercise is spent in an iterative cycle of data
investigation: cleansing, aggregation, transformation, and modeling. Another implication
is that models are often built on data with large numbers of observations or variables.
Statistical methods must be chosen and implemented carefully for scalability. Finally, a
data mining model must be actionable. That is, the entire model formula must be
executable on separately acquired data and in a separate environment, a process referred
to as scoring.

Data miners start with a problem formulation such as, "Rank our current customers by
their likelihood to default during the next six months." The problem approach requires
historical data that contains actual customer records. The historical customer records will
contain some proportion of default occurrences. The task scope requires a minimum of
six months of historical data. If customer activity follows seasonal trends, the required
historical data must correspond to the season that data miners want to predict. For
models that extrapolate into the future, predictor data needs to be selected from a number
of months prior to the period in which we measure default occurrences.

For example, data miners might use data acquired from January through June of last year
to train models to predict occurrences of default from July through December of last
year. The model that was trained and scored with last year's data can use this year's
January through June data to predict future default occurrences in the coming months of
July through December.

Most often, the available enterprise data has many dimensions, codings, and time periods
that will have different relative values in predicting the target. Data miners need to know
when the model will be applied, in what operational system, what throughput is required,
and what data will be available. The data must be stable. The scales and codings must be
consistent throughout model training and scoring. It does no good to build a model that

uses data that is too expensive, too volatile, or that is not available at the time of scoring.

Once data miners have the data, they can start building statistical models. Several
techniques might be appropriate and the best model for the task might not be known
until many model forms have been tested. Often, a business need will determine the
model form — many policies might specify a logistic regression model. Data miners
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must take care to build a model that will generalize by making consistent and reliable
predictions in the period of scoring.

SAS Enterprise Miner has been developed to support the entire data mining process. The
SAS system provides unparalleled data access to relational and detail data stores. The
Base SAS language provides unrivaled power in aggregating and transforming data.
Together, SAS/STAT and Enterprise Miner can support virtually any modeling need.
Enterprise Miner functions are organized into a process known as SEMMA:

* Sample
* Explore
*  Modify
*  Model
* Assess

Within each of the SEMMA categories, Enterprise Miner provides a number of tools to
promote the process of data mining. For more information about the Enterprise Miner
data mining tools in the SEMMA categories, see the reference section on Enterprise
Miner Analytics.
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Starting SAS Enterprise Miner

Your SAS Enterprise Miner software was installed in one of two configurations:
Workstation or Enterprise Client. Either configuration provides complete Enterprise
Miner capabilities.

Workstation

The Enterprise Miner Workstation uses SAS services that run on your personal computer
or laptop computer. The SAS Deployment Wizard will configure these services during
installation.

Enterprise Client

The Enterprise Client connects to remote SAS servers using the SAS Web Infrastructure
Platform (WIP). Your organization’s SAS system administrator must first install
Enterprise Miner on a server, and then ensure that the WIP is running before you can log
into a client / server session.

SAS 9 Platform Details
Here are the components of the SAS 9 platform:

The SAS Metadata Server is a central repository for information about SAS such as
user names and passwords, user rights, server locations. Administrators use the SAS
Management Console to manage the SAS Metadata Server.

The SAS Foundation Server is the traditional SAS language and procedures server. The
data mining functions all run on the Foundation Server. Client systems present a user
interface for entering and generating SAS code, managing processes, and visualizing
result sets. Enterprise Miner 7.1 clients are implemented using Java technology.

The Web Infrastructure Platform (WIP) functions as a single point of access for
multiple clients, and it maintains data mining connections even when you end your
Enterprise Miner client session. Multiple users can connect to a single instance of the
Enterprise Miner shared components running in the WIP server. The Enterprise Miner
shared components are implemented using Java technology.

In the Workstation configuration, all processing occurs locally and no connections to
SAS Metadata Server and SAS Foundation Server are needed.
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In the Enterprise Client configuration, the Web Infrastructure Platform (WIP) functions
as a bridge between the clients and the servers. Multiple clients can connect to multiple
servers. This is the preferred configuration for distributed client/server computing. The
WIP must be configured. This task is usually carried out by your SAS system
administrators. The clients communicate with the WIP using the HTTP protocol.

EM 7.1
Shared Platform

S5A5 8.3
Metadata Serer

EM 7.1 Client

EM 7.1 Client

SAS 9.3

Foundation Senwer

SAS 8.3
Foundation Server

Lener systems

Client systems Mid-tier systems
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Getting Started with Enterprise Miner 7.1

This document provides you with an overview about how to use Enterprise Miner 7.1 in
a very basic manner.

Note: The Text Miner requires the XCMD option for proper functioning. The XCMD
option is the ability to submit "x" operating system commands from a SAS process.
For details, refer to the Post Installation Steps for SAS Text Miner in the SAS Text
Miner Appendixes.

Note: For information about the user interface, see the Enterprise Miner 7.1 Reference
Help section on the Enterprise Miner 7.1 User Interface. To access the SAS
OnlineDoc, open a Web browser and visit http: //support.sas.com/
documentation/onlinedoc/miner/. Alternately, you can install the
documentation that you want to view from the SAS OnlineDoc CD.
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SAS Enterprise Miner 7.1 Planning and
Preparation

Network Performance

All SAS computations are performed on the server and are unaffected by the client/
server network performance. All project information such as functional settings and
intermediate data sets are stored on the SAS server. GUI operations (such as editing
process flow diagrams, property sheets, and variables tables) depend on transferring data
from the SAS server to the client GUI and are affected by both the server's availability
and client/server network performance. SAS Enterprise Miner 7.1 is designed to tolerate
network disconnections, and will clean up resources that include SAS sessions. A
reliable 1-GB or greater network bandwidth is recommended for baseline client/server
performance.

Mapped Network Drives

SAS Workspace and Stored Process servers are not accessible through Windows mapped
network drives. You cannot use a Windows mapped drive to create or to access
Enterprise Miner projects on a network or access remote libraries if a Windows mapped
drive is specified in the path. If an Enterprise Miner Windows client needs access to

SAS resources or project libraries on a networked location, the path to the resource
should be specified using the network Universal Naming Convention (for example, \
\mypc\myshare\libraries).
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SAS Servers

SAS Enterprise Miner 7.1 Planning and Preparation

The SAS Enterprise Miner 7.1 client starts a SAS session for interacting with the server
and submitting SAS code. Each node in a process flow diagram also runs in its own SAS
session. Each user can therefore start many SAS sessions on the data mining server.
Note: It is possible for you to start so many SAS sessions on a single CPU desktop
system that overall system performance is seriously degraded.

Some tasks in SAS Enterprise Miner 7.1 (such as data sorting, variable selection, and
regression modeling) have been built to distribute their work over multiple CPUs on the
same system. Refer to the SAS System documentation for more information about how
to configure SAS server options for multithreading.

The SAS Enterprise Miner 7.1 server is responsible for project storage and
computations. To use the SAS Enterprise Miner 7.1 server, you must have installed both
a SAS Object Spawner and a SAS Metadata server. Most installation plans will create
these services.

Java Requirements

Midtier Platform

SAS Enterprise Miner 7.1 client requires Java release 1.6.0.21 or later in Windows
operating environments and release 1.6.0.21 or later in UNIX operating environments.
Installed versions of SAS 9.3 include Java 1.6 current. No further version of Java is
required. The SAS Enterprise Miner Client can be delivered to users through Java
WebStart. In this case, you will need to download and install the correct version of Java
to your local system.

System architecture changes in SAS Enterprise Miner 7.1 aim to simplify the single user
experience as well as to increase the scalability and conformity to standards of the multi-
user experience. The foremost change regards the mid-tier technology: the SAS
Analytics Platform server has been deprecated and has replaced by the Web
Infrastructure Platform (WIP). The Web Infrastructure Platform is a collection of middle
tier services and applications that provides basic integration services. It is delivered as
part of the Integration Technologies package. As such, all BI applications, DI
applications, and SAS Solutions have access to the Web Infrastructure Platform as part
of their standard product bundling. The SAS Analytics Platform service is not used for
any SAS 9.3 products or solutions. Existing deployments may disable and remove this
service once the new installation is complete.

Workstation and Client / Server Modes

SAS Enterprise Miner 7.1 may be installed and configured in one of two modes. Both
configurations are significantly changed for SAS 9.3:

» * In workstation mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 are
deployed on a Microsoft Windows system in a single user configuration. This
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configuration is indicated for SAS Enterprise Miner Desktop, SAS Enterprise Miner
Classroom, and SAS Enterprise Miner Workstation licenses. This deployment does
not require the configuration step of the SAS Deployment Wizard and installing
users should not select a configuration plan option. The workstation mode
configuration does not require the SAS Metadata Server or the SAS Application
Server. Installations based on SAS 9.2 and earlier did require those services;
however, they may be removed if they are not required for any other SAS software.

* In client / server mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 Server
can be installed on a local or remote system for multi-user access. The SAS Web
Infrastructure Platform is installed as mid-tier server. The SAS Enterprise Miner 7.1
client may be installed on a Microsoft Windows system, or may be started through
Java Web Start by connecting your internet browser to the SAS mid-tier.

SAS Enterprise Miner Client

You should be aware of the following considerations when using the SAS Enterprise
Miner 7.1 client.

Batch Processing

Memory — The maximum Enterprise Miner Java client memory is set to 512 MB.
Client systems should have 512 MB of memory for best performance.

Property Sheets and Variables Tables — The data for property sheets and
variables table editors is retrieved from the server. If the server is running a resource-
intensive diagram, the property sheet or the variables table might be slow to appear.

Program Editor — User-entered code that is submitted through the Program Editor
runs in the same SAS session as other GUI operations. Submitting code through the
Program Editor blocks other GUI operations, such as concurrently editing a process
flow diagram or a property sheet, and interacts in the same way as the traditional
SAS Editor session.

Graphics and Table Views — Data for interactive graphics and table views is
transferred on demand from the server to the client. The maximum number of rows
of data that can be transferred from the server to the client depends on the data. For
interactive graphics, you can select a sampling method and size. SAS variable
formats are not currently supported in interactive graphics and table views.

SAS Enterprise Miner 7.1 supports SAS language-based batch processing by using
macros. You can use all these macros together in one or in many SAS jobs that conduct
complete data mining model building without using the GUI in SAS Enterprise Miner
7.1, or you can use the macros with the GUI in a complementary cycle.

%EMDS — supports the creation of SAS Enterprise Miner 7.1 data source
definitions and management of table and column metadata. This capability is useful
in automating routine data source registration from batch data preparation jobs. For
example, you might have a SAS code job that extracts data from relational tables in a
data warehouse and creates a table that is ready for predictive modeling. You can add
the %EMDS macro to that job to create the data source definition that is needed for
use in the SAS Enterprise Miner 7.1 user interface or in batch computing jobs.

%EMTP — supports the creation of SAS Enterprise Miner 7.1 target profile
definitions that are properties of a data source definition. These target profile
definitions contain information about the decision matrix, cost values, and prior
probabilities, which are used by Enterprise Miner modeling functions.
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*  %EMSBATCH — supports the building, running, and reporting of SAS Enterprise
Miner 7.1 process flow diagrams. An exact diagram can be run from either the SAS
Enterprise Miner 7.1 user interface or from a batch job. The results can be viewed in
the SAS Enterprise Miner 7.1 user interface or included in a reporting SAS program.
The SAS Enterprise Miner 7.1 user interface includes a function to build batch code.
This is useful when you want to automate creation and execution of a data mining
analysis.
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SAS Enterprise Miner 7.1 Client/Server Sizing

Introduction

This document discusses required resources for data mining using SAS Enterprise Miner
7.1. Understanding the resource requirements helps you to size a Windows or UNIX
server for your projects. This document assumes that the server is dedicated to
Enterprise Miner 7.1 only. If other applications will be running on the server, then the
information mentioned needs to be added to the needs of the other applications. Please
note that Enterprise Miner 7.1 requires SAS 9.3.

What Size Server Do | Need?

The answer to this question is it depends on the following:

How many Enterprise Miner 7.1 projects will be running at any given time?
How much data will these Enterprise Miner 7.1 projects be accessing?
How many variables will be analyzed?

What is the expected response time of the users?

Will there be other applications, such as other SAS sessions or RDBMSs running on
the server?

The multithreaded procedures in Enterprise Miner 7.1 will use all the CPUs on the
server. The multitasking process flow diagrams will use all the CPUs on the system.
Enterprise Miner 7.1 users can also start multiple training runs concurrently. If caution is
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not exercised, users can start too many concurrent processes. If the concurrent process
load is too high, the system spends too much time swapping data, which significantly
slows down computation times.

The following factors affect Enterprise Miner 7.1 server sizing:
» Large numbers of input variables require more memory.

» Large numbers of categorical variables, especially those with many levels (such as
ZIP codes) require extra memory during modeling. Categorical variables are memory
intensive because some data mining functions create separate dummy variables for
each unique level of the categorical input.

* Some modeling methods for training data can be memory intensive.

» Ifyou have an RDBMS running on the server (especially if it is supporting an OLTP
system), then there might be file system resource conflicts between the RDBMS and
Enterprise Miner 7.1. The operating system and RDBMS should be configured to
operate on large page sizes. Using small page sizes with Enterprise Miner 7.1
bottlenecks the throughput of mining data and adds significant computing time to
model training.

The remaining sections provide recommendations for the amount of memory, the
number of processors, and the amount of disk space needed to perform data mining with
Enterprise Miner 7.1.

How Much Memory?

Memory for Client and Server Machines

The Enterprise Miner 7.1 product is designed to run in a client/server environment. Here
are some recommendations for memory on Enterprise Miner 7.1 client and server
machines.

* Client — a minimum of 512 MB of physical RAM dedicated to the Enterprise Miner
7.1 product running on the client machine.

* Server — a minimum of 512 MB of physical RAM per processor.

Configuring the MEMSIZE Parameter

After sizing and configuring memory for your server, you must allocate memory for the
Enterprise Miner 7.1 application. Use the MEMSIZE parameter in your config.sas file to
specify the memory allocation for Enterprise Miner 7.1. See the Base SAS
documentation for the location of the config.sas file in your SAS 9.3 installation.

The MEMSIZE option is the upper limit to the amount of memory the SAS System can
use on a per-session basis. Each session uses memory as required up to the specified
MEMSIZE limit. The configuration file is located in the root directory of your
Enterprise Miner 7.1 installation.

*  Windows Server — The MEMSIZE parameter is set to 0 by default, which allows
each SAS session to take all available memory on the server. The MEMSIZE
parameter recommendation is 512 MB.

+ UNIX Server — The MEMSIZE parameter is set to a given value by default. The
value varies according to different UNIX versions of SAS. Depending on the
memory requirements for your project, it might be necessary to increase the value
specified for the MEMSIZE option. The MEMSIZE parameter recommendation is
the amount of RAM equal to 80% of available host memory. Refer to the host
documentation for more information about this option.



SAS Enterprise Miner 7.1 Client/Server Sizing 21

Never set the MEMSIZE option to a value that is too high. If multiple SAS sessions are
running and every SAS session consumes the maximum memory allotted by MEMSIZE,
it is possible to exceed the amount of physical RAM on some servers. On Windows
servers, the sum of Enterprise Miner 7.1 MEMSIZE allocations for the peak concurrent
users should never exceed the physical amount of RAM, as such conditions result in
severe I/O bottlenecking.

Refer to Appendix B: Tuning Parameters for more information related to this topic.

Configuring the CATCACHE Parameter

The CATCACHE parameter is a SAS system parameter that controls whether SAS
catalogs are kept open in cached memory for repeated use instead of opening and closing
the SAS catalogs each time SAS calls them. Enterprise Miner Java clients are not
compatible with SAS system CATCACHE settings that are greater than zero. For best
Enterprise Miner performance, the CATCACHE parameter should be set to
CATCACHE=0 or CATCACHE=MIN in the config.sas file for the SAS session that
launches Enterprise Miner.

How Many Processors

The modeling phase of an Enterprise Miner 7.1 data mining project can require intense
memory, CPU, and I/O resources. A good rule of thumb for Windows and UNIX servers
is one CPU is capable of supporting between 2 and 5 concurrent Enterprise Miner 7.1
projects.

The underlying procedures of the Association node can be even more disk-space and
memory-intensive than the modeling nodes, especially where thousands of items exist in
the transaction data set.

The nature of the data that is typically mined influences the processor needs:

+ [fadata set has a large number of input variables, more resources are consumed and
the server will support fewer concurrent sessions.

» If class variables have many unique values, more resources are consumed and the
server will support fewer concurrent sessions.

+ Ifadata set uses a small number (such as 10-15) of input variables that have
relatively few unique values, less resources are consumed and the server will support
more concurrent sessions.

How Much Disk Space?

Allocating Disk Space

Disk space requirements should be analyzed for both the client and server machines. In
addition to the amount of disk space needed to install Enterprise Miner 7.1 (see
Appendix A), you will need adequate disk space to store the following: *

* The actual data to be mined. You must allocate space for the source data, whether it
is SAS data sets or RDBMS tables.

* The work data that is generated during Enterprise Miner 7.1 processing on the server.
A general rule of thumb is for each project to allow for 4-7 times the amount of the
data file being analyzed.

* The Enterprise Miner 7.1 Sample, Data Partition, and Memory-Based Reasoning
nodes create work files that are as large as the input data files during execution. If
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your data analyses use these nodes regularly, plan your disk space allocation
accordingly

If you use RAID 1 or RAID 5, your Enterprise Miner 7.1 disk space requirements are
over and above any space required for the operating system and the RAID file system.

Performance Tips for Disk I/O
To get the best performance with your disks, you need to balance the I/O subsystem on
your server. Some general tips for balancing the I/O subsystem are as follows:

» Change the default location for the SASWORK temporary directory to a file system
other than the one that the operating system uses for swap files. The default location
for SASWORK uses the same file system for both temporary disk space and for the
swap file.

* Place all the heavy 1/O activity directories (SASWORK, Enterprise Miner Project
Libraries) on separate file systems, using independent I/O paths when possible. Some
modeling nodes create enormous temporary files in the SASWORK directory. Make
sure that your SASWORK directory is at least 1.5 — 2 times as large as your data set.

Computer Resources Needed

The processor and memory resources required to perform a data mining analysis depend
on the number of observations and variables in the input data, in the complexity of the
data model, and in the training algorithm used. For many modeling algorithms, there is a
trade-off between time and memory.

In order for an Enterprise Miner 7.1 modeling node to run, there must be enough free
memory to support the operating system, the SAS Supervisor, and the Enterprise Miner
software while maintaining a free overhead of about 20 to 30 megabytes.

Computer resources can be calculated using a formula:
Let:

N
be the number of cases (anywhere from 100 to 100,000,000 cases are typical).

v
be the number of input variables.

be the number of input terms or units, including dummy variables, interactions, and
polynomials.

be the number of weights in a neural network.

be the number of output units.

be the average depth of a tree.

be the number of times the training data are read in logistic regression or neural nets,
which depends on the training technique, the termination criteria, the model, and the
data. R is typically much larger for neural nets than for logistic regression. In regard
to training techniques, R is usually smallest for Newton- Raphson or Levenberg-
Marquardt, larger for quasi- Newton, and still larger for conjugate gradients.



SAS Enterprise Miner 7.1 Client/Server Sizing 23

be the number of steps in stepwise regression, or 1 if stepwise regression is not used.

Association Node — Memory usage is proportional to [NM], where N is the number
of unique items in the data, and M is the maximum number of items in an
association. Both lowering M and/or using higher confidence and/or higher support
values can reduce memory and disk usage requirements when performing an
associations analysis in Enterprise Miner 7.1.

Decision Tree Node — The minimum additional memory required is 8N bytes.
Decision Tree training is considerably faster if the entire data set can be loaded into
available RAM. You should have about [SN*(V+1)] bytes of free RAM. If the data
will not fit in RAM memory, it is written to a utility file. Memory is also required to
hold summary statistics and other tables generated as part of a node's output, but the
space required for summary statistics and tables is much smaller than the amount
required to train the decision tree.

Regression Node — The required memory depends on the model type and on the
selected training technique. During linear regression, the SSCP matrix dominates
memory usage. SSCP memory usage is estimated as [8*1?] bytes. During logistic
regression, the selected training technique drives memory usage. See the SAS/OR
Software Technical Report: The NLP Procedure to view memory allocation by
training technique. Memory requirements range from approximately [40*1] bytes for
the Conjugate Gradient technique to about [8*I%] bytes for the Newton-Raphson
technique.

Neural Network Node — The memory usage depends on the selected training
technique. See the SAS/OR Software Technical Report: The NLP Procedure to view
memory allocation by training technique. Memory requirements range from
approximately [40*W] bytes needed for the Conjugate Gradient technique, to as
many as [4*¥*W?] bytes needed for the Quasi-Newton and Levenberg-Marquardt
techniques.

You can calculate W for a neural network with biases and H hidden units in one
layer:

W=[H*(I+1)]+[Q*(H+1)].

For both logistic regression and neural nets, the Conjugate Gradient technique, which
requires the least memory, must usually read the training data many more times than
the Newton-Raphson and Levenberg-Marquardt techniques.

Assuming that the number of training cases is greater than the number of inputs or
weights, the time required for training is approximately proportional to the following:

NI2

for linear regression

SRNI

for logistic regression using conjugate gradients

SRNI?

for logistic regression using quasi-Newton or Newton-Raphson. Note that R is
usually considerably less for these techniques than for conjugate gradients

DNI

for tree-based models

RNW

for neural nets using conjugate gradients
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RNW?

Conclusion

for neural nets using quasi-Newton or Levenberg- Marquardt. Note that R is usually
considerably less for these techniques than for conjugate gradients

This information is a guideline to understanding resource requirements for Enterprise
Miner 7.1. There are several key sizing factors. One is the size of the typical input data
set used for data mining. Data set size is affected by the number of observations, the
number of variables, and the number of unique levels. The chosen modeling algorithm
and its underlying complexity also help to quantify the amount of resources needed to
run an Enterprise Miner 7.1 data mining project.

If you have any additional questions about hardware or software configuration, please
contact your SAS Account Executive. Your SAS Account Executive can arrange a
conference call with the SAS Technology Center to address your specific questions.

Appendix A: Tuning Parameters

Change the default MEMSIZE and SORTSIZE parameters — Change the
MEMSIZE and SORTSIZE parameters on the client and server installations of
Enterprise Miner 7.1. Set the MEMSIZE parameter to 80% of total host RAM and
the SORTSIZE parameter to 16 MB. The MEMSIZE and SORTSIZE parameter
definitions should be submitted in the config.sas file typically located in the root
directory of your Enterprise Miner 7.1 installation.

Move the default location of the SASWORK directory — The default config.sas
file locates the SASWORK directory in a directory that exists on all platforms. In its
default location, the SASWORK directory is the same directory that the operating
system uses to store its swap files. Moving the SASWORK directory to a different
disk or file system will result in performance improvements. If possible, avoid using
RAID-1 or RAID-5 fault-tolerant file systems, because the RAID algorithms can
require additional disk writes.

Run the UNIX SAS jobs with the FULLSTIMER option turned on — When
running your Enterprise Miner 7.1 projects on UNIX, you can add the OPTIONS
FULLSTIMER statement to the project parameters. When you add the OPTIONS
FULLSTIMER statement, SAS gathers statistics on the resources that it needs and
uses to run the application. Examining the FULLSTIMER statistics can help you
detect I/O bottlenecks and to quantify the memory needed to run the application.
After you tune your resources, turn the FULLSTIMER option back off for even
greater resource utilization.

Give Enterprise Miner 7.1 Projects all the memory they need — If you run a data
mining analysis with the FULLSTIMER option specified, you can determine how
much allocated memory you are using. Performance improves if you increase the
amount of memory Enterprise Miner 7.1 can access. To increase the allocated
memory, modify the MEMSIZE option in the config.sas file. The config.sas file is
located in the root of your Enterprise Miner 7.1 installation directory.

Monitor CPU for 1/0 bottlenecks — Use various UNIX command line tools like
vmstat, iostat, ps and sar; as well as GUI based tools like Solstice SYMON and
protocol from Sun Microsystems; Performance Manager for Tru64 (Digital UNIX)
from Compaq; and Glance from Hewlett-Packard to do performance monitoring on
the UNIX server. For Windows servers, you can use a GUI based tool called
performance monitor (perfmon) from Intel to gather the same information about
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Windows servers. If you are seeing lots of disk activities, you might need to
reorganize your file systems on the server to get the best I/O performance.

* Balance MEMSIZE versus physical memory — The optimal memory
configuration is to ensure that the summed MEMSIZE values of all concurrent
Enterprise Miner 7.1 project users at peak times are less than the physical memory
configured on the server.

Appendix B: File System Suggestions

* Configure sequential I/O for large blocks — Use the SAS BUFSIZE option to
specify a large stripe size such as 64K. However, if your typical data mining task
uses indexes that have high cardinality to return small result sets, you should leave
the BUFSIZE option in its default setting. In this case the default BUFSIZE performs
random access I/O at the file system level.

* Separate input file systems from output file systems when Enterprise Miner 7.1
transforms data with little reduction — Enterprise Miner 7.1 DATA steps that
produce transformations with little reduction of the incoming data, SQL statements
that perform similar operations, and APPEND operations that add data to the end of
another data file are all disk-intensive tasks. If you can locate Enterprise Miner 7.1
input, output, and work data sets across separate disks and/or disk controllers, you
will reduce the potential for I/O bottlenecks.

* Set up separate file systems for each user — Enterprise Miner 7.1 creates lots of
intermediate files that are stored in the PROJECT library. If you have lots of
Enterprise Miner 7.1 users, you might want to set up several file systems and then
partition the users between these files systems in as balanced a manner as possible.
This should reduce the number of FSYNCs issued by the SAS System.

Appendix C: Nodes that Create Duplicate Copies of Data Files

Most nodes in an Enterprise Miner 7.1 project use a common data file and create only
small tables. However, three nodes can make a second copy of the input data file each
time they are used. These additional copies are stored in the data library on the server.

The nodes are as follows:
e Data Partition node
* Sampling node (but only the amount sampled)

* Memory Based Reasoning (MBR) node
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SAS Enterprise Miner 7.1 Single User and
Multi-User Deployment

Installation, configuration, and administration have been significantly changed in SAS
Enterprise Miner 7.1. The most important fact regards the required version of SAS. SAS
Enterprise Miner 7.1 is a component of SAS 9.3 and will not function with any other
SAS release.

System architecture changes aim to simplify the single user experience as well as to
increase the scalability and conformity to standards of the multi-user experience. The
foremost change regards the mid-tier technology: the SAS Analytics Platform server has
been deprecated. The SAS Analytics Platform service is not used for any SAS 9.3
products or solutions. Existing deployments may disable and remove this service once
the new installation is complete.

SAS Enterprise Miner 7.1 may be installed and configured in one of two modes. Both
configurations are significantly changed for SAS 9.3:

* «In workstation mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 are
deployed on a Microsoft Windows system in a single user configuration. This
configuration is indicated for SAS Enterprise Miner Desktop, SAS Enterprise Miner
Classroom, and SAS Enterprise Miner Workstation licenses. This deployment does
not require the configuration step of the SAS Deployment Wizard and installing
users should not select a configuration plan option. The workstation mode
configuration does not require the SAS Metadata Server or the SAS Application
Server. Installations based on SAS 9.2 and earlier did require those services;
however, they may be removed if they are not required for any other SAS software.

* e« Inclient /server mode, SAS Foundation 9.3 and SAS Enterprise Miner 7.1 Server
can be installed on a local or remote system for multi-user access. The SAS Web
Infrastructure Platform is installed as mid-tier server. The SAS Enterprise Miner 7.1
client may be installed on a Microsoft Windows system, or may be started through
Java Web Start by connecting your internet browser to the SAS mid-tier.
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SAS Enterprise Miner 7.1 Workstation
Configuration

To start the SAS Enterprise Miner Workstation, select Start ™ All Programs ™ SAS
® SAS Enterprise Miner Workstation 7.1. The Workstation is appropriate for a
single user installation using a desktop computer.
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SAS Enterprise Miner 7.1 Projects

When a SAS Enterprise Miner user creates a new project in the software, a
corresponding project object is created in the SAS Metadata server. The project object
provides essential project information to the SAS Workspace server. The project objects
specify the locations of Enterprise Miner project data sets, catalogs, and files, as well as
determining where data mining calculations are executed.

Metadata objects such as file and catalog locations are defined in the SAS Folders of
your Enterprise Miner project metadata. You can use the SAS Management Console to
view and change permissions and properties of your project metadata objects. The
default location for new metadata objects is My Folder.

SAS Enterprise Miner data mining projects that were migrated from a SAS 9.2
installation will be located in the folder named EnterpriseMinerProjects. The
EnterpriseMinerProjects folder is located inside the Shared Data folder in the SAS
Metadata server.

You can view Enterprise Miner project metadata objects via the Plug-ins tab of the SAS
Management Console window. To view all project objects, expand the following folders:

Application Management = Enterprise Miner = Projects.



32 Chapter8 -+ SAS Enterprise Miner 7.1 Projects

Ef 5AS Management Console

File Edit View Tools Help

MG | kB X

Plug-ins | Falders |

Repository: I I# Foundation ;'

E 545 Management Console
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’;‘Iﬂ Enterprise Miner
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O SASADD - Logical Waorkspace Server

: i T3 SA5Meta - Logical Workspace Server
=[] Madels

- [@]/Users/Chandra/My Folder

When you delete a project that you have open in Enterprise Miner, both the SAS
metadata entry and the SAS workspace server project files are deleted. When you delete
an Enterprise Miner project via the Enterprise Miner View Metadata action, or via the
SAS Management Console, only the SAS metadata entry is deleted. In such cases, you
will need to manually delete the SAS workspace server project files as well.

When you open a project in SAS Enterprise Miner, you see a list of projects that are
registered in SAS metadata. If you want to open an Enterprise Miner project that exists
on the workspace server file system, but has not been registered in SAS metadata, do the
following:

Use your Enterprise Miner menu File = New = Project to launch the Create a New
Project wizard. When the wizard prompts you for the new project name and project
directory, carefully submit the project directory and project name for the project that
exists on the workspace server file system (but is not registered in SAS metadata.)
Enterprise Miner will notify you that the project files already exist, and prompt you
whether you want to continue with the project creation. If you continue with the project
creation, all of the information associated with the existing project is preserved.
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SAS Enterprise Miner 7.1 Models

When an Enterprise Miner user registers a model package, a corresponding new model
object is created in the SAS Metadata. Model package objects are also known as Mining
Result objects. Mining Result Objects contain the following data:

* SAS score code needed for deployment

+ lists of input and output variables, types, and formats

* meta information such as model type and model target variables
» name of the algorithm that was used

* name of the data mining analyst

+ time of creation

Model package objects are defined in the SAS Folders structures of the SAS Metadata
server. You can use the SAS Management Console to change permissions and properties
of Model Package objects. The default location for new objects in SAS Management
Console is My Folder.

Models that are migrated from a SAS 9.2 installation are stored in a folder called
EnterpriseMinerModels. The EnterpriseMinerModels folder is located inside the Shared
Data folder in the SAS Metadata server. You can move your model objects to other
shared or private locations in the SAS Folders structure.

The Application Management folder in the SAS Management Console contains a list of
all metadata objects that are associated with a particular model. To view the list of SAS
Enterprise Miner metadata objects, expand the following folders in the Plug-ins tab of
SAS Management Console: Application Management = Enterprise Miner =
Models .
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When a model package is registered, a corresponding SAS model package file can be
stored in a WebDAYV location if desired. SAS provides WebDAYV storage through the
SAS Content Server product. SAS model package files contain complete data mining
results sets, including process flow diagram configuration, model property configuration
settings, generated reports, data mining summary tables, SAS log and output listings,
graphic plots, score code, and related scoring information.
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SAS Enterprise Miner Plug-in for SAS
Management Console

Overview

The SAS Management Console has a plug-in for Enterprise Miner 7.1. This plug-in
enables you to browse and customize some of the metadata objects that Enterprise Miner
uses. The Enterprise Miner plug-in provides access to attributes of the Logical
Workspace server and a server-specific list of projects. The Enterprise Miner plug-in
also provides access to the list of mining result packages that have been registered via
Enterprise Miner.

Server Extensions

You can use metadata extensions to Logical Workspace Server definitions to customize
the behavior of Enterprise Miner to do the following:

» specify default locations for new projects on a server.
» specify whether users can modify the default location for new projects on a server.

» specify the maximum number of concurrent tasks that are allowed on a particular
server. The maximum concurrent tasks setting affects the extent of parallel
processing that Enterprise Miner can use in a data mining process flow. You can use
the maximum number of concurrent tasks setting to tune your symmetric
multiprocessor server environment for optimal performance.

» specify SAS initialization code to be run when a project is opened, or when process
flow diagram results or model result packages are generated. SAS initialization code
is similar to the Project Start Code feature of Enterprise Miner projects, except that
SAS initialization code can initialize all SAS sessions for all projects that are
associated with a particular server.
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» provide an alternate command to launch any SAS/CONNECT sessions that are
called for nodes in a data mining process flow.

Configuring SAS Management Console

Before you can use the Enterprise Miner plug-in for SAS Management Console, you
must have started an Enterprise Miner client session at least once. The Enterprise Miner
client session initializes the metadata repository with Enterprise Miner metadata. After
you successfully start the initial Enterprise Miner client session, you can end the session
and start up the SAS Management Console. It is not necessary to define or open any
Enterprise Miner projects to initialize the metadata repository.

When you install Enterprise Miner, the Enterprise Miner plug-in is copied to the
directory where your SAS Management Console is installed. After you install the
Enterprise Miner plug-in, the Enterprise Miner application icon appears in the
Application Management section of the left pane of the SAS Management Console
window.

In the Application Management section, expand the Enterprise Miner icon to display the
Projects and Models folders, as shown in the following display:
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The Projects Folder

The Enterprise Miner Projects folder contains a list of all of the Enterprise Miner
servers. When you select the icon for SASApp - Logical Workspace Server, a list of all
the projects created by that server displays in the adjacent pane on the right. Expand the
Models folder to access the list of model results packages registered from Enterprise
Miner to this server.

You can view and customize Logical Workspace Servers, even if you do not have any
registered Enterprise Miner projects. Servers will recognize custom project settings
when new projects are created on the servers.
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Customizing Logical Workspace Servers for Enterprise Miner

To customize the properties for an Enterprise Miner server, perform the following steps:

SASApp - Logical Workspace Server Properties »

iGeneral ©Options | .ﬁ.uthu:urizaticunl

-Default Location For Mew Projects-

Path: I-::'-.emﬁ projects

[ Do not allow users to change this location

Max. Concurrent Modes: IDeFauIt LI

Initialization Code: I

MPCOMMECT launch command: I

WebDaY LIRL: Ihttp 1/1 <webday =:B080/SASContentServer|/repository /def ault/EMJ

~Default Location For Projects in 545 Folder

Folder; ISEIF‘:,I',I'METF'.SER'-.-'ER,I'Shared Data

[~ Do not allow users to change this location

(84 I Cancel Help

1. Right-click the icon for a server under the Projects folder, and then select Properties
from the pop-up menu. The Logical Workspace Server Properties window appears.

2. You can customize the Default Location for New Projects by entering a path. All
new Enterprise Miner projects that are created on this server will default to the path
that you specify.

3. Ifyou want to prevent users who create projects from changing the default project
location, select the Do not allow users to change this location check box.

4. In the Max. Concurrent Nodes list, specify the maximum number of concurrently
running branches that you want to allow in project process flow diagrams.

5. In the Initialization Code box, enter the path (on this server) to a project start-up file,
if you want to use one. A project start-up file is a text file that contains SAS code
that you would like to run when a project is opened, or if a process flow diagram is
run, or if result reports are generated.

6. Inthe MPCONNECT launch command box, you can enter an alternate command to
use when you launch MPCONNECT sessions. Normally it is safe to leave the
MPCONNECT launch command box blank, but there might be cases where you
would like to modify some SAS system defaults for sessions that are used when



SAS Enterprise Miner Plug-in for SAS Management Console 39

running process flow diagrams. The following default command is used when this
box is left blank:

Isascmdv -noobjectserver -nosyntaxcheck -noasynchio

This command has the same effect as using the SAS command that was used to
launch the SAS workspace session at the time the project was opened.

In the WebDAYV URL box, you have the option to enter the URL of your WebDAV
server. If you specify a WebDAYV server, the SAS Enterprise Miner model result
packages that you save will be copied to the WebDAYV server location when the
model packages are registered.
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Allocating Libraries for SAS Enterprise Miner 7.1

Overview: Allocating Libraries

In SAS Enterprise Miner 7.1, there are several places where LIBNAME statements (or
other initialization code) can be specified. The library allocations can be specified in
these locations:

* SAS Autoexec Files

* Server Initialization Code

* Project Start Code

» The SAS Management Console Library Manager Plug-In
The general form of the LIBNAME statement is as follows:
LIBNAME libref "path";

For example, you can specify the following statement:

LIBNAME MYDATA "d:\EMdata\testdata";

(Windows path examples are given, but the same principles apply to UNIX systems.)

Allocate Libraries via a SAS Autoexec File

If LIBNAME statements are specified in an autoexec.sas file that resides in the SAS root

path, then they execute by default for all SAS processes except those that explicitly

specify an autoexec override. You can specify the path to a specific autoexec.sas file by

adding the option to the workspace server's SAS launch command or to any sasv9.cfg
file:

-autoexec "[full path]"
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Note: You cannot use a mapped drive specification to indicate the path to an
autoexec.sas file.

In most installations, Enterprise Miner uses the configuration file that is located here:
C:\SAS\EMiner\Lev1\SASApp\sasv9.cfgq.

In this example, EMiner is the installed plan name and might vary from site to site. If
you do not designate a plan name, then the default path will be as follows:

C:\SAsS\Config\Levl\SASApp\sasv9.cfg

The sasv9.cfg file in this directory includes the sasv9.cfg file that is located in the SAS
root directory:

C:\Program Files\SAS\SASFoundation\9.3\sasv9.cfg

The sasv9.cfg file in the SAS root directory points to the last configuration file located in
the nls\en subdirectory:

C:\Program Files\SAS\SASFoundation\9.3\nls\en\sasv9.cfg.

Allocate Libraries via Server Initialization Code

You can use server initialization code to automatically allocate SAS libraries when users
start an Enterprise Miner project. Server initialization code is a server-based text file
comprised of SAS statements that execute when an Enterprise Miner project starts up.
For example, you can specify LIBNAME statements to allocate one or more libraries
when a SAS Enterprise Miner project starts. You can use the Enterprise Miner plug-in to
SAS Management Console to customize the properties of Enterprise Miner logical
workspace servers, including specifying a path for the logical workspace server to load
optional server initialization code that you write.

When you install Enterprise Miner, the Enterprise Miner plug-in for SAS Management
Console is copied to the directory where your SAS Management Console is installed.
After you install the Enterprise Miner plug-in, the Enterprise Miner application icon
appears in the Application Management section of the left pane of the SAS Management
Console window.

In the Application Management section, expand the Enterprise Miner icon to display the
Projects and Models folders, as shown in the following display:

Elﬂ Application Management
Elﬁ Enterprize Miner
J Projects
S| Models

The Enterprise Miner Projects folder contains a list of all of the Enterprise Miner
projects that are registered in the Enterprise Miner repository. When you click the
Projects folder, a list of all the registered projects displays in the adjacent pane on the
right. When you expand the Projects folder, the projects that are displayed are sorted by
Logical Workspace Server. Expand the Logical Workspace Server icon in the left pane
to subset the list of projects that appear on the right. This enables you to display only the
projects that belong to a selected server. You can view and customize Logical
Workspace Servers even if you do not have any registered Enterprise Miner projects.
Servers that have no registered Enterprise Miner projects will recognize their custom
project settings when new projects are created on the servers.

To customize the properties for an Enterprise Miner server, perform the following steps:
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1. Right-click the icon for a server under the Projects folder, and then select Properties
from the pop-up menu. The Logical Workspace Server Properties window appears.
Select the Options tab.

SASApp - Logical Workspace Server Properties

General Options l Authorization ]

Default Lacakion For Mew Projects

Path: |c:'l,emJ:|rcujects

[~ Do not allow users to change this location

Mac. Concurrent Modeas: |DeFauIt ;I

Initialization Code: |

MPCONNECT launch command: |

WebDAY URL: |

Defaulk Lacation Far Projects in SAS Folder
Folder:  [/Shared Data

[~ Do not allow users to change this location

OKICa'u:eI Help

2. Select the Options Tab.

3. In the Path box of the Default Location for New Projects section, enter a default
location for new Enterprise Miner projects that are created on this server.

4. If you want to prevent users who create projects from changing the default project
location, select the Do not allow users to change this location check box .

5. Inthe Max. Concurrent Nodes list, specify the maximum number of concurrently
running branches that you want to allow in project process flow diagrams.

6. In the Initialization Code box, enter the path (on this server) to a project start-up
file, if you want to use one. A project start-up file is a text file that contains SAS
code that you would like to run when a project is opened, or if a process flow
diagram is run, or if result reports are generated.

7. Inthe MPCONNECT launch command box, you can enter an alternate command to
use when you launch MPCONNECT sessions. Normally it is safe to leave the
MPCONNECT launch command box blank, but there might be cases where you
would like to modify some SAS system defaults for sessions that are used when
running process flow diagrams. The following default command is used when this
box is left blank:

Isascmdv -noobjectserver -nosyntaxcheck -noasynchio
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This command has the same effect as using the SAS command that was used to
launch the SAS workspace session at the time the project was opened.

Allocate Libraries via Project Start Code

You can use Enterprise Miner project start code to issue LIBNAME statements for
individual SAS Enterprise Miner projects. To modify the start code for an Enterprise
Miner project, open the project in Enterprise Miner, go to the Navigation panel, and
select the project name at the top of the navigation tree. With the project highlighted in
the Navigation panel, go to the Properties panel, locate the Start Code property, and click
the ellipsis [...] button in the Value column. Enter your LIBNAME statement to allocate
libraries (or perform other SAS function) in the Start code window and click OK to save
your new project start code. You can also choose to execute the start code immediately
by clicking on the Run Now button. A Log tab is available so that you can view the SAS
log after executing your start code.

Note: You cannot use Enterprise Miner Project start code to create an MS Excel library.
If you want to use Excel data in Enterprise Miner, you must use the File Import node
to do so.

Allocate Libraries via SAS Management Console

Enterprise Miner data libraries that are used frequently can be allocated for use with
SAS Enterprise Miner 7.1 using SAS Management Console. First, you must define the
library for the SAS Enterprise Miner input data set:

1. Open SAS Management Console.

2. Under the Data Library Manager plug-in, right-click on the Libraries folder and
select New Library.

3. Select the appropriate engine. If the SAS data set is located on the SAS Workspace
Server, your engine should be the default Base SAS engine. Select Base SAS Library
and click Next.

4. Type the name of your library and click Next. Be sure to check the Location and
make sure that the selected value is appropriate. The Location specifies the metadata
folder that contains your library definition.

5. Select an available server from the list on the left and click on the right arrow . This
will move the selected server into the adjacent Selected servers pane. Click Next.

Note: If the SASMeta server appears in the list, do not select it as your server.

6. Enter a libref for the library in the LIBREF field. The libref must be § characters or
less.

7. Click New and enter the name of the directory where the library is located.
Note: This directory must be accessible to the SAS Workspace Server.

8. Click Advanced Options, select the Library is pre-assigned check box, and click
OK.

Note: If you have SAS tables only, you don't have to pre-assign libraries. The
libraries will automatically be available as a Metadata Repository from the
Create Data Source wizard. If you have database or RDBM libraries (such as
Oracle), you must pre-assign RDBMS libraries, and they will be available as a
SAS Table in the Create Data Source wizard. If you have both SAS and RDBMS
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tables, you must choose the Library is pre-assigned option for both types of
tables. With this option, all of the tables will be available via SAS Table in the
Create Data Source wizard.

9. Click Next and review your entries. Text similar to this should be displayed:

Library:
My Enterprise Miner data
Libref:
emdata
Location:
/Shared Data
Assigned to SAS Servers:

SASAppP
Libref:

MyData
Engine:

BASE

Path Specification:
c:\yourdata <specify correct path to data>
Library is pre-assigned:
Yes

If this looks correct, click Finish and then OK.

Next, you must grant read permission for the metadata in your new library:
1. In SAS Management Console, click on the Data Library Manager icon.
2. Expand the Libraries folder.

3. Right-click the SAS library that you just created and select Properties from the pop-
up menu.

4. In the Library Properties window, go to the Authorization tab and select the PUBLIC
group.

5. Select the check box in the Grant column for the Read permission row.

ERROR: Data Set LIBREF.TABLENAME Does Not Exist

In SAS Enterprise Miner 7.1, nodes that follow a SAS Code node or custom node in a
process flow diagram can produce an error that indicates that the data set that a node
attempted to reference does not exist. You might get this error, even when you are able
to successfully create the data source, and can explore the data set in your session. In
SAS Enterprise Miner 7.1, each node in a process flow diagram spawns a new SAS
session. The currently executing node does not have access to libraries that were
allocated via the SAS Program Editor or a predecessor SAS Code node. In order for SAS
libraries to be available to all tools and nodes in SAS Enterprise Miner 7.1, the
LIBNAME statements must be specified in a location that is executed for each spawned
session, such as in the project start code, the server initialization code, or SAS
Management Console.
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SAS Enterprise Miner 7.1 PMML Support

PMML Overview

PMML (Predictive Modeling Markup Language) is an XML-based standard for
representing data mining results. The PMML standard was developed by the Data
Mining Group (DMG), an independent group of software vendors. PMML is designed to
enable the sharing and deployment of data mining results between vendor applications
and across data management systems. The Data Mining Group released PMML Version
2.1 in March 2003. More information about DMG can be found at

http://www.dmg.org

Enterprise Miner produces PMML files for selected data mining functions. Enterprise
Miner 7.1 PMML is updated to full compatibility with DMG Version 4.0. The Enterprise
Miner PMML files use significant extensions in order to support the data types,
transformations, and model definitions that SAS requires.

Enabling PMML Generation

By default, Enterprise Miner nodes do not generate PMML. To enable the creation of
PMML code, you must submit the following macro in the Enterprise Miner editor, or in
your start-up or project code.

%let EM PMML=Y;
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Enterprise Miner 7.1 Nodes that Support PMML

The table below outlines the Enterprise Miner nodes that generate PMML output.

Table 12.1 Enterprise Miner Nodes that Generate PMML Output

Enterprise Miner Generates SAS
Node Name Scoring Functions  Code? Generates PMML?
Association Probability, Yes Yes

Classification, and
Decision Assignment

Cluster Segment and Yes Yes
Distance Assignment

Regression Probability, Yes Yes
Classification, and
Decision Assignment

Dmine Regression Probability, Yes Yes
Classification, and
Decision Assignment

Decision Tree Probability, Yes Yes
Classification,
Decision
Assignment, and Leaf
Assignment

Neural Network Probability, Yes Yes
Classification, and
Decision Assignment

AutoNeural Probability, Yes Yes
Classification, and
Decision Assignment

PMML Document Structures

Header
The PMML header contains timestamp and other system and application information.

<?xml version="1.0" encoding="utf-8" standalone="yes"?>

<PMML version="4.0">

<Header copyright="Copyright(c) 2002 SAS Institute Inc., Cary, NC, USA. All Rights Reser
<Application name="SAS(r)" version="9.3"/>

<Timestamp>2011-01-10 22:48:30</Timestamp>

Data Dictionary
The Data Dictionary contains information about variables in the Data Source. The
scoring engine ignores attributes that beginning with the prefix "x-SAS".
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<DataDictionary numberOfFields="20">

<DataField name="x" optype="continuous" dataType="double"/>

<DataField name="time" optype="continuous" dataType="timeSeconds" x-SASinformat="TIME."/
<DataField name="y" optype="continuous" dataType="double"/>

<DataField name="c" optype="categorical" dataType="string" x-SASformat="$CHAR."/>
<DataField name="n" optype="categorical" dataType="double" x-SASformat="BEST12."/>

Transformation Dictionary

The Transformation Dictionary contains information about any SAS user-defined
formats in use. The logic behind the format is captured as a function definition in generic
PMML terms. Note that the PMML is intended for non-proprietary representation.

<TransformationDictionarys>
<DefineFunction name="COLOR" optype="ordinal" x-SASuserformat="COLOR">
<ParameterField name="AnyInput" optype="continuous"/>
<Discretize field="AnyInput" defaultValue="Purple">
<DiscretizeBin binValue="Red">
<Interval closure="closedClosed" leftMargin="1" rightMargin="1"/>
</DiscretizeBin>
<DiscretizeBin binValue="Green">
<Interval closure="closedClosed" leftMargin="2" rightMargin="2"/>

Model
The rest of the PMML document contains various aspects of the data mining model as
described in the following sections.

<RegressionModel functionName="regression"
targetFieldName="y" normalizationMethod="none">

Mining Schema

Mining Schema contains information about variable roles in the model, missing value
handling, and so on.

<MiningSchema>
<MiningField name="x" usageType="active" optype="continuous"/>
<MiningField name="color" usageType="active" optype="categorical"/>
<MiningField name="y" usageType="predicted" optype="continuous"/>
<MiningField name="customer" usageType="group" optype="categorical"
outliers="asIs" missingValueTreatment="asIs"/>

Output Section

Output section contains information about computed fields such as errors and residuals.

<Output>
<OutputField name="P y" displayName="Predicted: y" optype="continuous"
dataType="double" field="y" feature="predictedvalue"/>
<OutputField name="E y" displayName="Error Function: y" optype="continuous"
dataType="double" field="y" feature="predictedvValue"/>

Local Transformation

<DerivedField name="n+" optype="categorical"s
<!-- SAS Format: 12.0 -->
<Apply function="SAS-EM-String-Normalize">
<Constant>12</Constant>
<FieldRef field="n"/»>
</RApply>
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<DerivedField name="_1 0" optype="continuous">
<MapValues outputColumn="To">
<FieldColumnPair field="n+" column="From"/>
<InlineTable>
<rows>
<From>1</From>
<To>1l</To>
</row>
<rows>
<From>2</From>
<To>0</To>

</row>

Target Section

Target Section enlists possible target or predicted values and any priors.

<Targets>
<Target field="species" optype="categorical">
<TargetValue value="VIRGINICA" rawDataValue="virginica "
priorProbability="0.33333333333333"/>
<TargetValue value="VERSICOLOR" rawDataValue="versicolor"
priorProbability="0.33333333333333"/>
<TargetValue value="SETOSA" rawDataValue="setosa "
priorProbability="0.33333333333333"/>
</Targets>

Model Details

Model Details on the actual model follow. For example, here is a snippet from a
regression model showing intercepts and coefficients.

<RegressionTable intercept="6.4">
<NumericPredictor name=" 0 0" coefficient="-1.7033934213238E-15"/>
<NumericPredictor name=" 0 1" coefficient="7.1465186199382E-16"/>
<NumericPredictor name="_1 0" coefficient="1.6"/>
<NumericPredictor name=" 1 1" coefficient="-0.4"/>

Here is a code snippet from a tree model showing a split:

<Node id="1" score="7.54230769230769" recordCount="130">
<True/>
<Node id="2" score="5.33333333333333" recordCount="60">
<CompoundPredicate booleanOperator="surrogate">
<CompoundPredicate booleanOperator="or">
<SimplePredicate field="color+-" operator="equal" value="1"/>
<SimplePredicate field="color+-" operator="equal" value="2"/>
</CompoundPredicate>
<False/>
</CompoundPredicate>

<Node 1d="5" score="3.225" recordCount="10">

SAS Extensions to PMML

SAS Informats

* Match data between database systems and SAS systems
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» Datetime, Date, Time, Char, Numeric

SAS Formats

e W, Best, Hour, Downame, Monname, Year, and so on.

User-Defined Formats
*  Map Raw Char to Formatted Char

*  Map Raw Numeric to Formatted Char

SAS Functions
*  Upcase(), Trim(), Left(), Cosine()

Modeling

» Add lift to associations

* General class variable dummy encoding

» Regression interaction terms

» Regression link functions

» Neural Radial Basis Function - width and altitude
* Tree multi-way splits

* Cluster missing value handling

* Output field definitions: Probability, Classification, Residual, Error

SAS Formats and Informats in PMML

SAS system informats are used to map data values into the SAS environment. This
mapping is encoded into PMML as data type parameters in the data dictionary.

SAS has proprietary representation for date and time values. Dates are represented as the
number of days since January 1, 1960. Time is represented as the number of seconds
since midnight. DATETIME stamps are represented as the number of seconds since
midnight of January 1, 1960.

When date and time data is brought into SAS from a DBMS, SAS assigns a date/time
informat to the specific variables and converts them for SAS internal representation.
Subsequent modeling on such data imported into SAS works with the converted internal
values. To enable accurate scoring of these models on new data, a similar conversion
must be applied.

Three new data types have been introduced in PMML to represent date and time values:

SAS Informat PMML Data Type
date dateDaysSince[1960]
time timeSeconds

datetime dateTimeSecondsSince[1960]
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A PMML scoring engine must convert the incoming data from the DBMS value to the
SAS internal values based on the actual date or time values.

The SAS system offers many formats. Enterprise Miner models class variables based on
formatted values. If there is no specific format, numeric categorical variables are
formatted using the default BEST12 format. Character categorical variables are
formatted with the CHAR format.

Formats in PMML are handled as a function application with names of the type SAS-
FORMAT-formatname. Formats in PMML are usually seen in the local transformation
section of the PMML document. The scoring engine implements the SAS-FORMAT-
functions.

The following SAS system formats are currently supported in PMML:

SAS System Formats PMML Function Names

BEST SAS-FORMAT-BESTw
SCHAR SAS-FORMAT-$CHARw
DATE SAS-FORMAT-DATEp
DATETIME SAS-FORMAT-DATETIMEp
DOWNAME SAS-FORMAT-DOWNAMEw
HOUR SAS-FORMAT-HOURp
MONTH SAS-FORMAT-MONTHp
MONNAME SAS-FORMAT-MONNAMEw
MONYY SAS-FORMAT-MONYYw
QTR SAS-FORMAT-QTR

W.D SAS-FORMAT-WD
WEEKDAY SAS-FORMAT-WEEKDAY
YEAR SAS-FORMAT-YEARp

YYQ SAS-FORMAT-YYQp

Example of SAS Format to PMML Conversion

For example, the SAS variable purchase_date here is categorized into day of the week
values using DOWNAME format.

<DerivedField name="purchase date+" optype="categorical">
<!-- SAS Format: DOWNAMES.O -->
<Apply function="SAS-EM-String-Normalize"s>
<Constant>9</Constant>
<Apply function="SAS-FORMAT-DOWNAMEw" >
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<Constant>9</Constant>
<FieldRef field="purchase date"/>
</RApply>
</Apply>
</DerivedField>

SAS User-Defined Formats in PMML

SAS User-Defined formats are also handled as a function application in PMML.
However, the function is explicitly defined in the Transformation Dictionary section,
using SAS PROC FORMAT to define the format. Most value, character, and numeric
range mapping formats are supported. User-Defined formats involving picture formats,
string ranges, multi-labels and fuzz features are not supported.

Text Normalization in PMML

Enterprise Miner normalizes all category values, which includes trimming leading
blanks, truncating a value to a fixed length and then making the string all upper case
letters. Models are built with normalized values and reference normalized values during
scoring. For example, a value like "Yes" is normalized into “YES”. A PMML scoring
engine needs to replicate the normalization process while scoring SAS models. PMML
accomplishes string normalization using the SAS-EM-String-Normalize function with a
constant parameter for truncation length. An example is shown below.

<Apply function="SAS-EM-String-Normalize">
<Constant>32</Constant>
<Apply function="SAS-FORMAT-$CHARwW" >
<Constant>32</Constant>
<FieldRef field="URLhit"/>

</Apply>

Decision Processing in PMML

Decision processing is currently not supported in PMML. Prior probabilities for target
levels (priors) specified by a user during training are currently ignored as well and no
adjustments are made to PMML scores.

Scoring a PMML Document

The process of scoring a PMML document is specific to the database vendor and the
scoring engine provider. Several vendors, including IBM and Teradata, have developed
modules to score PMML models produced by SAS Enterprise Miner. The following
example is taken from IBM DB2 Intelligent Miner Scoring, Version 8.1.

The scoring process is represented in two steps:

1. Register a PMML model in DB2. This is done with an SQL statement such as:

insert into IDMMX.ClassifModels values
( 'myRegModell02', IDMMX.DM impClasFile ('\\myMachine\myPMMLlib\dmreg.xml')) ;

2. Score a DB2 table with a previously registered model. This is done with statements
such as

WITH classifView( species, sepallen, sepalwid, petallen, petalwid, classifResult ) AS

(
SELECT B."species", B."sepallen", B."sepalwid", B.'"petallen", B."petalwid",
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IDMMX.DM applyClasModel ( C.MODEL, IDMMX.DM impApplData
( rec2xml( 1.0, 'COLATTVAL', '',
B."sepallen", B."sepalwid", B.'"petallen", B."petalwid" ) ) )

FROM "dmairis" B, IDMMX.ClassifModels C

WHERE C.MODELNAME='myRegModell02'

)

SELECT sepallen, sepalwid, petallen, petalwid, species,
IDMMX.DM getPredClass( classifResult ) as pred species

FROM classifView ;

Please refer to the scoring engine vendor documentation for more specific details.
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Opening SAS Enterprise Miner 4.x and SAS
Enterprise Miner 5.3 Projects in Later Versions of
SAS Enterprise Miner

Do I Need to Perform a Project Conversion?

If you are using SAS Enterprise Miner 7.1, you can open all projects that were created in
SAS Enterprise Miner 5.3 or later without any required conversion, as long as the

projects are stored on the same type of operating system.

If you are using SAS Enterprise Miner 6.2 or SAS Enterprise Miner 6.1, you can open

all projects that were created in SAS Enterprise Miner 5.3 or SAS Enterprise Miner 6.1
without any required conversion, as long as the projects are stored on the same type of
operating system.

If you want to open a project from SAS Enterprise Miner 4.3, SAS Enterprise Miner 4.2,
or SAS Enterprise Miner 4.1 using SAS Enterprise Miner 5.3 or later, follow the steps
below to convert the SAS Enterprise Miner 4.3 project to SAS Enterprise Miner 5.3
format. SAS Enterprise Miner 5.3 and all subsequent releases can open the converted
SAS Enterprise Miner 5.3 project without further modification.

If you need to migrate a SAS Enterprise Miner project across different operating
systems, you must use the migration macro that is documented here:
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http://www.sas.com/apps/demosdownloads/emmigproj PROD
sysdep.jsp?packageID=00738.

Overview of Converting SAS Enterprise Miner 4.x Projects to SAS
Enterprise Miner 5.3 Project

SAS Enterprise Miner 5.3 and all subsequent versions contain the % EMCONVERT
macro. You can use %EMCONVERT to migrate data mining projects that were
developed and run in SAS Enterprise Miner 4.x,for use with SAS Enterprise 5.3 or later.
When you convert a SAS Enterprise Miner 4.x project into SAS Enterprise Miner 5.3
project format, the process flow diagrams, logs, output, score code, and assessment
results from the SAS Enterprise Miner 4.x project are saved in the SAS Enterprise Miner
5.3 project format. All versions of SAS Enterprise Miner 5.3 or later open SAS
Enterprise Miner 4.x projects that were converted to SAS Enterprise Miner 5.3 project
format, as well as projects that were created and saved in SAS Enterprise Miner 5.3.

You use the %EM_CONVERT macro to convert a SAS Enterprise Miner 4.x project
into SAS Enterprise Miner 7.1 format. The source code for the %EM_CONVERT macro
is distributed with SAS Enterprise Miner 7.1. The %EM_CONVERT macro converts a
SAS Enterprise Miner 4.x project into a project folder structure that SAS Enterprise
Miner 7.1 can recognize and open.

You can configure the project conversion macro to create:
* acomplete project folder structure that SAS Enterprise Miner 7.1 can open.

* a SAS batch code file (project creation batch code) that creates project folder
structures used by SAS Enterprise Miner 7.1 when the SAS batch code file is run on
a SAS Enterprise Miner 7.1 server. You can use SAS batch code files to archive SAS
Enterprise Miner projects.

* both a complete project folder structure that SAS Enterprise Miner 7.1 can open and
a SAS Enterprise Miner project creation batch code file. SAS batch code is platform-
independent, so the project creation batch code will run on any SAS Enterprise
Miner 7.1 server, regardless of its operating environment.

There is a difference between SAS Enterprise Miner 7.1 projects that are created directly
by the conversion macro and SAS Enterprise Miner 7.1 projects that are created by
running the project creation batch code file that the conversion macro saves.

If you use the conversion macro to create a complete project (instead of the batch code
file), you can display the transferred SAS Enterprise Miner 4.x results and compare them
to your new SAS Enterprise Miner 5.3 or later results. When you run the project creation
batch code that the conversion macro saves, the logs, output, score code, and assessment
results from the SAS Enterprise Miner 4.x project are not transferred to the converted
SAS Enterprise Miner 5.3 or later project.

Comparing SAS Enterprise Miner 4.x and SAS Enterprise Miner 7.1
Project Directory Structures

SAS Enterprise Miner 4.x Project Directory Structures

SAS Enterprise Miner 4.x stores project directory structures for both local and client/
server projects on the SAS Enterprise Miner client machine. For each project, SAS
Enterprise Miner 4.x creates these three subdirectories: emdata, emproj, and reports:
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[=] [CZ) EM4 Project Location
I emdata
[=1 [0 emproj
] users
) reporks

You can use SAS Enterprise Miner 4.x to find your existing SAS Enterprise Miner 4.x
project directory and browse its subdirectories. Open the SAS Enterprise Miner 4.x
project, select the Diagrams tab of the Project Navigator, right-click on a named project
icon, and then select Explore. A Windows Explorer window appears and displays the
project folder and its location in your file system. On Windows systems, the default
storage location for SAS Enterprise Miner 4.x projects is as follows:

C:\Documents and Settings\YourEMUserID\My Documents\My SAS
Files\9.1\EM Projects

The EM4 Project Location directory contains the DMP file for the project, as well as the
various DMD files that represent each process flow diagram in the project. In addition to
the DMP and DMD files, the project directory also contains the emdata, emproj, and
reports subdirectories.

|__§emdata

Iiemproj

,_"| reports

m EM4 Example Project.dmp
Neural dmd

@ MeuralComplex.dmd

@l Regression.dmd

@ Regressionimpute Replace dmd
!ﬁl RegressionNeuralComplex.dmd
FegressionReplace lmpute dmd

The emdata directory contains Emdata librefs and files that are created when you run
process flow diagrams in your project. If you are working on a SAS Enterprise Miner 4.x
client/server project, the project's emdata files are written to the data directory on your
SAS Enterprise Miner 4.x server. If you are working on a SAS Enterprise Miner 4.x
project that can run locally (without connecting to the server), then SAS Enterprise
Miner uses the emdata directory on your SAS Enterprise Miner 4.x client.

The emproj directory contains Emproj librefs and project files that contain information
for each process flow diagram, its nodes, target profiler settings, and various registries.
The users subdirectory in the emproj directory contains files that represent the users, if
any, who are currently sharing the project.

The reports subdirectory contains HTML report files, if your SAS Enterprise Miner 4.x
project contains a process flow diagram that has a Reporter node. Reports that were
generated by SAS Enterprise Miner 4.x Reporter nodes are not transferred to converted
SAS Enterprise Miner 7.1 projects. However, the Reporter node is reproduced in
converted SAS Enterprise Miner 7.1 projects. You can run the Reporter node in your
converted project to generate and save SAS Enterprise Miner 7.1 Reporter node results.

SAS Enterprise Miner 4.x projects are self-contained. You can use file utilities such as
Windows Explorer to archive or copy SAS Enterprise Miner 4.x projects. The SAS
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Enterprise Miner project conversion process does not modify source SAS Enterprise
Miner 4.x project files. If the project that you want to convert is located on a server that
has limited user access and rights (such as a production server), you can copy the SAS
Enterprise Miner 4.x project files to a work area and then perform the project conversion
on the copied project.

If you want to move the project (via ftp, for example) to a different operating system,
first put the converted project into a transport file, such as a ZIP or TAR file that will be
recognized by the destination operating system.

SAS Enterprise Miner 7.1 Project Directory Structures

Unlike SAS Enterprise Miner 4.x, SAS Enterprise Miner 7.1 stores all project
information on the SAS Enterprise Miner server. For each project, SAS Enterprise Miner
7.1 creates a project directory that has five standard subdirectories: DataSources, Meta,
Reports, System, and Workspaces. Each folder is briefly discussed as follows so you can
understand the SAS Enterprise Miner 7.1 project folder structure and what the folders
should contain in a newly converted project:

El I BampleConvertedProject
| DataSources

I Meta
| Reports
Iy System

= Iy Workspaces
Iy EMWS
Iy EMWST
Iy EMWS2
Iy EMWS3
Iy EMWYS4
Iy EMW/SE

The DataSources and Meta folders are SAS Enterprise Miner 7.1 structures that did not
exist in SAS Enterprise Miner 4.x. Converted SAS Enterprise Miner 7.1 projects are
created with empty DataSources folders. The Meta folder contains assorted project and
diagram metadata that is generated by SAS Enterprise Miner 7.1 projects. Converted
SAS Enterprise Miner 7.1 projects are created with empty Meta folders.

The Reports folder is also empty in a newly converted SAS Enterprise Miner 7.1 project.
The HTML report files that the SAS Enterprise Miner 4.x Reporter node creates are not
transferred to converted SAS Enterprise Miner 7.1 projects. If your converted SAS
Enterprise Miner 5.3 or later project contains process flow diagrams that use the
Reporter node, you can run the process flow diagrams in SAS Enterprise Miner 5.3 or
later, and then save the Reporter node output as an LST or PDF file. The newly saved
LST and PDF files are stored in the Reports folder of your SAS Enterprise Miner 7.1
project.

The System folder holds SAS Enterprise Miner project system files, such as project
start-up and exit scripts. Start-up and exit scripts from SAS Enterprise Miner 4.x projects
are currently not transferred by the SAS Enterprise Miner 7.1 project conversion macro.
Converted SAS Enterprise Miner 7.1 projects are created with empty System folders. If
your converted SAS Enterprise Miner 5.3 or later project requires start and exit code,
you can enter the code when you open your converted SAS Enterprise Miner 4.x project
in SAS Enterprise Miner 7.1.

The Workspaces directory contains a separate Enterprise Miner workspace subdirectory
for each process flow diagram in the project. Each process flow diagram subdirectory is
named with an EMWS prefix. The EMWS directories contain the files that are
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associated with the process flow diagram. The EMWS directory for a process flow
diagram also contains a subdirectory for each node in the process flow diagram. The
node subdirectories contain files that document each node's property configuration
settings, as well as node output files such as results and SAS logs. In newly converted
SAS Enterprise Miner 7.1 projects, the Workspaces directory and all of its EMWS
subdirectories should contain data.

All SAS Enterprise Miner 7.1 projects must be located on the SAS Enterprise Miner 7.1
server to function, but the location where you store the project on the server is flexible.
If you desire, you can distribute projects across multiple directories on your SAS
Enterprise Miner 7.1 server. If you want to store your converted SAS Enterprise Miner
4.x projects in the same location as your existing SAS Enterprise Miner 7.1 projects, it is
easy to find the location of your existing projects on the server. To find the storage
location of an existing SAS Enterprise Miner 7.1 project, open the project and select the
project icon in the SAS Enterprise Miner Project Navigator. The Path property in the
project's Properties panel displays the path to the project on your SAS Enterprise Miner
7.1 server.

Project Conversion Requirements

The following requirements must be met for the project conversion macro to complete
successfully:

» The conversion macro is packaged with SAS Enterprise Miner 7.1 and SAS 9.3. The
conversion code must run in a Windows SAS session that has SAS Enterprise Miner
7.1 installed, or a release of SAS Enterprise Miner 4.3 that was shipped with SAS
Enterprise Miner 7.1. The Windows environment requirement applies only to the
SAS session / Enterprise Miner client workstation, not to the SAS Enterprise Miner
server. The conversion macro will not be affected if your SAS 9.3 client connects to
a server that uses an operating environment other than Windows (for example, a
UNIX server).

* The conversion macro must run on a SAS 9.3 session with a SAS Enterprise Miner
4.3 client that can access both the source project to be converted and the destination
where you want to create the converted project. In order to function in SAS
Enterprise Miner 7.1, converted projects must be stored on the SAS Enterprise Miner
7.1 server. However, you can create your converted project (or project creation batch
code file) in another location, and then transfer the converted project (or project
creation batch code file) to a location on the SAS Enterprise Miner 7.1 server. If your
SAS Enterprise Miner 7.1 server uses an operating environment other than Windows,
you need to use a transport file (such as a TAR file) that the SAS Enterprise Miner
7.1 server operating environment can recognize.

CAUTION:
SAS Enterprise Miner 4.3 should not be open when you submit your conversion
code to your SAS 9.3 session. If SAS Enterprise Miner 4.3 is open when you run
the project conversion macro, certain files that are required for the conversion
might be locked and can prevent the macro from successfully completing.

Project Conversion Macro Syntax

The source code for the project conversion macro is called EM_CONVERT.SOURCE. It
is located in the EMCONVRT catalog of the SASHELP library in your SAS installation.
The source code for the project conversion macro can be found in
SASHELP.EMCONVRT.EM_CONVERT.SOURCE.

The %EM_CONVERT macro has the following general form:
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%EM_CONVERT(
EM4PROJECT=S4S-Enterprise-Miner-4.x-project-path,

PROJECTPATH=SAS-Enterprise-Miner-7.1-project-path,

PROJECTNAME=SAS-Enterprise-Miner-7.1-project-name,

CREATE=Y|N (generate-Enterprise-Miner-7.1-project-folders-with-results),

FILEREF=fileref-for-Enterprise-Miner-7.l-project-creation-batch-code);
where

EM4PROJECT=S4S-Enterprise-Miner-4.x-project-path
Specifies the path to the directory that contains the SAS Enterprise Miner 4.x project
that you want to convert. This parameter is required.

PROJECTPATH=SAS-Enterprise-Miner-7.1-project-path,
Specifies the path to the SAS Enterprise Miner 7.1 project that you want to create. If
the destination project path that you specify does not exist, it is created by the macro.
If you do not specify a value for your SAS Enterprise Miner 7.1 project path, the
converted project is created in the WORK folder of your SAS Enterprise Miner 4.3
client session.

PROJECTNAME=SAS-Enterprise-Miner-7.1-project-name,
Specifies the name of the SAS Enterprise Miner 7.1 project that you want to create.
If you do not specify a value for your SAS Enterprise Miner 7.1 project name, the
converted project is created with the name EmProject.

CREATE=Y|N (generate-Enterprise-Miner-7.1-project-folders-with-results),
Specifies whether to create the SAS Enterprise Miner 7.1 project folder structure.
The SAS Enterprise Miner 7.1 project folder structure contains process flow diagram
metadata and results files. You must create the project folder structure if you want to
transfer existing SAS Enterprise Miner 4.x process flow diagram results to your
converted SAS Enterprise Miner 7.1 project. The default setting is CREATE=Y. If
you want the project conversion macro to save the project creation batch code file
instead of creating the project folders, you can specify CREATE=N, and then use the
FILEREF= argument to specify the path and filename for the project creation batch
code file that you want to save. The CREATE= parameter is optional.

FILEREF=fileref-for-Enterprise-Miner-7. l-project-creation-batch-code)
Indicates the path and filename to use when you want to save SAS Enterprise Miner
7.1 project creation batch code. Project creation batch code is SAS code that
generates the converted SAS Enterprise Miner 7.1 project when it is run on a SAS
Enterprise Miner 7.1 server. SAS batch code is platform-independent and works in
all SAS Enterprise Miner 7.1 server operating environments. If you do not submit a
FILEREF= specification, project creation batch code is not saved. If your project
conversion code specifies CREATE=N and has no FILEREF= statement, the macro
does not produce output. The SAS Enterprise Miner 7.1 project creation batch code
does not transfer existing SAS Enterprise Miner 4.x project results to your converted
SAS Enterprise Miner 7.1 project. The FILEREF= parameter is optional.

Steps to Convert a SAS Enterprise Miner 4.x Project to a SAS
Enterprise Miner 7.1 Project

1. You must use a Windows workstation with a SAS Enterprise Miner 4.x client that
can access the SAS Enterprise Miner 7.1 server and SAS 9.3 software or later to run
your project conversion macro.
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Determine whether you want the project conversion macro to create a complete SAS
Enterprise Miner 7.1 project folder structure, a SAS Enterprise Miner 7.1 project
creation batch code file, or both:

» To create only the SAS Enterprise Miner 7.1 complete project folder structure,
specify CREATE=Y in the conversion macro code, and do not submit a
FILEREF= specification statement.

» To create only the SAS Enterprise Miner 7.1 project creation batch code file,
specify CREATE=N in the conversion macro code, and use a FILEREF=
statement to specify the path and filename that you want to use to save the SAS
Enterprise Miner 5.3 project creation batch code file.

» To create both a complete SAS Enterprise Miner 7.1 project folder structure and
a SAS Enterprise Miner 7.1 project creation batch code file, specify
CREATE=Y, and use the FILEREF= option to specify the path and filename that
you want to use to save the SAS Enterprise Miner 7.1 project creation batch code
file.

» If you want to save only the SAS Enterprise Miner 7.1 project creation batch
code file, and if the converted project will reside on a SAS Enterprise Miner 7.1
server that uses an operating environment other than Windows, be sure to use the
server's operating system syntax when you specify macro paths and fileref
arguments.

Determine the following information about the SAS Enterprise Miner 4.x project (or
project copy) that you plan to convert:

» the location of the SAS Enterprise Miner 4.x project that you want to convert

» the path to the location where you want to save the converted SAS Enterprise
Miner 7.1 project (or project creation batch file)

» the name that you want to use for the converted project

» the filename and path to the location of the project creation batch code file, if you
intend to create one.

Open a SAS 9.3 session on the Windows workstation that can access both your SAS
Enterprise Miner 7.1 server and the SAS Enterprise Miner 4.x project that you want
to convert. You must be sure to close SAS Enterprise Miner 4.x before you run your
project conversion macro.

Enter your project conversion macro code into the SAS Program Editor, and
substitute the settings that you determined in steps 3 and 4 for your conversion
project. You will need to initialize the SAS catalog that contains the conversion
macro code, and if you intend to save a project creation batch code file, you should
initialize your fileref variable. The conversion macro examples in this document
include useful code that demonstrates how to perform those tasks. Submit your
project conversion code to the Program Editor of a SAS 9.3 session. You cannot
submit project conversion code using the Program Editor of SAS Enterprise Miner
7.1.

After the conversion macro runs, examine your destination project and file paths to
verify that the converted SAS SAS Enterprise Miner 7.1 project folder structures or
project construction batch code file was created. If you used the conversion macro to
create your SAS Enterprise Miner 7.1 project folder structure in a location that is not
on your SAS Enterprise Miner 7.1 server, copy or capture the converted project
structure in a transport file, and move it to the desired project location on your SAS
Enterprise Miner 7.1 server.
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7.

If you created a SAS Enterprise Miner 7.1 project creation batch code file to build
the converted project on a remote SAS Enterprise Miner 7.1 server, or on a SAS
Enterprise Miner 7.1server that uses a different operating system, copy or transport
the project creation batch code file to its new location. Open a SAS 9.3 session on
the SAS Enterprise Miner 7.1 server, and submit the project creation batch code. The
batch code creates the converted project folder structures in the directory where the
batch code file was run. Remember, project creation batch code does not transfer
earlier project results.

Open SAS Enterprise Miner 7.1, and choose New Project. A Create New Project
window appears. In the Create New Project window, specify the following
information in the order given:

» Use the Host list to select your SAS Enterprise Miner 7.1 server. You should
choose the SAS Enterprise Miner 7.1 server where your converted SAS
Enterprise Miner 7.1 project is now located.

» Use the Path field to specify the server path to the folder that contains the project
folder for your converted SAS Enterprise Miner 7.1 project.

* Use the Name field to specify the name of your converted SAS Enterprise Miner
7.1 project. The name of your SAS Enterprise Miner 7.1 project must match the
name of your converted SAS Enterprise Miner 7.1 project folder. Your converted
SAS Enterprise Miner 7.1project folder should be a subdirectory of the folder
that you specified in the Path field.

» If your converted SAS Enterprise Miner 7.1 project requires any start or exit
code, use the appropriate tabs in the Create New Project window to enter the
information.

* Select OK to create and open your converted SAS Enterprise Miner 7.1 project.

When your converted project opens in SAS Enterprise Miner 7.1, go to the Project
Navigator and open the Diagrams folder. You should see an entry for each process
flow diagram in the project. After you run a process flow diagram in your converted
project, you can open the Results window and compare the results of the converted
SAS Enterprise Miner 7.1 process flow diagram and nodes to the results of the SAS
Enterprise Miner 4.x process flow diagram and nodes.

You might observe minor differences when you compare the project process flow
diagrams and results of your original and converted projects. For more information about
possible differences, see“Project Conversion Differences in Nodes” on page 75..

Project Conversion Code Examples

Project Conversion Scenario
The project conversion code examples use the following scenario:

A SAS Enterprise Miner user named Jean, whose SAS user ID is Jean, is migrating a
SAS Enterprise Miner 4.3 client/server data mining project that is named JeanEM4Proj
for use with SAS Enterprise Miner 5.3 or later. The project JeanEM4Proj contains three
process flow diagrams. The files for the project JeanEM4Proj are stored on Jean's SAS
Enterprise Miner 4.3 Windows client machine. This is how the JeanEM4Proj project
appears in the Project Navigator of the SAS Enterprise Miner 4.3 software:
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M JeanE b 4Proj

~Bog PFO1
-beg PFD2
~Bon PFO3

Jean uses the project properties information in SAS Enterprise Miner 4.3 to determine
the location of the JeanEM4Proj project files. Jean knows that project files aren't
affected by the conversion process, but Jean prefers to work with a copy of the project in
a local work directory. Jean closes SAS Enterprise Miner 4.3, and then uses a file utility
to copy the entire project file structure to a work directory in the following location on
the client PC:

C:\Public\Converted\Jean\JeanEM4Proj

You must close SAS Enterprise Miner 4.3 before copying the Enterprise Miner 4.3
project file structure to another location. When open, SAS Enterprise Miner 4.3 places
locks on some project files that can interfere with file copy operations.

This is how the copied SAS Enterprise Miner 4.3 version of the JeanEM4Proj project
folders appear in Jean's work directory:

= I Public

= Converted
=) Jean

I3 emdata
H ) emproj
I reports

Opening the JeanEM4Proj directory reveals the JeanEM4Proj.dmp project file and a
DMD file for each of the three process flow diagrams that belong to the JeanEM4Proj
project.

I1emdata
[_Jempraoj
[_Jreports

'ﬁ JeanEM4Praj.dmp
BogPFO1.dmd
BagPFDZ, dmd

B PFD3, dmd

Jean's Windows PC has network access to a projects folder on the SAS Enterprise Miner
5.3 server. The SAS Enterprise Miner 5.3 server uses the Windows operating
environment. The network path to the projects folder that Jean has chosen to use on the
SAS Enterprise Miner 5.3 server is as follows:

\\EM5Server\EM5Projects\ConvertedEM4\Jean

If Jean's conversion creates a complete SAS Enterprise Miner 5.3 or later project folder
structure, the converted SAS Enterprise Miner project will be named JeanEMS5Proj. The
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target location for the JeanEMS5Proj project folder structure on the SAS Enterprise Miner
5.3 server is

\\EM5Server\EM5Projects\ConvertedEM4\Jean\JeanEM5Proj

If Jean's conversion creates a SAS Enterprise Miner 5.3 or later project creation batch
code file, the project creation batch code file will be named JeanEM5ProjBatch.sas. The
project creation batch code file can be saved to any location, but Jean prefers to save the
JeanEMS5ProjBatch.sas file to the following project folder on the SAS Enterprise Miner
5.3 server:

\\EM5Server\EM5Projects\ConvertedEM4\Jean\JeanEM5ProjBatch. sas

When the project creation batch code is run from the above location, the project will be
created in the following location:

\\EM5Server\EM5Projects\ConvertedEM4\Jean\JeanEM5Proj
Jean organizes the following information before creating the conversion macro code:

+ the path on Jean's workstation to the SAS Enterprise Miner 4.x project copy that Jean
will convert

+ the path to the location where Jean's converted complete project folder structure will
be saved, if created

+ the path to the location where Jean's converted project creation batch code file will
be saved, if created

+ the name that Jean will use for the converted project or project creation batch code
file.

Jean is now ready to create the conversion macro code.

Create a SAS Enterprise Miner 5.3 or Later Complete Project Folder
Structure

Creating a SAS Enterprise Miner 5.3 or later complete project folder structure is the
most direct method for converting SAS Enterprise Miner 4.x projects into SAS
Enterprise Miner 5.3 or later projects while preserving past project logs, charts, and
assessment results. This is the best method to use when the SAS Enterprise Miner 4.x
client that is used to perform the conversion has network access to the designated project
storage folder on the SAS Enterprise Miner 5.3 or later server. In this situation, Jean can
choose to create the converted SAS Enterprise Miner 5.3 or later project in the
designated project storage folder on the server, or Jean can choose to create the
converted SAS Enterprise Miner 5.3 or later project in the project conversion work
directory on the SAS Enterprise Miner 4.3 client workstation and then copy the complete
converted project folder structure to the designated project storage folder on the server.
Either choice creates identical results, a converted project that transfers saved project
results, charts, and logs.

Jean is creating a complete project folder structure, so the CREATE= macro option is set
to Y. No project conversion batch code file will be saved, so the FILEREF= option will
not be used. Jean decides to let the conversion macro create the converted project in the
designated project storage folder that is located on the SAS Enterprise Miner 5.3 server.

Jean launches a SAS 9.1.3 session on a workstation that has access to both the SAS
Enterprise Miner 5.3 server and the SAS Enterprise Miner 4.3 project, and submits the
following code to the SAS Program Editor:

/* use x to allocate and include the catalog entry */
/* that contains the conversion macro source code, */
/* then de-allocate x to clean up */
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filename x catalog 'SASHELP.EMCONVRT. EM_CONVERT.SOURCE' ;
%inc x;

filename x;

/* specify path and name values for placeholder x/
/* variables emdproject, embSpath, emSname */

%$let emdproject=C:\Public\Converted\Jean\JeanEM4Proj;
$let emSpath=\\EM5Server\EM5Projects\ConvertedEM4\Jean;
$let em5name=JeanEM5Proj;

/* submit macro using placeholder variables and x/
/* specify CREATE=Y x/

%em convert (emdéproject=<emé4project>, projectPath=<em5Spaths,
projectName=<em5name>, create=Y);

After the code runs, Jean uses a file utility to examine the newly converted project in the
destination directory on the SAS Enterprise Miner 5.3 server. The converted SAS
Enterprise Miner 5.3 or later project folder structure was created in the correct location.
Expanding the JeanEMS5Proj project folder reveals the standard SAS Enterprise Miner
5.3 or later project directory structure.

=1 ) Corverted
[=I [CZ) EMSProjects
=1 ) ConverkedEr4
B I Jean
ISRl 1=anEMSFroj
1 DataSources
] Meta
) Reports
] Swskem
= ) Warkspaces
) EMws
) EMwS1
5 EMWwS2

Expanding the Workspaces folder reveals the EMWS subdirectories for the three process
flow diagrams that belong to the project. Expanding one of the EMWS folders reveals
the SAS catalog files for the process flow diagram, data sets that were created in the
diagram workspace, and catalog files for the process flow diagram, logs, results, and
plots. Each EMWS folder also contains a subfolder for each node in the process flow
diagram.

Jean closes the SAS session on the SAS Enterprise Miner 4.3 client. Jean is ready to start
a client SAS Enterprise Miner 5.3 or later session to open and run the process flow
diagrams in the newly converted JeanEMS5Proj project. After running each process flow
diagram, Jean uses the SAS Enterprise Miner 5.3 or later Results window to compare the
results that were generated by each process flow diagram in SAS Enterprise Miner 4.3
and SAS Enterprise Miner 5.3 or later.
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Create a SAS Enterprise Miner 5.3 or Later Project Creation Batch

Code File

Creating a SAS Enterprise Miner 5.3 or later project creation batch code file is useful
when it is not important to transfer the existing SAS Enterprise Miner 4.x project logs,
charts, and assessment results to the converted SAS Enterprise Miner 5.3 or later project.

The SAS Enterprise Miner 5.3 or later project creation batch code file is also useful in
situations where network connectivity between the SAS Enterprise Miner 4.3 client and
the SAS Enterprise Miner 5.3 or later server is restricted or unavailable.

SAS Enterprise Miner 5.3 or later project creation batch code is small in size, portable,
operating environment-independent, and easily transported by file transfer protocol,
disk, CD, thumb drive, or similar media. The project creation batch code file contains all
of the information that is required to create SAS Enterprise Miner 5.3 or later complete
project folder structures. The tradeoff for the small size and portability of the project
creation batch code file is that the SAS Enterprise Miner 5.3 or later projects that they
create do not transfer the SAS Enterprise Miner 4.x project logs, charts, or assessment
results.

For this example, assume that Jean does not have network connectivity between the
existing SAS Enterprise Miner 4.x client and the SAS Enterprise Miner 5.3 or later
Windows server. Jean will generate the project creation batch code file in the project
work directory that she created on the SAS Enterprise Miner 4.3 client PC.

Jean does not want to create a SAS Enterprise Miner 5.3 or later project folder structure,
so the CREATE= option in the macro will be set to N. Jean wants to save the project
creation batch code file, so a FILEREF= argument must be supplied to provide the
filename and path specification. After the project creation batch code file is successfully
saved, Jean will use media to manually transfer the batch code file to the designated
project storage location on the SAS Enterprise Miner 5.3 or later server, where the code
can be run to reconstruct the converted project, without its pre-existing logs, charts, or
assessment results.

Jean launches a SAS 9.1.3 (or later) session on a workstation that has access to both the
SAS Enterprise Miner 5.3 or later server and the SAS Enterprise Miner 4.3 project, and
submits the following code to the SAS Program Editor:

/* use x to allocate and include the catalog entry */
/* that contains the conversion macro source code, */
/* then de-allocate x to clean up */

filename x catalog 'SASHELP.EMCONVRT.EM CONVERT.SOURCE';
%inc x;

filename x;

/* specify path and name values for placeholder */
/* variables emdproject, emSpath, emSname */

%$let emdproject=C:\Public\Converted\Jean\JeanEM4Proj;
%$let emSpath=C:\Public\Converted\Jean;

%$let em5name=JeanEM5Proj;

/* fileref specifies filename and path for project */
/* creation batch code file */

filename x 'C:\Public\Converted\Jean\JeanEM5ProjBatch.sas';

/* submit macro using placeholder variables, */
/* specify CREATE=N, provide fileref for project  */
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/* creation batch code file to be generated */

%em convert (emdproject= <&emdproject>, projectPath= <&emSpaths,
projectName= <&emSname>, create=N, fileref=x);

After the conversion code runs, Jean uses a file utility to examine the newly converted
project creation batch file in the destination directory on the SAS Enterprise Miner 4.3
client. The batch code file, named JeanEMS5ProjBatch.sas, was created in the desired
location. Jean copies the file to portable media and transports the file to Jean's project
folder on the SAS Enterprise Miner 5.3 or later server:

C:\EM5Projects\ConvertedEM4\Jean\JeanEM5Proj

Note: Project creation batch files can be stored and run in any location that is accessible
to SAS. Jean's project folder locations in this example are arbitrary. You can freely
specify a custom destination for your own project creation batch files.

Once the file JeanEM5ProjBatch.sas is located in Jean's project folder, Jean uses a SAS
9.1.3 (or later) session on the server to run the SAS batch file JeanEM5ProjBatch.sas.
The batch file creates the complete project folder structure beneath the JeanEMS5Proj
project folder. After the project folder structures are created, Jean can open the newly
converted project using SAS Enterprise Miner 5.3 or later.

Create a SAS Enterprise Miner 5.3 or Later Complete Project Folder
Structure and a SAS Enterprise Miner 5.3 or Later Project Creation
Batch Code File

The %EM_CONVERT macro is typically used either to create a complete SAS
Enterprise Miner 5.3 or later project folder structure or to save the SAS Enterprise Miner
5.3 or later project creation batch code file. With the exception of transferring SAS
Enterprise Miner 4.x project results (which the project creation batch code cannot do),
both macro output types generate the same converted SAS Enterprise Miner 5.3 or later
project.

Suppose, however, that Jean plans to deploy the converted SAS Enterprise Miner 5.3 or
later project on a remote server by transporting the project creation batch code to the
server, and then running the batch code there. Also suppose that Jean would like to
preview the converted SAS Enterprise Miner 5.3 or later project folder structures before
transporting and running the project creation batch code in its new location on the SAS
Enterprise Miner 5.3 server. Jean wants to create both types of output in the work area,
preview the created project folder structures to ensure they meet requirements, and then
transport and run the project creation batch code in its new location with confidence. The
path to Jean's temporary work area is

C:\Public\Converted\EM5Projects\Temporary

To create both types of output, Jean's macro specifies both CREATE=Y and provides a
path and filename argument for the FILEREF= option.

/* use x to allocate and include the catalog entry */
/* that contains the conversion macro source code, */
/* then de-allocate x to clean up */

filename x catalog 'SASHELP.EMCONVRT. EM_CONVERT.SOURCE' ;
%inc x;

filename x;

/* specify path and name values for placeholder x/
/* variables emd4project, emSpath, em5Sname */



70 Chapter 13

Upgrading and Moving SAS Enterprise Miner Projects

%$let emdproject=C:\Public\Converted\Jean\JeanEM4Proj;
%$let emSpath=C:\Public\Converted\EM5Projects\Temporary;
$let em5name=JeanEM5Proj;

/* fileref specifies filename and path for project */
/* creation batch code file */

filename x 'C:\Public\Converted\EM5Projects\Temporary\JeanEM5ProjBatch.sas';

/* submit macro using placeholder variables, */
/* specify CREATE=Y, provide fileref for project x/
/* creation batch code file to be generated */

%em convert (emdproject= <&emdproject>, projectPath= <&emSpaths>,
projectName= <&emSname>, create=Y, fileref=x);

Jean submits the macro code to the Program Editor of a SAS 9.1.3 (or later) session on a
Windows workstation that can access the SAS Enterprise Miner 5.3 or later server and
the SAS Enterprise Miner 4.3 project to be converted.

After the code runs, Jean uses a file utility to examine the newly converted project folder
structure in the project work area.

[=I 2y Public
1 AFProjecks
1 AP _Jars
1 ChipCorvert
1 ChipCalntermediateFies
= I Converted
[=1 21 EMSProjects
1 CorvertedEr4
SRR Termporary
[=I [21 JeanEMSPraj
1 DataSources
1 Meta
1 Reports
1 Swskem
1 Workspaces

The Temporary folder and the JeanEMS5Proj project structure folders were created
correctly. Jean selects the Temporary folder and views the file list to also verify that the
project creation batch code file was saved.

_1JeanEMSProj
@JeanEMSF‘rnantch.sas

Jean copies the project creation batch code file JeanEMS5ProjBatch.sas to a portable
media device such as a disk, CD, DVD, or thumb drive. The batch code file is ready to
be copied to its destination folder on the remote SAS Enterprise Miner 5.3 or later
server, where it can be run to create new project folder structures.

Alternately, Jean could ignore the saved project batch code creation file, and use a ZIP
or TAR file utility to compress and save the JeanEMS5Proj project folder structure to
portable media. The media can be transported to the SAS Enterprise Miner 5.3 or later
server and the files restored (unzipped or untarred) to their original form. SAS Enterprise
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Miner 5.3 and later can recognize and open the transported project file structure. Unlike
a project that is created by running the project batch code file, the transported project
folder structure transfers the process flow diagram results from the SAS Enterprise
Miner 4.x project.

Opening Converted SAS Enterprise Miner 4.x Projects in SAS
Enterprise Miner 5.3

The following instructions explain how to open a newly converted SAS Enterprise
Miner 5.3 or later project using SAS Enterprise Miner 5.3 or later software. The
instructions use the converted project folder structure here:

=1 ) Public

i) DataSources
E'_] Meta
jj Feports
ﬂ Swskem
H I Workspaces

Open a SAS Enterprise Miner 5.3 or later session on your SAS Enterprise Miner 5.3 or
later server. In the SAS Enterprise Miner introductory window, choose New Project to
open a Create New Project window. In the Create New Project window, provide the
following information in the following order:
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Create New Project

| General | Start-Up Code | Exit Code |

Name: |JeanEMSProj

Host: | SASMain - Logical Workspace Server

Path: |ChFPubliciConverted\EMSProjects

1.

Select your SAS Enterprise Miner 5.3 or later server from the Host list. The SAS
Enterprise Miner 5.3 or later server should be the server where your converted SAS
Enterprise Miner 5.3 or later project was copied to or created. In this example, the
Host is SASMain - Logical Workspace Server.

Use the Path field to specify the server path to the folder that contains the project
folder for your converted SAS Enterprise Miner 5.3 or later project. In this example,
the server path to the project is C: \Public\Converted\EM5Projects

Note: If the text in the Path field of your Create New Project window is dimmed
and cannot be edited, your SAS Enterprise Miner 5.3 or later administrator has
configured the server to use a fixed project path. In this case, consult with your
Enterprise Miner administrator, or copy your converted project folder structure to the
location specified in the fixed project path.

Use the Name field to specify the name of your converted SAS Enterprise Miner 5.3
or later project. The name of your SAS Enterprise Miner 5.3 project must exactly
match the name of the top-level folder in your converted SAS Enterprise Miner 5.3
or later project, which is also the value that was supplied for the %LET
EM5NAME= argument in the project conversion macro. Your converted SAS
Enterprise Miner 5.3 or later project folder must be a subdirectory of the folder that
you specified in the Path field.

If your converted SAS Enterprise Miner 5.3 or later project requires start or exit
code, use the Start Code and Exit Code tabs of the Create New Project window to
enter your project's start or exit code. The project conversion macro does not transfer
project start code or project exit code for SAS Enterprise Miner 4.x projects.
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5. Select OK in the Create New Project window to open your converted SAS
Enterprise Miner 5.3 or later project in the software.

6. When the SAS Enterprise Miner 5.3 or later software opens up your converted
project, go to the Project Navigator and expand the Diagrams folder to verify that all
of the process flow diagrams that belong to your converted project were created.

JeanEM5Praj
@ B3| Data Sources
€ || Diagrams
PFOM
PFD2
PFD3
& (2] Model Packages
& [A] Users

7. You will need to open and run each process flow diagram in your converted project
before you can compare the project results that were transferred from SAS Enterprise
Miner 4.x to the project results that were produced by the converted SAS Enterprise
Miner 5.3 or later process flow diagrams.

8. To compare transferred SAS Enterprise Miner 4.x project process flow diagram
results with converted SAS Enterprise Miner 5.3 or later project process flow
diagram results, run the converted project's process flow diagrams in SAS Enterprise
Miner 5.3 or later, and then open the Results window of any node in the process flow
diagram.

The Results window displays the converted SAS Enterprise Miner 5.3 or later project
results by default. For example, you might want to compare the SAS Enterprise
Miner 4.x and SAS Enterprise Miner 5.3 or later assessment results of a Decision
Tree node. To view the project results that were transferred from SAS Enterprise
Miner 4.x in the SAS Enterprise Miner 5.3 or later Results window, select the
following from the main menu:

View 8= Em4Results 5 ...
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Project Conversion Differences in Nodes

Overview

Differences can exist between original SAS Enterprise Miner 4.x and converted SAS
Enterprise Miner 5.3 or later process flow diagram results that are not caused by the
project conversion process.

The data mining tools that are provided with SAS Enterprise Miner 4.x and with SAS
Enterprise Miner 5.3 and later are not identical. The set of data mining tools in SAS
Enterprise Miner 5.3 and later is an improved and expanded version of the tools in SAS
Enterprise Miner 4.x. Over time, numerous SAS Enterprise Miner 4.x data mining nodes
have been refined or redesigned for enhanced configuration and computation. In more
than one case, the functionality that was performed by a single node in SAS Enterprise
Miner 4.x is performed by two separate, more configurable nodes in SAS Enterprise
Miner 5.3 and later. There might also be enhancements and changes in the SAS
procedure code that underlies a SAS Enterprise Miner data mining node.

When comparing original and converted project process flow diagrams and their results,
you should expect to see differences in the implementation of the following SAS
Enterprise Miner 4.x and SAS Enterprise Miner 5.3 or later nodes.

Sample Node

When performing stratified sampling in a process flow diagram, the default settings of
SAS Enterprise Miner 4.x and SAS Enterprise Miner 5.3 and later Sample nodes vary. In
SAS Enterprise Miner 4.x, you use the General tab of the Sampling node to specify the
Sampling Method as Stratified.

i it sampling =]
Data ] Variables General ] Stratification ] i b ] Output ] Hote:

Sampling Methods: Sample Size:

" Simple Random * Percentage Ii
" Nth " Number 10 %
& Stratified

CFirst N

Random Seed:

Generate New Eeedl 12345

" Cluster

Then, you use the Stratification tab to choose your stratification variable from the
available nominal and ordinal variables in your data set:
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i i sampling [_ |
Data ] Variable=s ] General Stratification ] L uwmber ] Output ] Hote

Hame | Status | Model Role | Meazurement | Tvpe | Format | Label -
BAD don’t use target binary num BEST12.
char &7.

BEASON don't use input binary

P sl —
don't use

[ i

Variables | Options l Pl Derf in

57 .

The default setting for the status of SAS Enterprise Miner 4.x class variables in the
Stratification tab of the Sampling node is don't use. If no stratification variable status is
set to use, then no stratification sampling will be performed. Instead, the Sampling node
reverts to simple random sampling, because data cannot be sampled by strata without a
declared stratification variable. You must change the status of a class variable from its
default setting of don't use to use to perform stratified sampling.

In SAS Enterprise Miner 5.x and later, you use the Properties panel for the Sample node
to choose Stratify as the Sample Method:

Frope Yalle

 MNodelD Srpl
Imported Data '

 Exported Data

Motes _ :
_ Wariables | ‘J
_Output Type Data |
 SampleMethod [ Defaul ]

Random Seed

Observations
Percentage

' Alpha RRBENE
L Py e Systematic
Cluster Method Randorm

Then, you must open the Variables property window to choose your stratification
variable by assigning the Sample Role:
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E_!':_'H'ariahles - smpl

(none * | [ not Eqqual to S Apply Reset
Hame | Sample Role Role Level Tyne Order Label
BAD Default Target Binary Mlumeric
CLAGE Default Input Interval Mlumeric
CLRO Default Input Interval Mlumeric
DEBTIMC Default Input Interval Mlumeric
DELIMG Default Input Interval Mlumeric
DERDG Default Input Interval Mumeric
OB Default * |Input Morminal Character
L AN Cluster Input Interval Mumeric
[MOETOUE  Ineviation Input Interval Murmeric
PR Stratification Input Interval Mlumeric
REASCMN Hohe % Input Binary Character
ALLIE Input Interval Mlumeric
0N Default Input Interval Mlumeric
‘| IC

Ezplore... Update Path OK Cancel

You must assign the Sample Role of Stratification to your desired stratification
variable, and you must also assign the Sample Role of None to the remaining variables.
The default Sample Role for variables in SAS Enterprise Miner 5.x and later is Default,
which means that if a class variable is not explicitly configured as the stratification
variable, the node will use all class (binary, nominal, and ordinal) variables by default to
perform stratified sampling. If there are no class targets, then the node will perform
random sampling by default.

You must use care to ensure that Sample node settings are consistent in both versions of
your SAS Enterprise Miner 4.x and SAS Enterprise Miner 5.3 and later process flow
diagrams. Otherwise, the default settings of the Sample node might differ. Different data
samples might change the analytical results of your converted SAS Enterprise Miner 5.3
and later process flow diagram.

Data Partition Node

The default settings for stratified data partitioning vary between nodes in SAS Enterprise
Miner 4.x and SAS Enterprise Miner 5.3 and later. Variances between the default
settings of the Data Partition node in the SAS Enterprise Miner 4.x and SAS Enterprise
Miner 5.3 and later process flow diagrams can disturb the data partitioning results in
some cases.

When performing stratified data partitioning in a process flow diagram, the default
settings of the SAS Enterprise Miner 4.x and SAS Enterprise Miner 5.3 and later Data
Partition nodes vary. In SAS Enterprise Miner 4.x, use the Partition tab of the Data
Partition node to specify Stratified as the data partitioning method.
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¥ pata Partition

Hotes ]

Data ] Yariables Partition Stratification fdnes Ded ioed ] Output

Method: -Percentages:
" Simple RBandom Train: 40 X
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“Random Seed: Test: Jo X
Generate Hew Seed | | 12345 Total: 100 %

Then, use the Stratification tab to choose your stratification variable from the available
class variables in your data set:

% pata Partition

Motes ]
Data ] Variables ] Partition

Stratification ] fimen

Hame Status Model Role | Measurement | Type
BAD don't use target binary num
BEASON don't use input binary char

nominal char

JOB don't = Lo

Jl

don't use

The default setting for the status of SAS Enterprise Miner 4.x class variables in the
Stratification tab of the Data Partition node is don't use. If no stratification variable
status is set to use, then no stratification is performed. Instead, the Data Partition node
reverts to performing simple random data partitioning, because data cannot be
partitioned by strata without a declared stratification variable. You must change the
status of a class variable from its default setting of don't use to use to perform stratified
data partitioning.

In SAS Enterprise Miner 5.3 and later, you use the Data Partition node Properties panel
to choose the partitioning method:
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If you specify Stratified as the Partitioning Method, you must open the Variables

property window to choose your stratification variable by specifying the Partition Role
for the stratification variable:

B variables - Part

Defaut = =

[hane) * | [ not Equal to - Apply Reset
Mame | PartitionRole | Role | Lewel | Type Order | Label
BAD Default Tarnet Binary MuUmeric
CLAGE Default [Nt Interval MuUmeric
CLMO Default [Nt Interval MuUmeric
DEBTIMC Default [Nt Interval MuUmeric
DELIMG Default [Nt Interval MuUmeric
Interval Mumeric

Interval MuUmeric
Interval MuUmeric
Interval MuUmeric
Binary Character
Interval MUmeric
Interval MuUmeric
| b
Ezplore... Update Path OK Cancel

Assign the Partition Role of Stratification to your desired stratification variable, and
then assign the Partition Role of None to the remaining variables. The default Partition
Role for Data Partition variables in SAS Enterprise Miner 5.3 and later is Default, which
means that if a class variable is not explicitly configured as the stratification variable, the
node will use the class target variable as the stratification variable by default. If no class
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target is found, all class (binary, nominal, and ordinal) variables will be used to perform
stratified data partitioning.

You must use care to ensure that Data Partition node configurations match in both
versions of your SAS Enterprise Miner 4.x and SAS Enterprise Miner 5.3 and later
process flow diagrams. Otherwise, the default settings of the Data Partition node can
differ between SAS Enterprise Miner 4.x to SAS Enterprise Miner 5.3 and later.
Differently partitioned data can alter the analytical results of your converted SAS
Enterprise Miner 5.3 or SAS Enterprise Miner 6.2 process flow diagram.

Replacement and Impute Nodes

The Replacement node in SAS Enterprise Miner 4.x performs both data replacement and
data imputation functions. SAS Enterprise Miner 5.3 and later uses two nodes to perform
those functions: the SAS Enterprise Miner 5.3 and later Replacement node performs data
replacement, and the SAS Enterprise Miner 5.3 and later Impute node performs data
imputation. SAS Enterprise Miner 4.x process flow diagrams that contain a Replacement
node, when converted for use with SAS Enterprise Miner 5.3 and later, will contain both
a Replacement node and an Impute node in the new diagram.

SAS SAS
Enterprise Enterprise
Miner 4.x Miner 5.3

o)
TJ ﬁ.impute

Replacement J'?F':-ﬁeplacennant

= )

The order of data replacement and data imputation are configurable in the SAS
Enterprise Miner 4.x Replacement node. The order of the Replacement and Impute
nodes in converted SAS Enterprise Miner 5.3 and later process flow diagrams depends
on how the SAS Enterprise Miner 4.x Replacement node was configured.
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The order of data replacement and data imputation in the SAS Enterprise Miner 4.x
Replacement node is configured in the General subtab of the Replacement node's
Defaults tab. The node performs data imputation before performing data replacement,
unless the Replace before imputation check box is selected.

The process flow diagrams here illustrate how the order of replace and impute operations
affects the conversion process for SAS Enterprise Miner 4.x process flow diagrams:

Replace
then
Impute SAS
Enterprise
Miner 4.x

SAMPS 10
HHMEQ
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A significant difference exists between the SAS Enterprise Miner 4.x Impute node and
the SAS Enterprise Miner 5.3 and later Impute node that must be considered when
comparing analytical results produced by the two project versions. The Impute node in
SAS Enterprise Miner 4.x bases its imputation values on a sample of the submitted data
set. The Impute node in SAS Enterprise Miner 5.3 uses the entire submitted data set to
base its imputation values on. As a result, the SAS Enterprise Miner 5.3 and later
imputation algorithm tends to produce a slightly more accurate variable imputation than
an imputation that was produced in SAS Enterprise Miner 4.x.

Ensemble and Group Processing Nodes

In SAS Enterprise Miner 4.x, the Ensemble node performs multiple functions. The
Ensemble node in SAS Enterprise Miner 4.x can be used to combine different models.
The Ensemble node in SAS Enterprise Miner 4.x can also be used with the Group
Processing node to accumulate models such as stratification models and bagging or
boosting models. When you convert a SAS Enterprise Miner 4.x process flow diagram
that contains an Ensemble node for use with SAS Enterprise Miner 5.3 or later, the new
process flow diagram contains either an Ensemble node or an End Group node,
depending on whether the original Ensemble node performed model combination or
model accumulation.

Using the Ensemble node to combine models can improve the stability of disparate
nonlinear models. When the individual models use class targets, the combined model
averages the posterior probabilities of the individual models. When the individual
models use interval targets, the combined model averages the predicted values of the
individual models.

The following example shows an Ensemble node used to combine models in a SAS
Enterprise Miner 4.x process flow diagram. The example also shows the process flow
diagram after it is converted for use with SAS Enterprise Miner 5.3 or later. The
Ensemble node still combines the models in the converted diagram:
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When you perform group processing in SAS Enterprise Miner 4.x, you can use the
Ensemble node to accumulate individual group models. Group processing in SAS
Enterprise Miner 4.x process flow diagrams is performed using a single Group
Processing node. Group processing in SAS Enterprise Miner 5.3 and later process flow
diagrams is performed using two nodes, a Group Processing node and an End Group
node. The End Group node defines the end of the portion of the process flow diagram
that is intended for group processing. The End Group node in SAS Enterprise Miner 5.3
and later also performs the model accumulation function that the Ensemble node
performs in SAS Enterprise Miner 4.x.
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A stratification model is an accumulation model that trains models over segments of the
training data and then combines the scoring code from the individual models.
Stratification models use a Group Processing node and a modeling node to create a
separate model for each level of the stratification variable. The Ensemble node in SAS
Enterprise Miner 4.x accumulates the multiple models built using stratified variables. As

seen in this example, the End Group node performs the model accumulation task in SAS
Enterprise Miner 5.3 and later:

Example SAS Enterprise Miner 4. x Stratification Model

||
H I %:;.
—

SAMPS 10. Data Group Meuwral Ensemble
DMAGECR Partition FProcessing Network|[Stratified]
[Variables]

Converted SAS Enterprise Miner 5.3 Strat
;

Esax 5 __ . 2 adGroupProcessi
. _:;-:;1I ataPartition % E ng

Bagging and boosting models are accumulation models that resample the training data
and create separate models for each sample. The predicted values (for models with
interval targets) or the posterior probabilities (for models with class targets) are then
aggregated to form the ensemble model. In SAS Enterprise Miner 4.x, the Ensemble
node performs model accumulation for bagging and boosting models. In SAS Enterprise

Miner 5.3 and later, the End Group node performs model accumulation for bagging and
boosting models.

The following example shows a SAS Enterprise Miner 4.x process flow diagram that
uses an Ensemble node to perform model accumulation for a boosting model. The
example also shows a converted SAS Enterprise Miner 5.3 process flow diagram where
the model accumulation and ensemble is performed by the End Group node.

Example SAS Entlerprise Miner 4.x Boosling Model

SAaMPSI0. Data Group Tree Enzemble
DMAGECR Partition Processing [Boosting
[Boostingl]
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The last example shows a SAS Enterprise Miner 4.x process flow diagram that uses
Ensemble nodes both to combine models and to perform model accumulation for group
processing. The converted SAS Enterprise Miner 5.3 and later process flow diagram
uses an Ensemble node to perform model combination and an End Group node to
perform model accumulation.
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Example SAS Enterprise Miner 4.x Model
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Converted SAS Enterprise Miner 5.3 Model
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Interactive Grouping Node

When you convert a SAS Enterprise Miner 4.x process flow diagram that contains an
Interactive Grouping node for use with SAS Enterprise Miner 5.3 and later, the
converted diagram will contain one of two nodes, as follows:

!

SAaMPSI10. Interact ive
HHMEQ Grouping

If your SAS Enterprise Miner 5.3 or later license does not include Credit Scoring for
SAS Enterprise Miner, the Interactive Grouping node in your SAS Enterprise Miner 4.x
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process flow diagram is converted to an Interactive Binning node in the SAS Enterprise
Miner 5.3 or later process flow diagram.

SAS Enterprise Miner 5.3

= [teractive
L Binming

If your SAS Enterprise Miner 5.3 or later license includes Credit Scoring for SAS
Enterprise Miner, the Interactive Grouping node in your SAS Enterprise Miner 4.x
process flow diagram is converted to an Interactive Grouping node in the SAS Enterprise
Miner 5.3 or later process flow diagram.

SAS Enterprise Miner 5.3
with Credit Scoring

SAMPSIO.

[ e
i Interactive
HMER ‘ '

%’?;Gmuping

Principal Component and DMNeural Nodes

In SAS Enterprise Miner 4.x, the Princomp/DMNeural node can be configured to
perform either DMNeural network training or principal components analysis. SAS
Enterprise Miner 5.3 and later uses two nodes to perform these functions. The SAS
Enterprise Miner 5.3 and later DMNeural node performs DMNeural network training,
and the SAS Enterprise Miner 5.3 and later Principal Components node performs
principal component analysis.

SAS Enterprise Miner 4.x

>

-l
SAMPSIO.  Princomp/
HMEQ Dmneural

SAS Enterprise Miner 4.x process flow diagrams that contain a Princomp/DMNeural
node, when converted for use with SAS Enterprise Miner 5.3 and later, will contain
either a DMNeural node or a Principal Components node, depending on how the SAS
Enterprise Miner 4.x Princomp/DMNeural node was configured.
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Use the General tab of the SAS Enterprise Miner 4.x Princomp/DMNeural node to
specify whether to perform DMNeural network training or principal components
analysis. DMNeural network training is performed when the Dmneural box is checked,
and principal components analysis is performed when the Only do principal
components analysis box is checked. Both boxes cannot be checked at the same time.

If the Princomp/DMNeural node in the SAS Enterprise Miner 4.x process flow diagram
is configured to perform DMNeural network training, the converted SAS Enterprise
Miner 5.3 and later process flow diagram will replace the Princomp/DMNeural node
with a DMNeural node:

SAS Enterprise Miner 5.3

. : |'
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If the Princomp/DMNeural node in the SAS Enterprise Miner 4.x process flow diagram
is configured to perform principal components analysis, the converted SAS Enterprise
Miner 5.3 and later process flow diagram will replace the Princomp/DMNeural node
with a Principal Components node:

SAS Enterprise Miner 5.3

AMPSIO. N A Principal |
MEZ i Components
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Tree Node

The SAS Enterprise Miner 5.3 and later Decision Tree node uses an improved version of
the splitting algorithm that was used in SAS Enterprise Miner 4.x. As a result, the
improved Decision Tree algorithm in SAS Enterprise Miner 5.3 or later might produce
results that vary slightly from the results of the SAS Enterprise Miner 4.x Tree node.

Link Analysis Node

SAS Enterprise Miner 4.x uses the Link Analysis node to examine the linkage between
effects in complex systems. SAS Enterprise Miner 5.3 and later do not support Link
Analysis. When you convert a SAS Enterprise Miner 4.x process flow diagram that
contains a Link Analysis node, the resulting SAS Enterprise Miner 5.3 or later process
flow diagram displays a nonfunctional placeholder for the Link Analysis process. The
placeholder Link Analysis node in SAS Enterprise Miner 5.3 and later do not perform
any analytical calculations. The placeholder node is able to display only the results that
were generated by the Link Analysis node in the original SAS Enterprise Miner 4.x
process flow diagram.

Reporter Node

The HTML report files that the SAS Enterprise Miner 4.x Reporter node creates are not
transferred to converted SAS Enterprise Miner 5.3 and later projects. If your converted
SAS Enterprise Miner 5.3 and later project contains process flow diagrams that use the
Reporter node, you can run the process flow diagrams in SAS Enterprise Miner 5.3 or
later and save the Reporter node output as an LST or PDF file in the project's Reports
folder.

Subdiagrams

The Subdiagram node in SAS Enterprise Miner 4.x is not supported in SAS Enterprise
Miner 5.3 and later. If you convert a SAS Enterprise Miner 4.x process flow diagram
that uses a Subdiagram node, the converted SAS Enterprise Miner 5.3 and later process
flow diagram will not have a Subdiagram node. Instead, the converted SAS Enterprise
Miner process flow diagram will accurately reproduce the detailed diagram substructure
that was represented by the Subdiagram node in SAS Enterprise Miner 4.x. The
subdiagram portion of the process flow diagram will be enclosed between Enter and Exit
nodes.

Target Profiler

In SAS Enterprise Miner 4.x, you could use the Target Profiler to define or modify a
target profile. Good target profiles produce optimal decisions that are based on a user-
supplied decision matrix and output from a subsequent modeling procedure. In SAS
Enterprise Miner 4.x you could access the Target Profiler through the Variables tab of
any modeling node. In SAS Enterprise Miner 5.3 and later, you can only access Target
Profiler information through an Input Data node or a Decision node. If you convert a
SAS Enterprise Miner 4.x process flow diagram that has one or more modeling nodes
that use the Target Profiler, the converted SAS Enterprise Miner 5.3 and later process
flow diagram will add a Decision node before each modeling node that defined or
modified the Target Profiler in SAS Enterprise Miner 4.x. For example, consider the
simple SAS Enterprise Miner 4.x process flow diagram here. The Target Profiler is used
to specify prior probabilities for the target before modeling, as shown in the Prior tab of
the Target Profiles for the GOOD BAD window:
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When the SAS Enterprise Miner 4.x project that contains this process flow diagram is
converted for use with SAS Enterprise Miner 5.3 or later, the converted diagram
contains a Decisions node that precedes the Regression node. The Decisions node in the
SAS Enterprise Miner 5.3 and later process flow diagram contains the prior probabilities
that were specified for the target variable GOOD BAD in the Target Profiler of the SAS
Enterprise Miner 4.x Regression node.

Converted SAS Enterprise Miner 5.3 Diagram using Decis
Node to Define Poslerior Probabilities for the Regression
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Model Manager

All modeling nodes in SAS Enterprise Miner 4.x contain a utility called Model Manager.
The Model Manager utility acts as a common framework that can be used to compare
models and predictions, create assessment charts, and configure model reports.

In modeling nodes that aggregate models through stratification or looping, the SAS
Enterprise Miner 4.x Model Manager enables you to view individual model results and
fit statistics.
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SAS Enterprise Miner 5.3 and later does not contain a Model Manager utility. If you

convert this SAS Enterprise Miner 4.x process flow diagram that contains a modeling
node that aggregates models as shown in this example, the modeling node in the
converted SAS Enterprise Miner 5.3 and later process flow diagram retains only the

model results from the last active model.

This example shows the Model Manager window for a Tree node that is part of a group
processing process flow diagram. When this process flow diagram is converted for use
with SAS Enterprise Miner 5.3 and later, only the results from the last active model are
transferred as SAS Enterprise Miner 4.x results.
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Enterprise Miner Analytics

Introduction to SEMMA

SAS Institute defines data mining as the process of Sampling, Exploring, Modifying,
Modeling, and Assessing (SEMMA) large amounts of data to uncover previously
unknown patterns which can be used as a business advantage. The data mining process is
applicable across a variety of industries and provides methodologies for such diverse
business problems as fraud detection, householding, customer retention and attrition,
database marketing, market segmentation, risk analysis, affinity analysis, customer
satisfaction, bankruptcy prediction, and portfolio analysis.

Enterprise Miner software is an integrated product that provides an end-to-end business
solution for data mining. A graphical user interface (GUI) provides a user-friendly front-
end to the SEMMA data mining process:

Sample the data by extracting and preparing a sample of data for model building
using one or more data tables. Sampling includes operations that define or subset
rows of data. The samples should be large enough to efficiently contain the
significant information.

Explore the data by searching for anticipated relationships, unanticipated trends, and
anomalies in order to gain understanding and ideas.

Modify the data by creating, selecting, and transforming the variables to focus the
model selection process on the most valuable attributes.

Model the data by using the analytical techniques to search for a combination of the
data that reliably predicts a desired outcome.

Assess the data by evaluating the usefulness and reliability of the findings from the
data mining process.
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Overview of the Enterprise Miner Node Tools

Sample Nodes

The Append node enables you to append data sets that are exported by two or more
paths in a single Enterprise Miner process flow diagram. The Append node can
append data according to the data role, such as joining training data to training data,
transaction data to transaction data, score data to score data, and so on. The Append
node can append data that was previously partitioned in train, test, and validate roles
into one large training data set.

The Data Partition node enables you to partition data sets into training, test, and
validation data sets. The training data set is used for preliminary model fitting. The
validation data set is used to monitor and tune the model weights during estimation
and is also used for model assessment. The test data set is an additional hold-out data
set that you can use for model assessment. This node uses simple random sampling,
stratified random sampling, or user defined partitions to create partitioned data sets.

The File Import node enables you to import data that is stored in external formats
into a data source that SAS Enterprise Miner can interpret. The File Import node
currently can process CSV flat files, JMP tables, Microsoft Excel and Lotus
spreadsheet files, Microsoft Access database tables, and DBF, DLM, and DTA files.

The Filter node enables you to apply a filter to the training data set in order to
exclude outliers or other observations that you do not want to include in your data
mining analysis. Outliers can greatly affect modeling results and, subsequently, the
accuracy and reliability of trained models.

The Input Data node enables you to access SAS data sets and other types of data.
The Input Data node represents the introduction of a predefined metadata into a
Diagram Workspace for processing. You can view metadata information about your
source data in the Input Data node, such as initial values for measurement levels and
model roles of each variable.

The Merge node enables you to merge observations from two or more data sets into
a single observation in a new data set. The Merge node supports both one-to-one and
match merging. In addition, you have the option to rename certain variables (for
example, predicted values and posterior probabilities) depending on the settings of
the node.

The Sample node enables you to take random, stratified random, and cluster samples
of data sets. Sampling is recommended for extremely large databases because it can
significantly decrease model training time. If the sample is sufficiently
representative, then relationships found in the sample can be expected to generalize
to the complete data set.

The Time Series node enables you to understand trends and seasonal variations in
the transaction data that you collect from your customers and suppliers over the time,
by converting transactional data into time series data. Transactional data is time-
stamped data that is collected over time at no particular frequency. By condensing
the information into a time series, you can discover trends and seasonal variations in
customer and supplier habits that might not be visible in transactional data.

Explore Nodes

The Association node enables you to identify association relationships within the
data. For example, if a customer buys a loaf of bread, how likely is the customer to
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also buy a gallon of milk? The node also enables you to perform sequence discovery
if a sequence variable is present in the data set.

The Cluster node enables you to segment your data by grouping observations that
are statistically similar. Observations that are similar tend to be in the same cluster,
and observations that are different tend to be in different clusters. The cluster
identifier for each observation can be passed to other tools for use as an input, ID, or
target variable. It can also be used as a group variable that enables automatic
construction of separate models for each group.

The DMDB node creates a data mining database that provides summary statistics
and factor-level information for class and interval variables in the imported data set.
The DMDB is a metadata catalog used to store valuable counts and statistics for
model building.

The Graph Explore node is an advanced visualization tool that enables you to
explore large volumes of data graphically to uncover patterns and trends and to
reveal extreme values in the database. For example, you can analyze univariate
distributions, investigate multivariate distributions, and create scatter and box plots
and constellation and 3-D charts. Graph Explore plots are fully interactive and are
dynamically linked to highlight data selections in multiple views.

The Market Basket node performs association rule mining over transaction data in
conjunction with item taxonomy. This node is useful in retail marketing scenarios
that involve tens of thousands of distinct items, where the items are grouped into
subcategories, categories, departments, and so on. This is called item taxonomy. The
Market Basket node uses the taxonomy data and generates rules at multiple levels in
the taxonomy.

The MultiPlot node is a visualization tool that enables you to explore larger volumes
of data graphically. The MultPlot node automatically creates bar charts and scatter
plots for the input and target variables without making several menu or window item
selections. The code created by this node can be used to create graphs in a batch
environment.

The Path Analysis node enables you to analyze Web log data to determine the paths
that visitors take as they navigate through a Web site. You can also use the node to
perform sequence analysis.

The SOM/Kohonen node enables you to perform unsupervised learning by using
Kohonen vector quantization (VQ), Kohonen self-organizing maps (SOMs), or batch
SOMs with Nadaraya-Watson or local-linear smoothing. Kohonen VQ is a clustering
method, whereas SOMs are primarily dimension-reduction methods.

The StatExplore node is a multipurpose node that you use to examine variable
distributions and statistics in your data sets. Use the StatExplore node to compute
standard univariate statistics, to compute standard bivariate statistics by class target
and class segment, and to compute correlation statistics for interval variables by
interval input and target. You can also use the StatExplore node to reject variables
based on target correlation.

The Variable Clustering node is a useful tool for selecting variables or cluster
components for analysis. Variable clustering removes collinearity, decreases variable
redundancy, and helps to reveal the underlying structure of the input variables in a
data set. Large numbers of variables can complicate the task of determining the
relationships that might exist between the independent variables and the target
variable in a model. Models that are built with too many redundant variables can
destabilize parameter estimates, confound variable interpretation, and increase the
computing time that is required to run the model. Variable clustering can reduce the
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number of variables that are required to build reliable predictive or segmentation
models.

The Variable Selection node enables you to evaluate the importance of input
variables in predicting or classifying the target variable. The node uses either an R-
square or a Chi-square selection (tree based) criterion. The R-square criterion
removes variables that have large percentages of missing values, and remove class
variables that are based on the number of unique values. The variables that are not
related to the target are set to a status of rejected. Although rejected variables are
passed to subsequent tools in the process flow diagram, these variables are not used
as model inputs by modeling nodes such as the Neural Network and Decision Tree
tools.

Modify Nodes

The Drop node enables you to drop selected variables from your scored Enterprise
Miner data sets. You can drop variables that have roles of Assess, Classification,
Frequency, Hidden, Input, Rejected, Residual, and Target from your scored data sets.
Use the Drop node to trim the size of data sets and metadata during tree analysis.

The Impute node enables you to replace missing values for interval variables with
the mean, median, midrange, mid-minimum spacing, distribution based replacement,
or use a replacement M-estimator such as Tukey's biweight, Hubers, Andrew's
Wave, or by using a tree-based imputation method. Missing values for class
variables can be replaced with the most frequently occurring value, distribution
based replacement, tree-based imputation, or a constant.

The Interactive Binning node is used to model nonlinear functions of multiple
modes of continuous distributions. The interactive tool computes initial bins by
quintiles, and then you can split and combine the initial quintile-based bins into
custom final bins.

The Principal Components node enables you to perform a principal components
analysis for data interpretation and dimension reduction. The node generates
principal components that are uncorrelated linear combinations of the original input
variables and that depend on the covariance matrix or correlation matrix of the input
variables. In data mining, principal components are usually used as the new set of
input variables for subsequent analysis by modeling nodes.

The Replacement node enables you to replace selected values for class variables.
The Replacement node will summarize all values of class variables and provides you
with an editable variables list. You can also select a replacement value for future
unknown values.

The Rules Builder node enables you to create ad hoc sets of rules for your data that
result in user-definable outcomes. For example, you might use the Rules Builder
node to define outcomes named Deny and Review based on rules such as the
following:

IF P _Default Yes > 0.4 then do
EM_OUTCOME-"Deny" ;
IF AGE > 60 then
EM OUTCOME="Review";
END;

The Transform Variables node enables you to create new variables that are
transformations of existing variables in your data. Transformations can be used to
stabilize variances, remove nonlinearity, improve additivity, and correct
nonnormality in variables. You can also use the Transform Variables node to
transform class variables and to create interaction variables.
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Model Nodes

The AutoNeural node can be used to automatically configure a neural network. The
AutoNeural node implements a search algorithm to incrementally select activation
functions for a variety of multilayer networks.

The Decision Tree node enables you to fit decision tree models to your data. The
implementation includes features found in a variety of popular decision tree
algorithms (for example, CHAID, CART, and C4.5). The node supports both
automatic and interactive training. When you run the Decision Tree node in
automatic mode, it automatically ranks the input variables based on the strength of
their contribution to the tree. This ranking can be used to select variables for use in
subsequent modeling. You can override any automatic step with the option to define
a splitting rule and prune explicit tools or subtrees. Interactive training enables you
to explore and evaluate data splits as you develop them.

The Dmine Regression node enables you to compute a forward stepwise least
squares regression model. In each step, an independent variable is selected that
contributes maximally to the model R-square value. The tool can also automatically
bin continuous terms.

The DMNeural node is another modeling node that you can use to fit an additive
nonlinear model. The additive nonlinear model uses bucketed principal components
as inputs to predict a binary or an interval target variable with automatic selection of
an activation function.

The Ensemble node enables you to create new models by combining the posterior
probabilities (for class targets) or the predicted values (for interval targets) from
multiple predecessor models.

The Gradient Boosting node uses tree boosting to create a series of decision trees
that together form a single predictive model. Each tree in the series is fit to the
residual of the prediction from the earlier trees in the series. The residual is defined
in terms of the derivative of a loss function. For squared error loss with an interval
target, the residual is simply the target value minus the predicted value. Boosting is
defined for binary, nominal, and interval targets.

The LARS node enables you to use Least Angle Regression algorithms to perform
variable selection and model fitting tasks. The LARs node can produce models that
range from simple intercept models to complex multivariate models that have many
inputs. When using the LARs node to perform model fitting, LARs uses criteria from
either least angle regression or the LASSO regression to choose the optimal model.

The MBR (Memory-Based Reasoning) node enables you to identify similar cases
and to apply information that is obtained from these cases to a new record. The MBR
node uses k-nearest neighbor algorithms to categorize or predict observations.

The Model Import node enables you to import models into the Enterprise Miner
environment that were not created by Enterprise Miner. Models that were created by
using SAS PROC LOGISTIC, for example, can now be run, assessed, and modified
in Enterprise Miner.

The Neural Network node enables you to construct, train, and validate multilayer
feedforward neural networks. Users can select from several predefined architectures
or manually select input, hidden, and target layer functions and options.

The Partial Least Squares node is a tool for modeling continuous and binary targets
based on SAS/STAT PROC PLS. The Partial Least Squares node produces DATA
step score code and standard predictive model assessment results.

The Regression node enables you to fit both linear and logistic regression models to
your data. You can use continuous, ordinal, and binary target variables. You can use
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both continuous and discrete variables as inputs. The node supports the stepwise,
forward, and backward selection methods. A point-and-click interaction builder
enables you to create higher-order modeling terms.

The Rule Induction node enables you to improve the classification of rare events in
your modeling data. The Rule Induction node creates a Rule Induction model which
uses split techniques to remove the largest pure split node from the data. Rule
Induction also creates binary models for each level of a target variable and ranks the
levels from the most rare event to the most common. After all levels of the target
variable are modeled, the score code is combined into a SAS DATA step.

The SVM node uses supervised machine learning to perform binary classification
problems, including polynomial, radial basis function and sigmoid nonlinear kernels.
The standard SVM problem solves binary classification problems by constructing a
set of hyperplanes that maximize the margin between two classes. The SVM node
does not support multi-class problems or support vector regression.

The TwoStage node enables you to compute a two-stage model for predicting a class
and an interval target variables at the same time. The interval target variable is
usually a value that is associated with a level of the class target.

Assess Nodes

The Cutoff node provides tabular and graphical information to help you determine
the best cutoff point or points for decision making models that have binary target
variables.

The Decisions node enables you to define target profiles to produce optimal
decisions. You can define fixed and variable costs, prior probabilities, and profit or
loss matrices. These values are used in model selection steps.

The Model Comparison node provides a common framework for comparing models
and predictions from any of the modeling tools (such as Regression, Decision Tree,
and Neural Network tools). The comparison is based on standard model fits statistics
as well as potential expected and actual profits or losses that would result from
implementing the model. The node produces the following charts that help to
describe the usefulness of the model: lift, profit, return on investment, receiver
operating curves, diagnostic charts, and threshold-based charts.

The Score node enables you to manage, edit, export, and execute scoring code that is
generated from a trained model. Scoring is the generation of predicted values for a
data set that cannot contain a target variable. The Score node generates and manages
scoring formulas in the form of a single SAS DATA step, which can be used in most
SAS environments even without the presence of Enterprise Miner.

The Segment Profile node enables you to assess and explore segmented data sets.
Segmented data is created from data BY-values, clustering, or applied business rules.
The Segment Profile node facilitates data exploration to identify factors that
differentiate individual segments from the population, and to compare the
distribution of key factors between individual segments and the population. The
Segment Profile node outputs a Profile plot of variable distributions across segments
and population, a Segment Size pie chart, a Variable Worth plot that ranks factor
importance within each segment, and summary statistics for the segmentation results.
The Segment Profile node does not generate score code or modify metadata.

Utility Nodes

The Control Point node establishes a nonfunctional connection point to clarify and
simplify process flow diagrams. For example, suppose three Input Data nodes are to
be connected to three modeling nodes. If no Control Point node is used, then nine
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connections are required to connect all of the Input Data nodes to all of the modeling
nodes. However, if a Control Point node is used, only six connections are required.

The End Groups node terminates a group processing segment in the process flow
diagram. If the group processing function is stratified, bagging, or boosting, the Ends
Groups node will function as a model node and present the final aggregated model.
(Ensemble nodes are not required as in Enterprise Miner 4.3.) Nodes that follow the
Ends Groups node continue data mining processes normally.

The ExtDemo node illustrates the various Ul elements that can be used by SAS
Enterprise Miner extension nodes.

The Metadata node enables you to modify the columns metadata information at
some point in your process flow diagram. You can modify attributes such as roles,
measurement levels, and order.

The Reporter node tool uses SAS Output Delivery System (ODS) capabilities to
create a single document for the given analysis in PDF or RTF format. The document
includes important Enterprise Miner results, such as variable selection, model
diagnostic tables, and model results plots. The document can be viewed and saved
directly and will be included in SAS Enterprise Miner report package files.

The SAS Code node tool enables you to incorporate SAS code into process flows
that you develop using Enterprise Miner. The SAS Code node extends the
functionality of Enterprise Miner by making other SAS System procedures available
in your data mining analysis. You can also write a SAS DATA step to create
customized scoring code, to conditionally process data, and to concatenate or to
merge existing data sets.

The Score Code Export node tool enables you to extract score code and score
metadata to an external folder. The Score Code Export node must be preceded by a
Score node.

The Start Groups node initiates a group processing segment in the process flow
diagram. The Start Groups node performs the following types of group processing:

Stratified group processing that repeats processes for values of a class variable, such
as GENDER=M and GENDER=F.

Bagging, or bootstrap aggregation via repeated resampling.

Boosting, or boosted bootstrap aggregation, using repeated resampling with residual-
based weights.

Index processing, which repeats processes a fixed number of times. Index
processing is normally used with a Sampling node or with user's code for a sample
selection.

Credit Scoring Nodes
Note: The SAS Credit Scoring feature is not included with the base version of SAS

Enterprise Miner. If your site has not licensed SAS Credit Scoring, the credit scoring
node tools will not appear in your SAS Enterprise Miner software.

Analysts can use Enterprise Miner and its credit scoring tools to build scorecard models
that assign score points to customer attributes, to classify and select characteristics
automatically or interactively using Weights of Evidence and Information Value
measures, and to normalize score points to conform with company or industry standards.

The Credit Exchange node enables you to exchange the data that is created in
Enterprise Miner with the SAS Credit Risk Solution. The Credit Exchange node
creates a statistics table, a target table, flow score code, and a required input
variables matrix.
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The Interactive Grouping node groups variable values into classes that you can use
as inputs for predictive modeling, such as building a credit scorecard model. Use the
Interactive Grouping node to interactively modify classes in order to create optimal
binning and grouping.

The Reject Inference node uses the scorecard model to score previously rejected
applications. The observations in the rejected data set are classified as inferred
"goods" and inferred "bads". The inferred observations are added to the Accepts data
set that contains the actual "good" and "bad" records, forming an augmented data set.
This augmented data set can then serve as the input data set of a second credit
scoring modeling run.

The Scorecard node fits a logistic regression model for the binary target variable.
The regression coefficients and scaling parameters are used to calculate scorecard
points. Scorecard points are organized in a table that assigns score points to customer
attributes. You use the Scorecard node to calculate the scaling parameters of a credit
scorecard, display the distribution of various score-related statistics, determine an
optimal cutoff score, and generate a scored data set.

Applications Nodes

The experimental Incremental Response Model node directly models the
incremental impact of a treatment (such as a marketing action or incentive) and
optimizes customer targeting in order to obtain the maximal response or return on
investment. You can use incremental response modeling to determine the likelihood
that a customer purchases a product, uses a coupon, or to predict the incremental
revenue realized during a promotional period.

The Rate Making node uses generalized linear models, a proven technique, to
analyze data and create a ratemaking model. Generalized linear models (GLMs) are
extensions of traditional linear models and allow the population mean to depend on a
linear predictor through a nonlinear link function. When you create a GLM using the
Ratemaking node, you can model traditional insurance measures such as claim
frequency, severity, or pure premium.

The Survival node performs survival analysis on mining customer databases when
there are time-dependent outcomes. Some examples of time-dependent outcomes are
customer churn, cancellation of all products and services, unprofitable behavior, and
server downgrade or extreme inactivity.:

Text Mining Nodes
Note: The SAS Text Miner feature is not included with the base version of SAS

Enterprise Miner. If your site has not licensed SAS Text Miner, the text mining node
tools will not appear in your SAS Enterprise Miner software.

SAS Text Miner provides tools for discovering and extracting information from a widely
varied collection of text documents. The tools uncover verbal patterns and concepts that
are embedded within the document collection. SAS Text Miner also enables you to
combine quantitative variables with unstructured text in your mining process. SAS Text
Miner nodes run within Enterprise Miner, giving users the ability to combine text mining
capabilities with the data mining capabilities that Enterprise Miner offers.

The Text Cluster node enables you to perform a cluster analysis on a document
collection. The Text Cluster node must be preceded by the Text Parsing and Text
Filter node. If you desire, the Text Cluster node can also be preceded by the Text
Topic node.
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The Text Filter node enables you to reduce the number of parsed terms by dropping
terms with little or no useful information. A filtered and compacted term set allows
for faster computations and only meaningful terms to be used.

The Text Import node extracts the text from documents contained in a directory and
creates a set of results. You can also use the Text Import node to crawl the Web
beginning at a specific URL and retrieve the Web pages that it finds.

The Text Miner node enables you to discover and use the information that exists in
a document collection as a whole. It can process volumes of textual data such as e-
mail messages, news articles, Web pages, research papers, and surveys, even if they
are stored in different languages or data formats. The Text Miner node behaves like
most nodes in Enterprise Miner except that the Text Miner node does not generate
portable score code.

The Text Parsing node enables you to parse a collection of documents and quantify
the information about the terms in that collection. The Text Parsing node enables you
to ignore different parts of speech, classify multiple terms as synonyms, and adjust
the language used for parsing.

The Text Topic node is used to create topics from a document collection. For each
topic that is collected, a variable is added to the training table that the node exports.
Topics are selected after computing the singular value decomposition of the term-by-
document frequency matrix. This is the most memory-intensive task of the text
mining process and can require a simple random sample of the documents in order to
run successfully. The Text Topic node must be preceded by a Text Parsing node. A
Text Filter node can also precede the Text Topic node.

Time Series Nodes

The Time Series Data Preparation node provides time series data cleaning,
summarization, transformation, transposition, and so on.

The Time Series Exponential Smoothing node generates forecasts by using
exponential smoothing models with optimized smoothing weights for many time
series models.

The Time Series Similarity node computes similarity measures associated with
time-stamped data.

Node Usage Rules
Here are some general rules that govern the placement of nodes in a process flow
diagram:

The Input Data node cannot be preceded by any other nodes.

The Input Data node and the SAS Code node are the only tools that do not require
predecessor nodes.

The Model Comparison node must be preceded by one or more modeling nodes.

The Score node must be preceded by a node that produces score code. For example,
the Transform Variables, Impute, Cluster, Regression, Neural Network, AutoNeural,
Decision Tree, and Variable Selection tools generate score code.
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Cubic Clustering Criterion

Abstract

Introduction

The cubic clustering criterion (CCC) can be used to estimate the number of clusters
using Ward's minimum variance method, k -means, or other methods based on
minimizing the within-cluster sum of squares. The performance of the CCC is evaluated
by Monte Carlo methods.

The most widely used optimization criterion for disjoint clusters of observations is
known as the within-cluster sum of squares, WSS, error sum of squares, ESS, residual
sum of squares, least squares, (minimum) squared error, (minimum) variance, (sum of)
squared (Euclidean) distances, trace(W), (proportion of) variance accounted for, or R?
(see, for example, Anderberg 1973; Duran and Odell 1974; Everitt 1980). The following
notation is used herein to define this criterion:

n
number of observations
ny
number of observations in the k™ cluster
p
number of variables
q

number of clusters
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X
n by p data matrix

q by p matrix of cluster means

Z
cluster indicator matrix with element Z, = 1 if the i observation belongs to the k

cluster, 0 otherwise.

Assume that without loss of generality each variable has mean zero. Note that Z'Z is a
diagonal matrix containing the n, and that

X = (Z'2) " 7'X.

The total-sample sum-of-squares and cross products (SSCP) matrix is
T=XX.

The between-cluster SCCP matrix is
— —
= / -
B=A7Z7ZA.
The within-cluster SSCP matrix is
- - - "r =
W = (X-ZX) (X - ZX)
T EC
XX -XNZ7ZA
T — B.
The within-cluster sum of squares pooled over variables is thus trace(W). By changing

the order of the summations, it can also be shown that trace(W) equals the sum of
squared Euclidean distances from each observation to its cluster mean.

Since T is constant for a given sample, minimizing trace(W) is equivalent to maximizing
TRT
i trace | W)

trace (T)

R* =

which has the usual interpretation of the proportion of variance accounted for by the
clusters. R? can also be obtained by multiple regression if the columns of x are stacked
on top of each other to form an np by 1 vector, and this vector is regressed on the
Kronecker product of z with an order p identity matrix.

Many algorithms have been proposed for maximizing [untitled graphic] or equivalent
criteria (for example, Ward 1963; Edwards and Cavalli-Sforza 1965; MacQueen 1967;
Gordon and Henderson 1977). This report concentrates on Ward's method as
implemented in the CLUSTER procedure. Similar results should be obtained with other
algorithms, such as the k-means method provided by FASTCLUS.

The most difficult problem in cluster analysis is how to determine the number of
clusters. If you are using a goodness-of-fit criterion such as R2, you would like to know
the sampling distribution of the criterion to enable tests of cluster significance. Ordinary
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significance tests, such as analysis of variance F- tests, are not valid for testing
differences between clusters. Since clustering methods attempt to maximize the
separation between clusters, the assumptions of the usual significance tests, parametric
or nonparametric, are drastically violated. For example, 25 samples of 100 observations
from a single univariate normal distribution were each divided into two clusters by
FASTCLUS. The median absolute t-statistic testing the difference between the cluster
means was 13.7, with a range from 10.9 to 15.7. For a nominal significance level of
0.0001 under the usual, but invalid, assumptions, the critical value is 3.4, yielding an
actual type 1 error rate close to 1.

The first step in devising a valid significance test for clusters is to specify the null and
alternative hypotheses. For clustering methods based on distance matrices, a popular null
hypothesis is that all permutations of the values in the distance matrix are equally likely
(Ling 1973; Hubert 1974). Using this null hypothesis, you can do a permutation test or a
rank test. The trouble with permutation hypothesis is that, with any real data, the null
hypothesis is totally implausible even if the data does not contain clusters. Rejecting the
null hypothesis does not provide any useful information (Huber and Baker 1977).

Another common null hypothesis is that the data are a random sample from a
multivariate normal distribution (Wolfe 1970, 1978; Lee 1979). The multivariate normal
null hypothesis is better than the permutation null hypothesis, but it is not satisfactory
because there is typically a high probability of rejection if the data is sampled from a
distribution with lower kurtosis than a normal distribution, such as a uniform
distribution. The tables in Englemann and Hartigan (1969), for example, generally lead
to rejection of the null hypothesis when the data is sampled from a uniform distribution.

Hartigan (1978) and Arnold (1979) discuss both normal and uniform null hypotheses,
and the uniform null hypothesis seems preferable for most practical purposes. Hartigan
(1978) has obtained asymptotic distributions for the within-cluster sum of squares
criterion in one dimension for normal and uniform distributions. Hartigan's results
require very large sample sizes, perhaps 100 times the number of clusters, and are,
therefore, of limited practical use.

This report describes a rough approximation to the distribution of the R? criterion under
the null hypothesis that the data have been sampled from a uniform distribution on a
hyperbox (a p-dimensional right parallelepiped). This approximation is helpful in
determining the best number of clusters for both univariate and multivariate data and
with sample sizes down to 20 observations. The approximation to the expected value of
R? is based on the assumption that the clusters are shaped approximately like
hypercubes. In more than one dimension, this approximation tends to be conservative for
a small number of clusters and slightly liberal for a very large number of clusters (about
25 or more in two dimensions). The cubic clustering criterion (CCC) is obtained by
comparing the observed R? to the approximate expected R? using an approximate
variance-stabilizing transformation. Positive values of the CCC mean that the obtained R
2 is greater than would be expected if sampling from a uniform distribution and therefore
indicate the possible presence of clusters. Treating the CCC as a standard normal test
statistic provides a crude test of the hypotheses:

H,: the data has been sampled from a uniform distribution on a hyperbox.

H,: the data has been sampled from a mixture of spherical multivariate normal
distributions with equal variances and equal sampling probabilities.

Under this alternative hypothesis, R? is equivalent to the maximum likelihood criterion
(Scott and Symons 1971).
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Computation of the Cubic Clustering Criterion

The CCC is based on the assumption that clusters obtained from a uniform distribution
on a hyperbox are hypercubes of the same size. The hypercube assumption is obviously
false in most cases, but is generally conservative unless the number of clusters is very
large in two or more dimensions. Wong (1982) has shown that, for many clusters in two
dimensions from a uniform sample, the cluster shape tends to be hexagonal. Figure 1
illustrates a case in which the hypercube (or square, since there are only two dimensions)
assumption is correct. A sample of 10,000 points from a uniform distribution on the unit
square was divided into nine clusters by FASTCLUS. Each cluster is nearly square with
edge length 1/3. [Graph of nine clusters from a uniform distribution on a unit square]
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Figure 15.1 Nine Clusters from a Uniform Distribution on a Unit Square

Figure

Mine Clusters from a Uniform Distr

0.2
0.1
ﬂ'ﬂ_l | | | | [
0.0 0.1 0.2 0.3 0.4 0.5
x
+ + + 1 o OO0 9 LR | L

A first approximation to the value of R? for a population uniformly distributed on a
hyperbox can be obtained. Assume that the edges of the hyperbox are aligned with the
coordinate axes. Let s; be the edge length of the hyperbox along the j* dimension.

Assume further that the s;s are in decreasing order. The volume of the hyperbox is
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",
I
|

If the hyperbox is divided into q hypercubes with edge length c, then the volume of the
hyperbox equals the total volume of the hypercubes; hence

1

71 r
c=|—
2

Let

S-
Llj = L
o

be the number of hypercubes along the j dimension of the hyperbox. The total-sample
variance along the j* dimension is proportional to s, while the within-cluster variance

along the j dimension is proportional to ¢2. Thus
P
2.
=
2 - =1

R? =1— =L

E | 54
i

i=1

— 7 L
=1— 2
>
i

=1

In Figure 1 above, for example, sl =s2 =1, ¢=1/3, and ul =u2 = 3, so the population
R%is

RE

- 2
L= (32437
0.88K]R...

where the sample R? is 0.888967+.

The above approximation fails badly if the dimensionality of the between-cluster
variation, say p*, is less than p. Obviously, p* must be less than the number of clusters,
q. Also, u; < 1 implies p* <j. For a better approximation, assume that the clusters are

hyperboxes with edge length ¢ in the first p* dimensions, and edge length s, in the

remaining dimensions. Let
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where p* is chosen to be the largest integer less than q such that u , is not less than one.

Then we have the following approximation to the population R]:

L
+ - 2
¥ -+ - E .‘Eij
j:p"—'—l

Re=1 —

T
E ' u?
i=l1

In small samples from a uniform distribution on a hyperbox, the sample R2s tend to
exceed the population R? due to the phenomenon widely known as "capitalization on
chance." Extensive simulations led to the following heuristic small-sample

approximation for the expected value of R%:

E(R)=1-

Py P -

. . F
Z 7t + ) Z L o T
=J_ J=r |:—|—J_

F
-2
Z 2

Given a sample X, let s; be the square root of the j* eigenvalue of T/(n-1), so that under

the null hypothesis, the length of the hyperbox in the j dimension is proportional to the
standard deviation of the j" principal component of the data. The CCC is computed from

the observed R? as

!
I T -
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-E@E)] V%

CCC =1n _ S—
L—FR? | (0.001+ E(R2N"?

The above formula was derived empirically in an attempt to stabilize the variance across
different numbers of observations, variables, and clusters.

Empirical Examination of the Performance of the CCC

A Monte Carlo study of the null distribution of the CCC was performed by clustering
samples from uniform distributions on hypercubes by Ward's minimum variance method
as implemented in the CLUSTER procedure. The design involved two factors:

* The number of observations was 20, 40, 80, 160, 320, or 640.
e The number of variables was 1, 2, 4, 8, or 16.

For each combination of these factors, 50 samples were generated from a uniform
distribution on a hypercube. Each sample was clustered and E(R?) and the CCC were
computed with the number of clusters ranging from one to one-tenth the number of
observations. Figure 2 is a plot of the observed average R? against the theoretical
approximate expected [untitled graphic]. Each combination of the number of
observations, number of variables, and number of clusters is represented by a point
giving the mean of 50 values of the observed R? and the approximate E(R"2). Points for
which the observed R? exceeds E(R?) are labeled "L" for liberal, while the remaining
points are labeled "C" for conservative. If both liberal and conservative points fell at a
given plotting position, "L" was printed. The vast majority of the points are mildly
conservative.
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Figure 15.2 Plot of Observed Average R—Squared Against Theoretical Approximate
Expected R—Squared for Uniform Hypercubical Distributions

Figure |
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Table 1 gives the mean and standard deviation of the CCC for each combination of
number of observations, clusters, and variables. Nearly all the means are negative,
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showing that the CCC is generally conservative. The only exceptions are for 56 or more
clusters with 640 observations and 2 variables. For a given number of observations and
variables, the mean CCC reaches a minimum when the number of clusters is close to the
number of variables plus one. In that case, the assumption of hypercubical clusters is
badly violated. The CCC becomes extremely conservative for 16 variables, especially
with a large number of observations. The standard deviations are generally close to 1.0,
but are larger for a small number of clusters, especially with the larger sample sizes for
two clusters.

Table 15.1 Table 1: Mean and Standard Deviation of the CCC for Each Combination of
Number of Observations, Clusters, and Variables.

Variables
1 2 4 8 16
Clus Mea Mea Mea Mea Mea
N ters n STD n STD n STD n STD n STD
20 2 -.06 1.2 -0.7 0.6 -1.2 0.4 -1.5 0.3 -1.8 0.2
40 2 07 14 -1.0 07 -1.5 05 20 04 25 04
40 3 -05 1.1 -6 1.1 22 0.6 26 04 33 04
40 4 -05 1.1 -1.0 11 25 07 3.0 04 38 03
80 2 -0.7 1.6 -1.3 09 23 08 3207 38 05
80 3 -0.8 1.2 28 1.2 33 08 4.1 07 48 05
80 4 -0.7 1.2 -2 14 40 09 46 08 54 05
80 5 05 1.1 -1 1.2 44 1.1 50 08 -6.0 05
80 6 -06 1.1 -1.0 1.2 36 1.1 5209 -64 05
80 7 04 13 -08 1.1 29 1.1 53 1.0 -6.7 0.5
80 8 04 1.1 -06 1.0 24 1.1 53 1.0 -69 0.6
160 2 -2 22 -1.9 12 33 1.0 -5.1 07 -62 07
160 3 -1.6 1.4 -4.9 1.3 -5.0 0.9 -6.6 0.8 -7.8 0.7
160 4 -14 13 27 1.6 -63 0.8 -7.5 0.8 -8.8 0.8
160 5 12 1.2 24 13 -74 09 -82 09 95 08
160 6 -2 11 20 1.1 -6.5 0.8 -8.8 1.0 -10.0 0.8
160 7 -1.1 1.0 -1.8 09 55 1.0 9.0 1.0 -104 0.8

160 8 -1.0 1.0 -1.5 09 -4.8 1.0 -9.1 1.1 -10.6 0.8
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Variables
1 2 4 8 16
Clus Mea Mea Mea Mea Mea

N ters n STD n STD n STD n STD n STD
160 9 -1.1 1.0 -1.2 09 4.1 1.1 9.0 12 -10.8 0.8
160 10 -1.1 1.1 -1.1 09 35 1.1 -84 12 -10.8 0.9
160 11 -1.1 1.0 -1.0 09 3.0 11 -7.8 1.2 -10.8 0.9
160 12 -1.0 1.0 -08 09 26 1.1 72 1.2 -10.8 1.0

160 13 -0.9 1.1 -0.7 1.0 -2.3 1.1 -6.8 1.1 -10.6 1.0

160 14 -0.9 1.2 -0.6 1.0 -2.0 1.1 -6.4 1.1 -104 1.0

160 15 -0.9 1.2 -0.5 1.0 -1.7 1.1 -6.0 1.1 -10.0 1.0

160 16 0.8 1.2 -0.4 1.1 -1.5 1.1 -5.6 1.1 -9.7 1.0

320 2 3.1 24 26 14 -4.9 1.6 -84 0.8 -10.7 0.9
320 3 -1.9 2.0 -7.3 1.4 =17 1.3 -10.7 1 0.8 -13.4 09
320 4 -2.2 1.4 45 1.6 -102 14 -124 09 -15.1 0.8
320 5 -2.2 1.5 44 15 -124 13 -13.7 09 -16.4 0.8
320 6 -1.7 1.3 -4.1 1.3 -109 1.2 -148 0.9 -17.3 0.8
320 7 -1.7 1.1 3.7 14 -9.5 1.2 -15.6 10 -18.1 0.7
320 8 -1.5 1.1 32 13 -8.3 1.2 -16.2 | 1.1 -18.6 0.7
320 9 -1.5 1.0 29 14 -1.5 1.1 - 1.1 -19.0 0.7
16.5
320 10 -1.5 09 26 13 -6.6 1.2 -154 1.0 -192 0.7
320 11 -1.4 1.0 24 13 -5.9 1.2 -145 09 -194 0.8
320 12 -1.3 1.1 22 12 -5.3 1.2 -13.7 09 -195 0.8
320 13 -1.3 1.1 20 1.1 -4.8 1.1 -13.0 09 -194 0.8
320 14 -1.3 1.1 -1.8 1.0 -4.3 1.1 -123 0.8 -193 09
320 15 -1.3 1.0 -1.6 1.0 -4.0 1.1 -11.7 0.8 -192 09

320 16 -1.2 09 -1.5 1.0 -3.7 1.1 -11.1 0.8 -18.8 1.0
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320

320

320

320

320

320

320

320

320

320

320

320

320

320

320

320

640

640

640

640

640

640

640

Clus
ters

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

Variables
1

Mea

n STD
-1.2 09
-12 1.0
-2 1.0
-2 1.0
-1.1 1.0
-1.1 1.0
-1.0 1.0
-1.0 1.0
-1.0 1.0
-1.0 1.0
-1.0 09
-1.0 09
-1.0 09
-09 09
-09 1.0
-1.0 1.0
35 32
31 20
3219
28 1.7
29 14
25 14
2.1 1.2

Mea

-1.4

-1.3

-1.2

-1.1

-1.0

1.0

1.0

1.1

1.1

1.1

1.5

1.3

1.2

-1.9

-1.8

-1.6

-1.5

-14

-1.2

-1.1

-1.0

-11.0

-15.2

-19.2

-17.3

-15.6

-14.0

0.9

0.9

0.8

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.1

1.1

Mea

-10.6

-10.1

-9.6

-12.8

-16.8

-19.7

-22.1

-24.1

-25.9

-27.4

STD

0.9

0.9

0.9

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

0.9

1.1

1.2

1.4

1.3

1.3

1.3

1.2

16

Mea

-18.1

-17.4

-16.8

-16.2

-15.8

-153

-14.8

-143

-13.9

-13.5

-13.1

12.8

12.4

-12.1

-11.8

-11.5

-17.3

-21.6

-24.6

-26.9

-28.7

-30.2

-31.4

STD

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

0.9

0.9

1.0

1.0

1.0

0.9

0.9

0.9

0.9

0.9

0.9

0.9

1.0

1.0
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Variables
1 2 4 8 16
Clus Mea Mea Mea Mea Mea
N ters n STD n STD n STD n STD n STD
640 9 -19 12 46 13 -127 13 -28.6 1.2 — 1.0

332

640 10 -2.0 1.0 43 14 -115 14 272 1.2 -332 1.0

640 11 -2.1 0.9 -4.1 1.2 -105 14 -26.0 1.2 -339 1.0

640 12 22 09 -39 11 -9.6 1.4 - 1.1 -345 1.1
24.8

640 13 -2.2 1.0 3.8 1.0 -8.8 1.4 — 1.1 -349 1.1
23.8

640 14 -2.1 1.0 3.6 09 -8.2 1.3 -229 1.1 -351 1.1

640 15 -2.0 1.1 34 09 =17 1.3 -22.0 1.1 -353 12

640 16 -1.8 1.1 32 09 -7.3 1.3 212 1.1 -353 1.2
640 17 -1.8 1.1 -3.1 09 -7.0 1.3 -203 1.1 -353 1.2
640 18 -1.8 1.1 29 09 -6.7 1.3 -19.6 1.4 341 1.1
640 19 -1.8 1.0 28 09 -6.5 1.2 -189 1.1 -33.0 1.1
640 20 -1.8 1.0 27 09 -6.2 1.2 -182 1.1 -32.0 1.1
640 21 -1.8 1.0 26 09 -6.0 1.2 -175 1.2 -31.0 1.1
640 22 -1.8 1.0 25 09 -5.8 1.1 -169 1.2 -30.1 1.1
640 23 -1.8 09 24 09 -5.6 1.1 -163 1.1 -293 1.1
640 24 -1.8 1.0 23 09 -5.3 1.1 -15.7 1.1 -285 1.1
640 25 -1.8 1.0 22 09 -5.1 1.1 -152 1.1 277 1.1
640 26 -1.7 1.1 21 09 -4.9 1.0 -147 1.1 -269 1.1
640 27 -1.7 1.1 2.0 038 -4.7 1.0 -141 1.1 -262 1.1
640 28 -1.6 1.1 -1.9 09 -4.5 1.0 -13.6 | 1.1 =255 1.1
640 29 -15 1.1 -1.8 09 -4.3 1.0 -13.2 1.1 249 1.1
640 30 -1.5 1.0 -1.8 09 -4.1 1.1 -12.8 1.1 242 1.1

640 31 -1.4 1.0 -1.7 09 -3.9 1.1 -123 1.0 -23.6 1.0
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640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

640

Clus
ters

32

33

34

35

36

37

38

39

40

41

4

43

44

45

46

47

48

49

50

51

52

53

54

Variables
1

Mea

n STD
-14 1.0
-1.5 1.0
-1.5 1.0
-5 1.0
-1.5 1.0
-1.5 1.0
-1.6 1.0
-1.6 1.0
-1.6 1.0
-1.6 1.0
-1.6 1.0
-1.6 1.0
-1.6 1.0
-6 1.0
-5 1.0
-1.5 1.0
-1.5 1.0
-1.5 1.0
-14 1.0
-14 1.0
-14 1.0
-14 1.0
-14 1.0

Mea

-1.6

-1.5

-1.4

-1.3

-1.2

-1.1

-1.0

STD

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

-1.9

-1.7

-1.6

-1.5

-1.4

-1.3

-1.2

-1.1

-1.1

1.1

1.1

1.1

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

Mea

12.0

-11.6

-11.2

-10.9

-10.5

-10.2

-8.7

-8.5

-8.2

STD

1.0

1.0

1.0

1.0

1.0

1.1

1.1

1.1

1.1

1.1

1.1

1.1

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

16

Mea

-23.1

-22.5

-22.0

-21.5

-21.0

-20.5

-20.1

-19.6

-19.2

-18.8

-18.4

-18.1

-17.7

-17.4

-17.0

-16.7

-16.4

-16.1

-15.8

-15.5

-15.2

-14.9

-14.7

STD

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

0.9

17.0

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9



Cubic Clustering Criterion 121

Variables
1 2 4 8 16
Clus Mea Mea Mea Mea Mea
N ters n STD n STD n STD n STD n STD
640 55 -14 1.0 0.0 0.9 -1.0 1.1 -58 1.0 -144 09
640 | 56 -14 1.0 0.0 0.9 -09 1.1 56 1.0 -142 09
640 57 -14 1.0 0.1 0.9 -08 1.1 54 1.0 -139 09
640 58 -14 1.0 0.1 0.9 -0.7 1.1 52 1.0 -13.7 09
640 59 -14 1.0 0.2 0.9 -06 | 1.1 -5.1 1.0 -135 09
640 | 60 -1.3 1.0 0.2 0.8 -05 1.1 49 09 -132 09
640 | 61 -1.3 1.0 0.3 0.8 -04 1.1 -48 09 -13.0 09
640 62 -1.3 09 0.3 0.8 -04 1.1 46 09 -12.8 09
640 63 -1.3 0.9 0.4 0.8 -0.3 1.1 -4.5 0.9 - 0.9
12.6
640 | 64 -1.3 09 0.5 0.8 -02 1.1 43 09 -124 09

Note: Each mean and standard deviation is based on 50 samples.

Figures 3.1 — 3.5 plot the probability of the CCC exceeding 2.0 for each combination of
number of observations, clusters, and variables. All probabilities are less than 0.10 and
most are less than 0.05. Table 2 shows the probability of the maximum CCC exceeding
2.0, where the maximum is taken over numbers of clusters, for each combination of
number of observations and variables. All probabilities are less than 0.10. The maximum
CCC exceeded 3.0 only once in the study, for 160 observations and 1 variable.
Therefore, a CCC value exceeding 2 or 3 can be taken as evidence favoring rejection of
the null hypothesis of a uniform distribution on a hyperbox, although a precise
significance level cannot be specified.
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Figure 15.3 Figure 3.1: Probability of CCC Exceeding 2.0 Plotted against the Number of
Clusters for Uniform Hypercubical Distributions, Number of Variables = 1
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Figure 15.4 Figure 3.2: Probability of CCC Exceeding 2.0 Plotted Against the Number of
Clusters for Uniform Hypercubical Distributions, Number of Variables = 2
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Figure 15.5 Figure 3.3: Probability of CCC Exceeding 2.0 Plotted Against the Number of
Clusters for Uniform Hypercubical Distributions, Number of Variables = 4

Figure G
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Figure 15.6 Figure 3.4: Probability of CCC Exceeding 2.0 Plotted Against the Number of
Clusters for Uniform Hypercubical Distributions, Number of Variables = 8

Figure G
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Figure 15.7 Figure 3.5: Probability of CCC Exceeding 2.0 Plotted Against the Number of
Clusters for Uniform Hypercubical Distributions, Number of Variables = 16
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Variables

Observatio

ns 1 2 4 8 16
20 2 0 0 0 0
40 2 2 0 0 0
80 8 2 0 0 0
160 8 2 0 0 0
320 2 2 0 0 0
640 0 2 2 0 0

Note: Each table entry is based on 50 samples.

The first Monte Carlo study examined hypercubical distributions. A second Monte Carlo
was run to evaluate the CCC in uniform distributions on non-cubical hyperboxes. To
keep computer time within reasonable limits the dimensionality was limited to four
while the ranges were varied in three dimensions. The number of observations was 80,
160, 320, or 640. Fifty samples were generated in each cell. Tables 3.1 and 3.2 give the
mean and standard deviation of the CCC for each combination of number of
observations, clusters, and shape of hyperbox. The shapes are given as four numbers
indicating the ranges in the four dimensions. Again the results are conservative. Error
rates analogous to those in Table 2 were computed, and none exceeded the 0.02 level.

Table 15.2 Table 2: Mean and Standard Deviation of the CCC for Each Combination of
Number of Observations, Clusters, and Shape of Hyperbox.

Shape
1111 2111 2211 2221
Clust

N ers Mean STD Mean STD Mean STD Mean STD
80 2 2.4 0.7 -1.1 0.8 -1.5 0.8 -1.9 0.9
80 3 3.2 0.8 2.1 0.7 2.7 0.8 2.9 0.8
80 4 -4 0.8 2.7 0.7 -1.9 1.1 -3.7 0.9
80 5 4.3 0.9 32 0.8 -1.8 1 2.9 0.9
80 6 -3.6 1 -2.9 0.8 -1.8 0.9 2.4 0.8
80 7 3.1 1 2.7 0.9 -1.8 0.9 -1.9 0.9
80 8 -2.6 0.9 2.4 0.8 -1.8 0.8 -1.6 1
160 2 -3.5 1 -1.7 1.1 -2 1.1 -2.7 1.2

160 3 -5 0.8 -2.9 1 -4.4 1 -4.5 0.7
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Shape
1111 2111 2211 2221
Clust

N ers Mean STD Mean STD Mean STD Mean STD
160 4 -6.2 0.9 4.2 0.9 3.1 1.4 -6.3 0.9
160 5 -7.2 0.9 -5.1 1 3.5 1.2 -4.8 1
160 6 -6 1 -4.8 0.9 -3.6 1.2 -3.7 1.1
160 7 -5.1 1 -4.5 0.9 -3.5 1.1 -3.1 1.1
160 8 -4.4 1 -4.2 0.8 -3.4 1 -2.8 1.2
160 9 -3.7 1 -3.9 0.8 -3.3 1 -2.6 1.1
160 10 -3.2 1 -3.7 0.8 -3.1 0.9 -2.5 1.1
160 11 2.7 1 -3.4 0.9 -3 0.9 -2.3 1.2
160 12 2.3 1 -3.1 0.9 2.9 1 2.2 1.2
160 13 2 1 -2.8 0.9 2.7 1 2.1 1.1
160 14 -1.8 1 -2.6 0.9 2.5 1 -1.9 1.1
160 15 -1.5 1 2.3 0.9 2.3 1 -1.8 1
160 16 -1.4 1 2.1 0.9 2.2 1 -1.7 1
320 2 5.2 1.3 -2.6 1.2 2.9 1.2 4.4 1.5
320 3 -7.6 1 4.1 1 -6.8 1.2 -6.8 1.3
320 4 -10 1.1 -6.3 1 4.7 1.6 -9.8 1.2
320 5 -12.5 1.1 -8.2 1 -5.4 1.5 -7.9 1.1
320 6 -11 1.2 -8.2 1 -5.5 1.2 -6.4 1.2
320 7 -9.8 1.2 -7.9 1 -5.6 1.1 -5.3 1.2
320 8 -8.7 1.3 -7.6 1.1 -5.6 1 -4.9 1.4
320 9 =77 1.3 =72 1.1 -5.5 0.9 -4.9 1.2
320 10 -6.8 1.4 -6.8 1.1 -5.4 0.9 -4.7 1.1
320 11 -6.1 1.4 -6.3 1.1 -5.3 0.8 -4.6 1

320 12 -5.5 1.4 -5.9 1.1 -5.2 0.7 -4.4 1
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Shape
1111 2111 2211 2221
Clust
N ers Mean STD Mean STD Mean STD Mean STD
320 13 -5 1.3 -5.5 1.1 -5 0.7 -4.3 0.9
320 14 4.5 1.3 -5.1 1.1 -4.8 0.7 4.1 0.9
320 15 4.2 1.3 -4.8 1.1 -4.6 0.7 -4 0.9
320 16 -3.8 1.2 -4.4 1.1 -4.4 0.7 -3.8 0.9
320 17 -3.5 1.2 -4.1 1 -4.1 0.7 -3.7 0.9
320 18 -3.3 1.2 -3.8 1 -39 0.7 -3.6 0.9
320 19 -3.1 1.1 -3.5 1 -3.7 0.7 -3.4 0.9
320 20 -2.8 1.1 -3.3 1 -3.5 0.8 -3.3 0.9
320 21 -2.6 1.1 -3 1 -33 0.8 -3.1 0.9
320 22 2.5 1.1 -2.8 1 -3.1 0.8 -3 0.9
320 23 2.3 1.1 -2.6 1 2.9 0.8 2.9 0.9
320 24 2.1 1.1 24 1.1 2.7 0.8 2.7 0.9
320 25 2 1.1 2.2 1.1 2.5 0.8 -2.6 0.9
320 26 -1.8 1.1 2.1 1.1 2.3 0.8 2.5 0.9
320 27 -1.7 1.1 -1.9 1.1 2.2 0.8 2.4 0.9
320 28 -1.5 1.1 -1.8 1 -2 0.8 2.2 0.9
320 29 -1.4 1.1 -1.7 1 -1.9 0.8 -2.1 0.9
320 30 -1.3 1.1 -1.5 1 -1.7 0.8 -2 0.9
320 31 -1.2 1.1 -1.4 1 -1.6 0.8 -1.8 0.9
320 32 -1.1 1.1 -1.3 1 -1.4 0.8 -1.7 0.9
640 2 -7.5 1.6 -3.3 1.5 -4.4 1.8 -5.3 23
640 3 -11.3 1.1 -6.1 1.1 -9.8 1.5 -10.1 1.5
640 4 -15.2 1.2 9.4 1.1 -7.1 2.1 -15 1.4

640 5 -19.4 1.3 -12.4 1.3 -8.5 1.6 -12.5 1.4
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Shape
1111 2111 2211 2221
Clust

N ers Mean STD Mean STD Mean STD Mean STD
640 6 -17.3 1.3 -12.6 1.2 -8.5 1.4 -10.2 1.4
640 7 -15.4 1.3 -12.3 1.1 -8.6 1.3 -8.5 1.5
640 8 -13.8 1.4 -12 1.1 -8.8 1.2 -7.9 1.8
640 9 -12.5 1.3 -11.6 1.2 -8.9 1.2 -7.9 1.5
640 10 -11.3 1.3 -11.1 1.2 -9 1.1 -7.8 1.4
640 11 -10.3 1.3 -10.6 1.2 -9 1.1 -7.6 1.3
640 12 -9.5 1.3 -10.1 1.2 -8.9 1.1 -7.5 1.3
640 13 -8.7 1.4 -9.6 1.2 -8.7 1.1 -7.4 1.3
640 14 -8.1 1.5 9.1 1.2 -8.6 1 272 1.2
640 15 -7.6 1.4 -8.6 1.2 -8.4 | -7 1.2
640 16 -7.2 1.3 -8.2 1.2 -8.2 1 -6.8 1.2
640 17 -6.9 1.2 -7.8 1.2 -7.9 1 -6.7 1.1
640 18 -6.6 1.2 -74 1.2 =77 1 -6.6 1.1
640 19 -6.4 1.1 -6.9 1.2 -7.4 1 -6.4 1.1
640 20 -6.1 1.1 -6.5 1.2 -7.1 0.9 -6.2 1.1
640 21 -5.9 1.1 -6.2 1.2 -6.8 0.9 -6.1 1.1
640 22 -5.7 1.1 -5.9 1.2 -6.6 0.9 -5.9 1
640 23 -5.5 1.1 -5.6 1.2 -6.3 0.9 -5.7 1
640 24 -5.3 1.1 -5.4 1.2 -6.1 0.9 -5.5 1
640 25 -5.1 1.1 -5.1 1.2 -5.8 0.9 -5.3 1
640 26 -4.9 1.1 -4.9 1.2 -5.6 0.9 -5.2 1
640 27 -4.7 1.1 -4.7 1.2 -5.4 0.8 -5 1
640 28 -4.6 1.1 -4.5 1.2 5.2 0.8 -4.8 1

640 29 -4.4 1 -4.3 1.2 -5 0.8 -4.6 1
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Shape
1111 2111 2211 2221
Clust
N ers Mean STD Mean STD Mean STD Mean STD
640 30 4.2 1 4.1 1.2 4.8 0.8 -4.5 0.9
640 31 4.1 1 -39 1.2 -4.6 0.8 -4.3 0.9
640 32 -39 1 -3.8 1.2 -4.4 0.8 4.1 0.9
640 33 -3.8 0.9 -3.6 1.2 4.2 0.8 -39 0.9
640 34 -3.6 0.9 -3.5 1.1 -4.1 0.8 -3.8 0.9
640 35 -3.5 0.9 -3.4 1.1 -39 0.7 -3.6 0.9
640 36 -3.3 0.9 -3.3 1.1 -3.7 0.7 -3.5 0.9
640 37 -3.2 0.9 -3.1 1.1 -3.6 0.7 -3.4 0.9
640 38 -3 0.9 -3 1.1 -3.4 0.7 -3.2 0.9
640 39 2.9 0.9 -2.9 1.1 -33 0.8 -3.1 0.9
640 40 2.8 0.9 -2.8 1.1 3.2 0.8 -3 0.9
640 41 2.6 0.9 2.7 1.1 -3 0.8 2.8 0.9
640 42 2.5 0.9 -2.6 1.1 2.9 0.8 2.7 0.9
640 43 2.4 0.9 2.5 1.1 2.8 0.8 -2.6 0.9
640 44 2.2 0.9 2.4 1.1 2.7 0.8 2.5 0.9
640 45 2.1 0.9 2.3 1.1 2.5 0.8 2.3 0.9
640 46 -2 0.9 -2.2 1.1 -2.4 0.8 -2.2 0.9
640 47 -1.9 0.9 -2.1 1.1 -2.3 0.8 2.1 0.9
640 48 -1.8 0.9 -2 1 2.2 0.8 -2 0.9
640 49 -1.7 0.9 -1.9 1 -2 0.8 -1.9 0.9
640 50 -1.6 0.9 -1.8 1 -1.9 0.8 -1.8 0.9
640 51 -1.4 0.9 -1.7 1 -1.8 0.8 -1.7 0.9
640 52 -1.3 0.9 -1.6 1 -1.7 0.8 -1.6 0.9

640 53 -1.2 0.9 -1.5 1 -1.6 0.8 -1.5 0.9
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640

640

640

640

640

640

640

640

640

640

640

Clust

ers

54

55

56

57

58

59

60

61

62

63

64

1111

Mean

-1.2

-1.1

-0.4

-0.3

STD

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

0.9

2111

Mean

-1.5

-1.4

-1.3

-1.2

-1.1

-1.1

STD

0.9

0.9

0.9

0.9

0.9

Shape

2211

Mean

-1.5

1.4

-1.3

-1.2

-1.1

-0.7

-0.6

STD

0.8

0.8

0.8

0.8

0.8

0.8

0.8

0.8

0.8

0.9

0.9

Note: Each mean and standard deviation is based on 50 samples.

2221

Mean

-1.4

-1.3

-1.2

-1.1

STD

0.9
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Table 15.3 Table 3: Mean and Standard Deviation of the CCC for Each Combination of
Number of Observations, Clusters, and Shape of Hyperbox.
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Shape
4111 4211 4221 4411 4421 4441

Clu

ste Me ST Me ST Me ST Me ST Me ST Me ST
N rs an D an D an D an D an D an D
160 2 -1.7 15 -1.3 12 -1.1 1 -19 1.1 -1.6 1 25 1.1
160 3 -1.3 07 25 1 24 08 46 1.1 -43 1.1 -44 09
160 4 -16 08 -28 08 -38 08 24 14 25 1.1 -59 12

160 5 21 07 -24 08 -37 09 -24 11 27 11 -47 1.1

160 6 26 07 -2 07 34 1 2109 27 1 -3.7 13

160 7 -28 07 -18 08 -31 09 -19 08 -26 09 -3 1.3

160 8 29 06 -2 08 -28 09 -16 08 -25 09 -24 12

160 9 29 06 -2 09 -25 08 -15 08 -23 09 -21 1.1

160 ' 10 29 06 -2 08 -22 08 -14 08 -22 09 -18 1

160 @ 11 28 106 21 08 @ -2 08 -13 07 -2 09 -16 1

160 12 27 .07 -21 08 -18 08 -12 07 -19 08 -15 1

160 13 26 07 -21 08 -16 08 -12 07 -1.7 08 -13 09

160 14 25 07 -2 08 -15 09 -12 08 -16 08 -12 09

160 15 24 07 -2 08 -13 09 -12 07 -14 08 -1.1 09

160 16 23 .07 -19 08 -12 09 -13 07 -13 08 -1 0.9

320 2 -2 16 -18 15 -23 14 -26 15 -29 15 37 16

320 3 -1.7 109 -39 1 37 11 -68 13  -68 12 -66 1.5

320 4 21 01 43 08 -61 11 -39 18 41 16 -96 13

320 5 29 09 38 09 -61 09 -36 13 -44 13 -8 1.2

320 6 37 108 32 1 59 09 33 1 45 1.1 -65 13
320 7 -42 08 28 11 -56 09 -3 09 -44 1 53 14
320 8 46 08 -29 12 -52 09 27 08 43 1 44 12
320 9 -48 08 31 1.2 47 09 25 08 42 1 -4 1.2

320 10 49 08 32 1.2 43 09 -24 08 4 1 3.8 1.2
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Shape
4111 4211 4221 4411 4421 4441
Clu
ste Me ST Me ST Me ST Me ST Me ST Me ST
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640 3 29 09 -59 13 57 12 -10. 16 -99 16 -95 1.6

640 4 33 1.1 -67 1 93 1.1 -58 19 -65 18 -14. 1.7

640 5 47 11 -1 09 -97 11 -57 15 -71 15 -12. 14

640 6 59 09 52 1.1 94 12 53 11 -7 1.1 -10. 14

2
640 7 -68 09 45 09 88 11 -5 1 -7.2 .09 -84 14
640 8 -74 09 48 12 82 1 4.6 1 -72 08  -7.2 12

640 9 -78 08 -53 12 -77 09 -43 09 -72 08 -67 1.1

640 10 81 08 56 1 7101 41 08 -7.1 08 -64 1.1

640 11 -82 08 -57 09 -66 1 -4 08 -7 08 -62 1.1

640 12 -82 08 -58 08 -61 11 -38 08 -68 08 -6 1.1

640 13 -82 08 -59 08 58 1 36 08 -65 08 -57 1.1

640 14 -81 08 -59 08 -54 1 35 07 -63 08 -54 1.1

640 15 -79 08 -6 08 -52 1.1 -35 09 -6 08 52 1.1

640 16 -7.8 1 08 -6 08 -52 12 -39 09 -57 08 -5 1.1

640 17 -7.6 08 -6 08 -53 12 -4 09 -54 08 48 1

640 18 -7.5 1 08 -6 08 -52 11 -41 09 -51 08 -46 1

640 19 -7.3 108 -6 08 51 1 42 09 -49 09 -44 1

640 20 -7.1 107 59 08 -5 1 41 08 47 09 -42 09
640 21 -69 07 -59 08 49 1 41 08 -45 09 -4 0.9
640 22 -67 1 07 -59 08 48 1 41 08 -43 09 -39 09
640 23 -65 07 -58 08 47 1 41 08 -41 09 -37 09

640 24 -63 07 -57 08 46 1 4.1 08 -4 09 -36 09
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Shape
4111 4211 4221 4411 4421 4441
Clu
ste Me ST Me ST Me ST Me ST Me ST Me ST
N rs an D an D an D an D an D an D

640 49 24 08 -28 09 -24 08 -3 09 -2 09 -14 08

640 50 23 08 -26 09 -23 08 29 09 @ -2 09 -14 08

640 51 22 08 -25 09 -22 08 -28 09 -19 09 -13 038

640 52 21 08 -24 09 -22 08 -28 09 -18 09 -13 038

640 53 -2 08 -23 09 -21 08 -27 09 -18 1 -1.2 0.8
640 54 -1.9 08 22 09 -2 08 -26 09 -1.7 1 -1.2 0.8
640 55 -1.8 1 08 -21 09 -19 08 -26 09 @ -16 1 -1.1 0.8
640 56 -1.7 108 -2 09 -1.8 08 -25 09 -16 1 -1.1 0.8
640 57 -16 08 -19 09 -1.7 08 -24 09 -15 1 -1 0.8
640 58 -1.5 08 -18 09 -16 08 -23 09 -15 1 -1 0.8
640 59 -1.5 08 -18 09 -16 08 -23 09 -14 1 -09 0.8
640 60 -14 08 -1.7 09 -15 08 -22 09 -13 1 -0.9 0.8
640 61 -13 08 -16 09 -14 08 -21 09 -13 1 -0.8 0.8
640 62 -12 08 -15 09 -13 08 -21 09 -12 1 -0.8 0.8

640 63 -1.1 108 -14 09 -13 08 -2 09 -12 1 -0.8 0.8

640 o4 -1.1 08 -14 09 -12 08 -19 09 -1 1 -0.7 0.8

Table 4 provides an indication of the power of the CCC to detect a mixture of two
spherical normal distributions with unit variance and equal sampling probabilities. Ten
samples of 100 observations were generated from each of 15 populations with 1, 2, 4, 8,
or 16 variables and a distance between component means of 4, 5, or 6 standard
deviations. Table 4 shows the frequency with which the CCC exceeded 2. The power
decreases as the dimensionality increases, as expected. With 1 variable, a separation of 4
or 5 standard deviations is required for good power, while 16 variables require a
separation of 6 or more standard deviations.
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Table 15.4 Table 4: Power of CCC to Detect Mixture of Two Spherical Normal Distributions
with Unit Variance and Equal Sampling Probabilities

Distance Between Centroids

Variables 4 5 6

1 5 10 10

2 3 10 10

4 0 8 10

8 0 4 10

16 0 0 7

Milligan and Cooper (1983) performed a Monte Carlo comparison of 30 criteria for the
number of clusters, including the CCC. In the overall evaluation, the CCC ranked sixth
best, correctly identifying the number of clusters 321 times in 432 attempts. The CCC
tended to overestimate the number of clusters, probably because some of the clusters
were elliptical rather than spherical.

Figures 4 through 6 show CCC plots for samples of 100 observations from various
normal distributions clustered by Ward's method. In each case the CCC values are
negative and generally decreasing as the number of clusters increases. Figure 4 is based
on a univariate normal distribution. Figure 5 comes from a spherical multivariate normal
distribution in 16 dimensions. Figure 6 illustrates an elliptical normal distribution in 16
dimensions, for which the standard deviation in the j* dimension is j.
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Figure 15.8 CCC Plot: 100 Observations from a Univariate Normal Distribution

Figure
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Figure 15.9 CCC Plot: 100 Observations from a Spherical Multivariate Normal Distribution in
16 Dimensions

Figure

CCC Plot
100 Obs from a Spherical MHultivar
in 16 Dimens
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Figure 15.10 CCC Plot: 100 Observations from an Elliptical Multivariate Normal Distribution
in 16 Dimensions

Figure

CCC Plot
100 Obs from an Elliptical Multiva
in 16 Dimens
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Cubic

1 2 3 4 5

Number of L

Figure 7.1 is a scatter plot of 100 observations from a mixture of two circular normal
distributions (50 observations each) separated by 6 standard deviations. Figure 7.2 shows
the corresponding CCC plot with a sharp peak clearly indicating two clusters. Figure 7.3
presents an analysis of the data in Figure 7.1 standardized to unit standard deviations.
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Standardization causes the clusters to become highly elliptical in violation of the
alternative hypothesis on which the CCC is based. The resulting plot suggests the
possibility of four or nine clusters. This example illustrates the danger of indiscriminate

standardization.
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Figure 15.11 Plot of 50 Observations from each of Two Circular Normal Distributions
Separated by Six Standard Deviations

Figure 7
Plot of 50 Obs from each of Two Circ
Separated by b Standar

1
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Figure 15.12 CCC Plot of Raw Data in Figure 7.1
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Figure 15.13 CCC Plot of Standardized Data in Figure 7.1
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Table 5 gives the means of six clusters in two dimensions that are used to generate data
in Figures 8.1 and 9.1. In the scatter plot in Figure 9.1, the standard deviation of each
cluster is reduced to 0.25 units. The CCC plot in Figure 9.2 has a blunt peak at six
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clusters, suggesting either six circular clusters or five clusters of which one might be

elliptical.
Cluster Means

Cluster COL1 CoL2
A 0 0

B 0 1

C 2 0

D 0 4

E 5 0

F 8 4

Figure 8.1 shows 120 observations from six circular normal distributions with the given
means and standard deviations of 1.0 unit. It is apparent that there are at least four
clusters, but the clusters labeled A, B, and C cannot be easily distinguished.
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Figure 15.14 Plot of 120 Observations from a Mixture of Six Circular Multivariate Normal
Distributions with Standard Deviation 1.0

Figure &

Plot of 120 Obser
from a Hixture of b Circular MHultiva
with Standard Dewvi:

The CCC plot in Figure 8.2 has a peak at five clusters, but the peak is rather blunt,
indicating that two of the five clusters are not well separated, or perhaps that there are
only four clusters, one of which might be elliptical.
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Figure 15.15 CCC Plot of Raw Data in Figure 8.1

Figure 8

CCC Plot
of Raw Data in Fir
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Number of C

In the scatter plot in Figure 9.1, the standard deviation of each cluster is reduced to 0.25
units.
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Figure €

Plot of 120 Obser
from a Hixture of b Circular MHultiva
with Standard Devia

coL2

The CCC plot in Figure 9.2 has a blunt peak at six clusters, suggesting either six circular
clusters or five clusters of which one might be elliptical.

Table 6 contains the means of 16 clusters in a hierarchical arrangement used to generate
data in Figures 10.1 and 11.1.
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Cluster Means

Cluster COoL1 CcoL2 CoL3 coL4
A 8 4 2 1
B 8 4 2 -1
C 8 4 ) 1
D 8 4 2 -1
E 8 -4 2 1
F 8 -4 2 -1
G 8 -4 -2 1
H 8 -4 2 -1
I -8 4 2 1
J -8 4 2 -1
K -8 4 2 1
L -8 4 2 -1
M -8 -4 2 1
N -8 -4 2 -1
0 -8 -4 ) 1
P -8 -4 2 -1

Figure 10.1 plots the first two dimensions, showing clusters with standard deviations of
1.0 unit. There are four apparent clusters, each of which is actually four clusters
separated in the two dimensions not shown on the plot. The view through the other two
dimensions would be similar but the apparent separation among the clusters would be
reduced by a factor of four.
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Figure 15.16 Plot of 240 Observations in the First Two Dimensions of a Mixture of 16
Spherical Multivariate Normal Distributions with Standard Deviation 1.0

Figure 1

Plot of 240 Observations in the

of a Mixture of 16 Spherical Multiva
with Standard Dewvi:

=20 -10 0

coLl

The levels of interest in the hierarchy are 2, 4, 8, or 16 clusters. The first three of these
levels can be seen in the CCC plot in Figure 10.2 as large jumps or local peaks in the
CCC.
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Figure 15.17 CCC Plot of Raw Data in Figure 10.1
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In Figure 11.1 the standard deviations are reduced to 0.25 units, and the corresponding
CCC plot in Figure 11.2 shows all four levels of the hierarchy.
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Figure 15.18 Plot of 240 Observations in the First Two Dimensions of a Mixture of Sixteen
Spherical Multivariate Normal Distributions with Standard Deviation 0.25

Figure 1

Plot of 240 Observations in the

of a Mixture of 16 Spherical Multiva
with S5tandard Dewvia
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Figure 15.19 CCC Plot of Raw Data in Figure 11.1
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Figure 12 shows a CCC plot for the raw iris data (SAMPSIO.DMAIRIS) from Fisher
(1936). There is a local peak at three clusters, the correct value, but also a much higher
peak at five or six clusters due to the elliptical nature of the clusters. If the data is
standardized, the three-cluster solution becomes apparent as shown in Figure 13.
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Figure 15.20 CCC Plot of Raw Iris Data

Figure -

CCC Plot of Raw I

Cubic Clustering Criterion

1 2 3 4 5 B 7 8

Humber of C1



156 Chapter 15 « Cubic Clustering Criterion

Figure -

CCC Plot of Standardiz
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Conclusion

The best way to use the CCC is to plot its value against the number of clusters, ranging
from one cluster up to about one-tenth the number of observations. The CCC might not
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behave well if the average number of observations per cluster is less than ten. The
following guidelines should be used for interpreting the CCC:

* Peaks on the plot with the CCC greater than 2 or 3 indicate good clusterings.

* Peaks with the CCC between 0 and 2 indicate possible clusters but should be
interpreted cautiously.

» There can be several peaks if the data has a hierarchical structure.

* Very distinct nonhierarchical spherical clusters usually show a sharp rise before the
peak followed by a gradual decline.

* Very distinct nonhierarchical elliptical clusters often show a sharp rise to the correct
number of clusters followed by a further gradual increase and eventually a gradual
decline.

+ Ifall values of the CCC are negative and decreasing for two or more clusters, the
distribution is probably unimodal or long-tailed.

* Very negative values of the CCC, say, -30, might be due to outliers. Outliers
generally should be removed before clustering.

+ Ifthe CCC increases continually as the number of clusters increases, the distribution
might be grainy or the data might have been excessively rounded or recorded with
just a few digits.

A final and very important warning: neither the CCC nor is an appropriate criterion for
clusters that are highly elongated or irregularly shaped. If you do not have prior
substantive reasons for expecting compact clusters, use a nonparametric clustering
method such as Wong and Lane's (1983) rather than Ward's method or k-means.
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Predictive Modeling

Terminology

Predictive modeling tries to find good rules (models) for guessing (predicting) the values
of one or more variables in a data set from the values of other variables in the data set.
After a good rule has been found, it can be applied to new data sets (scoring) that might
or might not contain the variable or variables that are being predicted. The various
methods that find prediction rules go by different names in different areas of research,
such as regression, function mapping, classification, discriminant analysis, pattern
recognition, concept learning, supervised learning, and so on.

In the present context, prediction does not mean forecasting time series. In time series
analysis, an entity is observed repeatedly over time, and past values are used to forecast
future values. For the predictive modeling methods in Enterprise Miner, each case in a
data set represents a different entity, independent of the other cases in the data set. If the
entities in question are, for example, customers, then all of the information pertaining to
any one customer must be contained in a single case in the data set. If you have a data
set in which each customer is described by multiple cases, you must first rearrange the
data to place all of the information about any one customer into the same case. It is
possible to fit some simple autoregressive models by preprocessing the data using the
LAG and DIF functions in the SAS Code node, but Enterprise Miner has no convenient
interface for making forecasts.
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Enterprise Miner provides a number of tools for predictive modeling. Three of these
tools are the Regression node, the Decision Tree node, and the Neural Network node.
The methods used in these nodes come from several areas of research, including
statistics, pattern recognition, and machine learning. These different areas use different
terminology, so before discussing predictive modeling methods, it will be helpful to
clarify the terms used in Enterprise Miner. The following list of terms is in logical, not
alphabetical order. A more extensive alphabetical glossary can be found in the Glossary.

Synonym
A word having a meaning similar to but not necessarily identical to that of another
word in at least one sense.

Case
A collection of information about one of numerous entities represented in a data set.
Synonyms: observation, record, example, pattern, sample, instance, row, vector, pair,
tuple, fact.

Variable
One of the items of information represented in numeric or character form for each
case in a data set. Synonyms: column, feature, attribute, coordinate, measurement.

Target
A variable whose value is known in some currently available data, but will be
unknown in some future/fresh/operational data set. You want to be able to predict the
values of the target variable or variables from other known variables. Synonyms:
dependent variable, response, observed values, training values, desired output,
correct output, outcome.

Input
A variable used to predict the value of the target variable or variables. Synonyms:
independent variable, predictor, regressor, explanatory variable, carrier, factor,
covariate.

Output
A variable computed from the inputs as a prediction of the value of the target
variable or variables Synonyms: predicted value, estimate, y-hat.

Model
A class of formulas or algorithms used to compute outputs from inputs. A statistical
model also includes information about the conditional distribution of the targets
given the inputs. See also trained model below. Synonyms: architecture (for neural
nets), classifier, expert, equation, function.

Weights
Numeric values used in a model that are usually unknown or unspecified prior to the
analysis. Synonyms: estimated parameters, estimates, regression coefficients,
standardized regression coefficients, betas.

Case Weight
A nonnegative numeric variable that indicates the importance of each case. There are
three types of case weights: frequencies, sampling weights, and variance weights.
Enterprise Miner supports only frequencies.

Parameters
The true or optimal values of the weights or other quantities (such as standard
deviations) in a model.

Training
The process of computing good values for the weights in a model, or, for tree-based
models, choosing good split variables and split values. Synonyms: estimation, fitting,
learning, adaptation, induction, growing (trees, that is).
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Trained Model
A specific formula or algorithm for computing outputs from inputs, with all weights
or parameter estimates in the model chosen via a training algorithm from a class of
such formulas or algorithms designated by the model. Synonyms: fitted model.

Generalization
The ability of a model to compute good outputs from input data not used during
training. Synonyms: interpolation and extrapolation, prediction.

Population
The set of all cases that you want to be able to generalize to. The data to be analyzed
in data mining are usually a subset of the population.

Sample
A subset of the population that is available for analysis.

Noise
Unpredictable variation, usually in a target variable. For example, if two cases have
identical input values but different target values, the variation in those different
target values is not predictable from any model using only those inputs, hence that
variation is noise. Noise is often assumed to be random. In that case, it is inherently
unpredictable. Since noise prevents target values from being accurately predicted,
the distribution of the noise can be estimated statistically given enough data.
Synonym: error.

Signal
Predictable variation in a target variable. It is often assumed that target values are the
sum of signal and noise, where the signal is a function of the input variables.
Synonyms: Function, systematic component.

Training Data
Data containing input and target values, used for training to estimate weights or other
parameters. Synonyms: Training set, design set.

Test Data
Data containing input and target values, not used during training in any way, but
instead used to estimate generalization error. Synonyms: Test data set (often
confused with validation data).

Validation Data
Data containing input and target values, used indirectly during training for model
selection or early stopping. Synonyms: Validation set (often confused with test data).

Scoring
Applying a trained model to data to compute outputs. Synonyms: running (for neural
nets), simulating (for neural nets), filtering (for trees), interpolating or extrapolating.

Interpolation
Scoring or generalization for cases on or within the convex hull of the training set in
the space of the input variables.

Extrapolation
Scoring or generalization for cases outside the convex hull of the training set in the
space of the input variables.

Operational Data
Data to be scored in a practical application, containing inputs but not target values.
Scoring operational data is the main purpose of training models in data mining.
Synonyms: scoring data.
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Categorical Variable
A variable which for all practical purposes has only a limited number of possible
values. Synonyms: class variable, label.

Category
One of the possible values of a categorical variable. Synonyms: class, level, label.

Class Variable
In data mining, pattern recognition, knowledge discovery, neural networks, and so
on, a class variable means a categorical target variable, and classification means

assigning cases to categories of a target variable. In traditional SAS procedures, class

variable means simply categorical variable, either an input or a target.

Measurement
The process of assigning numbers to things such that the properties of the numbers
reflect some attribute of the things.

Measurement Level
One of several ways in which properties of numbers can reflect attributes of things.
The most common measurement levels are nominal, ordinal, interval, log-interval,
ratio, and absolute. For details, see the Measurement Theory FAQ at £tp://
ftp.sas.com/pub/neural/measurement.html.

Nominal Variable
A numeric or character categorical variable in which the categories are unordered,
and the category values convey no additional information beyond category
membership.

Ordinal Variable

A numeric or character categorical variable in which the categories are ordered, but
the category values convey no additional information beyond membership and order.
In particular, the number of levels between two categories is not informative, and for
numeric variables, the difference between category values is not informative. The
results of an analysis that includes ordinal variables will typically be unchanged if
you replace all the values of an ordinal variable by different numeric or character
values as long as the order is maintained, although some algorithms might use the
numeric values for initialization. Enterprise Miner provides no explicit support for
continuous ordinal variables, although some procedures in other SAS products do so,
such as TRANSREG and PRINQUAL.

Interval Variable

A numeric variable for which differences of values are informative.

Ratio Variable

A numeric variable for which ratios of values are informative. In Enterprise Miner,
ratio and higher-level variables are not generally distinguished from interval
variables, since the analytical methods are the same. However, ratio measurements
are required for some computations in model assessment, such as profit and ROI
measures.

Binary Variable

A variable that takes only two distinct values. A binary variable can be legitimately
treated as nominal, ordinal, interval, or sometimes ratio.
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Common Features of Predictive Modeling Nodes

Table of Common Features

The predictive modeling nodes are designed to share many common features. The
following table lists some features that are broadly applicable to predictive modeling and
indicates which nodes have the features. Decision options, output data sets, and score
variables are described in subsequent sections of this chapter.

Table 16.1 Features of Predictive Modeling Nodes

Neural Network Regression Decision Tree
Input Data Sets:
Training Yes Yes Yes
Validation Yes Yes Yes
Test Yes Yes Yes
Scoring
Input Variables
Nominal Yes Yes Yes
Ordinal Yes No# Yes
Interval Yes Yes Yes
Other Variable
Roles:
Frequency Yes Yes Yes
Sampling Weight No* No* No*
Variance Weight No No No
Cost Yes Yes Yes
Decision Options:
Prior Probabilities Yes Yes Yes
Profit or Loss Matrix Yes Yes Yes
Output Data Sets:
Scores Yes Yes Yes

Model (weights, trees)  Yes Yes Yes
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Neural Network Regression Decision Tree
Fit Statistics Yes Yes Yes
Profit or Loss Yes Yes Yes
Summaries
Score Variables:
Output (predicted Yes Yes Yes
value, posterior
probability)
Residual Yes Yes Yes
Classify (from, into) Yes Yes Yes
Expected Profit or Yes Yes Yes
Loss
Profit or Loss Yes Yes Yes
Computed from
Target
Decision Yes Yes Yes
Other Features:
Interactive Training Yes No Yes
Save and reuse models  Yes Yes Yes
Apply model with No No Yes
missing inputs
DATA step code for Yes Yes Yes

scoring

Note: #— The Regression node treats ordinal inputs as nominal; it does not preserve the
ordering of the levels.

Note: * —Planned for a future release.

Categorical Variables

Categories for nominal and ordinal variables are defined by the normalized, formatted
values of the variable. If you have not explicitly assigned a format to a variable, the
default format for a numeric variable is BEST12., and the default format for a character
variable is $w., where w is the length of the variable. The formatted value is normalized

by:
1. Removing leading blanks

2. Truncating to 32 characters

3. Changing lowercase letters to uppercase.
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Hence, if two values of a variable differ only in the number of leading blanks and in the
case of their letters, they will be assigned to the same category. Also, if two values differ
only past the first 32 characters (after left-justification), they will be assigned to the same
category.

Dummy variables are generated for categorical variables in the Regression and Neural
Network nodes. If a categorical variable has c categories, the number of dummy
variables will be either ¢ or c-1, depending on the role of the variable and what options
are specified. The computer time and memory requirements for analyzing a categorical
variable with c categories are the same as the requirements for analyzing ¢ or c-1
interval-level variables for the Regression and Neural Network nodes.

When a categorical variable appears in two or more data sets used in the same modeling
node, such as the training set (prior to DMDB processing), validation set, and decision
data set, the variable is not required to have the same type and length in each data set.
For example, a variable named TEMPERAT could be numeric in the training set with
values such as 98.6, while a variable by the same name in the validation set could be
character with values such as "98.6". As long as the normalized, formatted values from
the two data sets agree, the values of the two variables will be matched correctly. In the
Neural Network node only, a categorical variable that appears in two or more data sets
must have the same formatted length in each data set.

Predicted Values and Posterior Probabilities

For an interval target variable, by default the modeling nodes try to predict the
conditional mean of the target given the values of the input variables. The Neural
Network node also provides robust error functions that can be used to predict
approximately the conditional median or mode of the target.

For an interval target variable, by default the modeling nodes try to predict the
conditional mean of the target given the values of the input variables. The Neural
Network node also provides robust error functions that can be used to predict
approximately the conditional median or mode of the target.

You can also specify a profit or loss matrix to classify cases according to the business
consequences of the decision. (See the section below on Decisions.) The robust error
functions in the Neural Network node can be used to output the approximately most
probable class.

When comparing predictive models, it is essential to compare all models using the same
cases. If a case is omitted from scoring for one model but not from another (for example,
because of missing input variables) you get invalid, "apples-and-oranges" model
comparisons. Therefore, Enterprise Miner modeling nodes compute predictions for all
cases, even for cases where the model is inapplicable because of missing inputs or other
reasons (except, of course, when there are no valid target values).

For cases where the model cannot be applied, the modeling nodes output the
unconditional mean (the mean for all cases used for training) for interval targets, or the
prior probabilities for categorical targets (see the section below on Prior Probabilities). If
you do not specify prior probabilities, implicit priors are used, which are the proportions
of the classes among all cases used for training. A variable named WARN in the
scored data set indicates why the model could not be applied. If you have lots of cases
with missing inputs, you should either use the Decision Tree node for modeling, or use
the Impute node to impute missing values prior to using the Regression or Neural
Network nodes.

The Frequency Variable and Weighted Estimation
All of the Enterprise Miner modeling nodes enable you to specify a frequency variable.
Typically, the values of the frequency variable are nonnegative integers. The data are



166 Chapter 16 -+ Predictive Modeling

treated as if each case were replicated as many times as the value of the frequency
variable.

Unlike most SAS procedures, the modeling nodes in Enterprise Miner accept values for
a frequency variable that are not integers without truncating the fractional part. Thus,
you can use a frequency variable to perform weighted analyses.

However, Enterprise Miner does not provide explicit support for sampling weights,
noise-variance weights, or other analyses where the weight variable does not represent
the frequency of occurrence of each case. If the frequency variable represents sampling
weights or noise-variance weights, the point estimates of regression coefficients and
neural network weights will be valid. But if the frequency variable does not represent
actual frequencies, then standard errors, significance tests, and statistics such as MSE,
AIC, and SBC might be invalid.

If you want to do weighted estimation under the usual assumption for weighted least
squares that the weights are inversely proportional to the noise variance (error variance)
of the target variable, then you can obtain statistically correct results by specifying
frequency values that add up to the sample size.

If you want to use sampling weights that are inversely proportional to the sampling
probability of each case, you can get approximate estimates for MSE and related
statistics in the Regression and Neural Network nodes by specifying frequencies that add
up to the effective sample size. A pessimistic approximation to the effective sample size
is provided by

W)
Swi*

where W(i) is a sampling weight for case i. This approximation will not work properly
with the Decision Tree node.

Differences Among Predictive Modeling Nodes

The Regression node, the Tree node, and the Neural Network node can all learn complex
models from data, but they have different ways of representing complexity in their
models. Choosing a model of appropriate complexity is important for making accurate
predictions, as discussed in the section below on Generalization. Simple models are best
for learning simple functions of the data (as long as the model is correct, of course),
while complex models are required for learning complex functions. With all data mining
models, one way to increase the complexity of a model is to add input variables. Other
ways to increase complexity depend on the type of model:

* Inregression models, you can add interactions and polynomial terms.
* In neural networks, you can add hidden units.
* In tree-based models, you can grow a larger tree.

One fundamental difference between tree-based models and both regression and neural
net models is that tree-based models learn step functions, whereas the other models learn
continuous functions. If you expect the function to be discontinuous, a tree-based model
is a good way to start. However, given enough data and training time, neural networks
can approximate discontinuities arbitrarily well. Polynomial regression models are not
good at learning discontinuities. To model discontinuities using regression, you need to
know where the discontinuities occur and construct dummy variables to indicate the
discontinuities before fitting the regression model.
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For both regression and neural networks, the simplest models are linear functions of the
inputs, hence regression and neural nets are both good for learning linear functions.
Tree-based models require many branches to approximate linear functions accurately.

When there are many inputs, learning is inherently difficult because of the curse of
dimensionality (see the Neural Network FAQ at the URL
ftp://ftp.sas.com/pub/neural/FAQ2.html#A curse.

To learn general nonlinear functions, all modeling methods require a degree of
complexity that grows exponentially with the number of inputs. That is, as the number of
inputs increases, the number of interactions and polynomial terms required in a
regression model grows exponentially, the number of hidden units required in a neural
network grows exponentially, and the number of branches required in a tree grows
exponentially. The amount of data and the amount of training time required to learn such
models also grow exponentially.

Fortunately, in most practical applications with a large number of inputs, most of the
inputs are irrelevant or redundant, and the curse of dimensionality can be circumvented.
Tree-based models are especially good at ignoring irrelevant inputs, since trees often use
a relatively small number of inputs even when the total number of inputs is large.

If the function to be learned is linear, stepwise regression is good for choosing a small
number out of a large set of inputs. For nonlinear models with many inputs, regression is
not a good choice unless you have prior knowledge of which interactions and
polynomial terms to include in the model. Among various neural net architectures,
multilayer perceptrons and normalized radial basis function (RBF) networks are good at
ignoring irrelevant inputs and finding relevant subspaces of the input space, but ordinary
radial basis function networks should be used only when all or most of the inputs are
relevant.

All of the modeling nodes can process redundant inputs effectively. Adding redundant
inputs has little effect on the effective dimensionality of the data; hence the curse of
dimensionality does not apply. When there are redundant inputs, the training cases lie
close to some (possibly nonlinear) subspace. If this subspace is linear, redundancy is
called multicollinearity.

In statistical theory, it is well-known that redundancy causes parameter estimates
(weights) to be unstable. That is, different parameter estimates can produce similar
predictions. But if the purpose of the analysis is prediction, unstable parameter estimates
are not necessarily a problem. If the same redundancy applies to the test cases as to the
training cases, the model needs to produce accurate outputs only near the subspace
occupied by the data, and stable parameter estimates are not needed for accurate
prediction. However, if the test cases do not follow the same pattern of redundancy as
the training cases, generalization will require extrapolation and will rarely work well.

If extrapolation is required, decision tree-based models are safest, because trees choose
just one of several redundant inputs and produce constant predictions outside the range
of the training data. Stepwise linear regression or linear-logistic regression are the next
safest methods for extrapolation if a large singularity criterion is used to make sure that
the parameter estimates do not become excessively unstable. Polynomial regression is
usually a bad choice for extrapolation, because the predictions will often increase or
decrease rapidly outside the range of the training data. Neural networks are also
dangerous for extrapolation if the weights are large. Weight decay and early stopping
can be used to discourage large weights. Normalized radial basis function (RBF)
networks are the safest type of neural net architecture for extrapolation, since the range
of predictions will never exceed the range of the hidden-to-output weights.

The Decision Tree node can use cases with missing inputs for training and provides
several ways of making predictions from cases with missing inputs. The Regression and
Neural Network nodes cannot use cases with missing inputs for training; predictions are
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based on the unconditional mean or prior probabilities. (See Predicted Values and
Posterior Probabilities.)

The Neural Network node can model two or more target variables in the same network.
Having multiple targets in the network can be an advantage when there are features
common to all the targets. Otherwise, it is more efficient to train separate networks. The
Regression node and the Decision Tree node process only one target at a time, but the
Start Group node can be used to handle multiple targets.

The following figures illustrate the types of approximation error that commonly occur
with each of the modeling nodes. The noise-free data come from the hill-and-plateau
function, which was chosen because it is difficult for typical neural networks to learn.
Given sufficient model complexity, all of the modeling nodes can, of course, learn the
data accurately. These examples show what happens with insufficient model complexity.
The cases in the training set lic on a 21 by 21 grid, while those in the test data set are on
a4l by 41 grid.
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Hill and Plateau Function: Test Dat
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Computer Resources

The computer time and memory required for an analysis depend on the number of cases,
the number of variables, the complexity of the model, and the training algorithm. For
many modeling methods, there is a trade-off between time and memory.

For all modeling nodes, memory is required for the operating system, SAS supervisor,
and the Enterprise Miner diagram and programs, resulting in an overhead of about 20 to
30 megabytes.

Let:

N
be the number of cases.

v
be the number of input variables.

be the number of input terms or units, including dummy variables, intercepts,
interactions, and polynomials.

be the number of weights in a neural network.

0]
be the number of output units.

D
be the average depth of a tree.

R
be the number of times the training data are read in logistic regression or neural nets,
which depends on the training technique, the termination criteria, the model, and the
data. R is typically much larger for neural nets than for logistic regression. In regard
to training techniques, R is usually smallest for Newton-Raphson or Levenberg-
Marquardt, larger for quasi-Newton, and still larger for conjugate gradients.

S

be the number of steps in stepwise regression, or 1 if stepwise regression is not used.

For the Decision Tree node, the minimum additional memory required for an analysis is
about 8N bytes. Training will be considerably faster if there is enough RAM to hold the
entire data set, which is about 8N(V+1) bytes. If the data will not fit in memory, they
must be stored in a utility file. Memory is also required to hold summary statistics for a
node, such as means or a contingency table, but this amount is usually much smaller than
the amount required for the data.

For the Regression node, the memory required depends on the type of model and on the
training technique. For linear regression, memory usage is dominated by the SSCP
matrix, which requires 812 bytes. For logistic regression, memory usage depends on the
training technique as documented in the SAS/OR Technical Report: The NLP Procedure,
ranging from about 401 bytes for the conjugate gradient technique to about 812 bytes for
the Newton-Raphson technique.

For the Neural Network node, memory usage depends on the training technique as
documented in the SAS/OR Technical Report: The NLP Procedure. About 40W bytes
are needed for the conjugate gradient technique, while 4W? bytes are needed for the
quasi-Newton and Levenberg-Marquardt techniques. For a network with biases and H
hidden units in one layer, W = (I+1)H + (H+1)O. For both logistic regression and neural
networks, the conjugate gradient technique, which requires the least memory, must
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usually read the training data many more times than the Newton-Raphson and
Levenberg-Marquardt techniques.

Assuming that the number of training cases is greater than the number of inputs or
weights, the time required for training is approximately proportional to:

NI?
for linear regression.

SRNI
for logistic regression using conjugate gradients.

SRNI?
for logistic regression using quasi-Newton or Newton-Raphson. Note that R is
usually considerably less for these techniques than for conjugate gradients.

DNI
for decision tree-based models.

RNW
for neural nets using conjugate gradients.

RNW?2
for neural nets using quasi-Newton or Levenberg-Marquardt. Note that R is usually
considerably less for these techniques than for conjugate gradients.

Prior Probabilities

For a categorical target variable, each modeling node can estimate posterior probabilities
for each class, which are defined as the conditional probabilities of the classes given the
input variables. By default, the posterior probabilities are based on implicit prior
probabilities that are proportional to the frequencies of the classes in the training set.
You can specify different prior probabilities via the Target Profile using the Prior
Probabilities tab. (See the Target Profile chapter.) Also, given a previously scored data
set containing posterior probabilities, you can compute new posterior probabilities for
different priors by using the DECIDE procedure, which reads the prior probabilities
from a decision data set.

Prior probabilities should be specified when the sample proportions of the classes in the
training set differ substantially from the proportions in the operational data to be scored,
either through sampling variation or deliberate bias. For example, when the purpose of
the analysis is to detect a rare class, it is a common practice to use a training set in which
the rare class is over represented. If no prior probabilities are used, the estimated
posterior probabilities for the rare class will be too high. If you specify correct priors, the
posterior probabilities will be correctly adjusted no matter what the proportions in the
training set are. For more information, see Detecting Rare Classes.

Increasing the prior probability of a class increases the posterior probability of the class,
moving the classification boundary for that class so that more cases are classified into
the class. Changing the prior will have a more noticeable effect if the original posterior
is near 0.5 than if it is near zero or one.

For linear logistic regression and linear normal-theory discriminant analysis,
classification boundaries are hyperplanes; increasing the prior for a class moves the
hyperplanes for that class farther from the class mean, while decreasing the prior moves
the hyperplanes closer to the class mean, but changing the priors does not change the
angles of the hyperplanes.

For quadratic logistic regression and quadratic normal-theory discriminant analysis,
classification boundaries are quadratic hypersurfaces; increasing the prior for a class
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moves the boundaries for that class farther from the class mean, while decreasing the
prior moves the boundaries closer to the class mean, but changing the priors does not
change the shapes of the quadratic surfaces.

To show the effect of changing prior probabilities, the data in the following figure were
generated to have three classes, shown as red circles, blue crosses, and green triangles.
Each class has 100 training cases with a bivariate normal distribution.

Figure 16.1 Training Data Plot with Three Classes
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These training data were used to fit a quadratic logistic regression model using the
Neural Network engine. Since each class has the same number of training cases, the
implicit prior probabilities are equal. In the following figure, the plot on the left shows
color-coded posterior probabilities for each class. Bright red areas have a posterior
probability near 1.0 for the red circle class, bright blue areas have a posterior probability
near 1.0 for the blue cross class, and bright green areas have a posterior probability near
1.0 for the green triangle class. The plot on the right shows the classification results as
red, blue, and green regions.
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Figure 16.2 Classification Plots with Equal Priors
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If the prior probability for the red class is increased, the red areas in the plots expand in
size as shown in the following figure. The red class has a small variance, so the effect is
not widespread. Since the priors for the blue and green classes are still equal, the
boundary between blue and green has not changed.
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Figure 16.3 Classification Plots with Priors: Red = .90 Blue = .05 Green = .05

Priors: Red= .90 Blue= .05 Green=.
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If the prior probability for the blue class is increased, the blue areas in the plots expand
in size as shown in the following figure. The blue class has a large variance and has a
substantial density extending beyond the high-density red region, so increasing the blue
prior causes the red areas to contract dramatically.
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Figure 16.4 Classification Plots with Priors: Red = .10 Blue = .80 Green = .10

Priors: Red= .10 Blue= .80 Green=.
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If the prior probability for the green class is increased, the green areas in the plots
expand as shown in the following figure.
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Figure 16.5 Classification Plots with Priors: Red = .10 Blue = .10 Green = .80

Priors: Red= .10 Blue= .10 Green=.
Posterior Probabhilities Classifi
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In the literature on data mining, statistics, pattern recognition, and so on, prior
probabilities are used for a variety of purposes that are sometimes confusing. In
Enterprise Miner, however, the nodes are designed to use prior probabilities in a simple,
unambiguous way:

» Prior probabilities are assumed to be estimates of the true proportions of the classes
in the operational data to be scored.

* Prior probabilities are not used by default for parameter estimation. This enables you
to manipulate the class proportions in the training set by using nonproportional
sampling, or by using a frequency variable in the method of your choice.

» Ifyou specify prior probabilities, the posterior probabilities computed by the
modeling nodes are always adjusted for the priors.

» Ifyou specify prior probabilities, the profit and loss summary statistics are always
adjusted for priors and therefore provide valid model comparisons, assuming that
you specify valid decision consequences. (See the following section on Decisions.)

If you do not explicitly specify prior probabilities (or if you specify None for prior
probabilities in the target profile), no adjustments for priors are performed by any nodes.

Posterior probabilities are adjusted for priors as follows. Let:

t

be an index for target values (classes)
>

be an index for cases
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OldPrior(t)
be the old prior probability or implicit prior probability for target t

OldPost(i,t)
be the posterior probability based on OldPrior(t)

Prior(t)
be the new prior probability desired for target t

Post(i,t)
be the posterior probability based on Prior(t)

Then:
OldPast (i £) Prior (£) | QldPricr (£)

Fogi(i,f) =
> OldFPost (3, 1 FPricr (j)f QidPrior ()
-

For classification, each case i is assigned to the class with the greatest posterior
probability, that is, the class t for which Post(i,t) is maximized.

Prior probabilities have no effect on estimating parameters in the Regression node, on
learning weights in the Neural Network node, or, by default, on growing trees in the
Tree node. Prior probabilities do affect classification and decision processing for each
case. Hence, if you specify the appropriate options for each node, prior probabilities can
affect the choice of models in the Regression node, early stopping in the Neural Network
node, and pruning in the Tree node.

Prior probabilities are also used to adjust the relative contribution of each class when
computing the total and average profit and loss as described in the section below on
Decisions. The adjustment of total and average profit and loss is distinct from the
adjustment of posterior probabilities. The latter is used to obtain correct posteriors for
individual cases, whereas the former is used to obtain correct summary statistics for the
sample. The adjustment of total and average profit and loss is done only if you explicitly
specify prior probabilities; the adjustment is not done when the implicit priors based on
the training set proportions are used.

Note that the fit statistics such as misclassification rate and mean squared error are not
adjusted for prior probabilities. These fit statistics are intended to provide information
about the training process under the assumption that you have provided an appropriate
training set with appropriate frequencies, hence adjustment for prior probabilities could
present a misleading picture of the training results. The profit and loss summary
statistics are intended to be used for model selection, and to assess decisions that are
made using the model under the assumption that you have provided the appropriate prior
probabilities and decision values. Therefore, adjustment for prior probabilities is
required for data sets that lack representative class proportions. For more details, see
Decisions .

If you specify priors explicitly, Enterprise Miner assumes that the priors that you specify
represent the true operational prior probabilities and adjusts the profit and loss summary
statistics accordingly. Therefore:

» Ifyou are using profit and loss summary statistics, the class proportions in the
validation and test sets need not be the same as in the operational data as long as
your priors are correct for the operational data.

*  You can use training sets based on different sampling methods or with differently
weighted classes (using a frequency variable), and as long as you use the same
explicitly specified prior probabilities, the profit and loss summary statistics for the
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training, validation, and test sets will be comparable across all of those different
training conditions.

» Ifyou fit two or more models with different specified priors, the profit and loss
summary statistics will not be comparable and should not be used for model
selection, since the different summary statistics apply to different operational data
sets.

If you do not specify priors, Enterprise Miner assumes that the validation and test sets
are representative of the operational data, hence the profit and loss summary statistics
are not adjusted for the implicit priors based on the training set proportions. Therefore:

» If'the validation and test sets are indeed representative of the operational data, then
regardless of whether you specify priors, you can use training sets based on different
sampling methods or with differently weighted classes (using a frequency variable),
and the profit and loss summary statistics for the validation and test sets will be
comparable across all of those different training conditions.

+ If'the validation and test sets are not representative of the operational data, then the
validation statistics might not provide valid model comparisons, and the test-set
statistics might not provide valid estimates of generalization accuracy.

If a class has both an old prior and a new prior of zero, then it is omitted from the
computations. If a class has a zero old prior, you might not assign it a positive new prior,
since that would cause a division by zero. Prior probabilities might not be missing or
negative. They must sum to a positive value. If the priors do not sum to one, they are
automatically adjusted to do so by dividing each prior by the sum of the priors. A class
might have a zero prior probability, but if you use PROC DECIDE to update posterior
probabilities, any case having a nonzero posterior corresponding to a zero prior will
cause the results for that case to be set to missing values.

To summarize, prior probabilities do not affect:
» Estimating parameters in the Regression node.
* Learning weights in the Neural Network node.

» Growing (as opposed to pruning) trees in the Decision Tree node unless you
configure the property Use Prior Probability in Split Search.

* Residuals, which are based on posteriors before adjustment for priors, except in the
Decision Tree node if you choose to use prior probabilities in the split search.

* Error functions such as deviance or likelihood, except in the Decision Tree node if
you choose to use prior probabilities in the split search.

+ Fit statistics such as MSE based on residuals or error functions, except in the
Decision Tree node if you choose to use prior probabilities in the split search.

Prior probabilities do affect:

* Posterior probabilities

» Classification

* Decisions

* Misclassification rate

» Expected profit or loss

» Profit and loss summary statistics, including the relative contribution of each class.

Prior probabilities will by default affect the following processes if and only if there are
two or more decisions in the decision matrix:
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* Choice of models in the Regression node
» Early stopping in the Neural Network node

* Pruning trees in the Tree node.

Each modeling node can make a decision for each case in a scoring data set, based on
numerical consequences specified via a decision matrix and cost variables or cost
constants. The decision matrix can specify profit, loss, or revenue. In the GUI, the
decision matrix is provided via the Target Profile. With a previously scored data set
containing posterior probabilities, decisions can also be made using PROC DECIDE,
which reads the decision matrix from a decision data set.

When you use decision processing, the modeling nodes compute summary statistics
giving the total and average profit or loss for each model. These profit and loss summary
statistics are useful for selecting models. To use these summary statistics for model
selection, you must specify numeric consequences for making each decision for each
value of the target variable. It is your responsibility to provide reasonable numbers for
the decision consequences based on your particular application.

In some applications, the numeric consequences of each decision might not all be known
at the time you are training the model. Hence you might want to perform what-if
analyses to explore the effects of different decision consequences using the Model
Comparison node. In particular, when one of the decisions is to "do nothing," the profit
charts in the Model Comparison node provide a convenient way to see the effect of
applying different thresholds for the do-nothing decision.

To use profit charts, the do-nothing decision should not be included in the decision
matrix; the Model Comparison node will implicitly supply a do-nothing decision when
computing the profit charts. When you omit the do-nothing decision from the profit
matrix so you can obtain profit charts, you should not use the profit and loss summary
statistics for comparing models, since these summary statistics will not incorporate the
implicit do-nothing decision. This topic is discussed further in Decision Thresholds and
Profit Charts.

The decision matrix contains columns (decision variables) corresponding to each
decision, and rows (observations) corresponding to target values. The values of the
decision variables represent target-specific consequences, which might be profit, loss, or
revenue. These consequences are the same for all cases being scored. A decision data set
might contain prior probabilities in addition to the decision matrix.

For a categorical target variable, there should be one row for each class. The value in the
decision matrix located at a given row and column specifies the consequence of making
the decision corresponding to the column when the target value corresponds to the row.
The decision matrix is allowed to contain rows for classes that do not appear in the data
being analyzed. For a profit or revenue matrix, the decision is chosen to maximize the
expected profit. For a loss matrix, the decision is chosen to minimize the expected loss.

For an interval target variable, each row defines a knot in a piecewise linear spline
function. The consequence of making a decision is computed by linear interpolation in
the corresponding column of the decision matrix. If the predicted target value is outside
the range of knots in the decision matrix, the consequence of a decision is computed by
linear extrapolation. Decisions are made to maximize the predicted profit or minimize
the predicted loss.

For each decision, there might also be either a cost variable or a numeric cost constant.
The values of cost variables represent case-specific consequences, which are always
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treated as costs. These consequences do not depend on the target values of the cases
being scored. Costs are used for computing return on investment as (revenue-cost)/cost.

Cost variables might be specified only if the decision matrix contains revenue, not profit
or loss. Hence if revenues and costs are specified, profits are computed as revenue minus
cost. If revenues are specified without costs, the costs are assumed to be zero. The
interpretation of consequences as profits, losses, revenues, and costs is needed only to
compute return on investment. You can specify values in the decision matrix that are
target-specific consequences but that might have some practical interpretation other than
profit, loss, or revenue. Likewise, you can specify values for the cost variables that are
case-specific consequences but that might have some practical interpretation other than
costs. If the revenue/cost interpretation is not applicable, the values computed for return
on investment might not be meaningful. There are some restrictions on the use of cost
variables in the Decision Tree node; see the documentation on the Decision Tree node
for more information.

In principle, consequences need not be the sum of target-specific and case-specific
terms, but Enterprise Miner does not support such nonadditive consequences.

For a categorical target variable, you can use a decision matrix to classify cases by
specifying the same number of decisions as classes and having each decision correspond
to one class. However, there is no requirement for the number of decisions to equal the
number of classes except for ordinal target variables in the Decision Tree node.

For example, suppose there are three classes designated red, blue, and green. For an
identity decision matrix, the average profit is equal to the correct-classification rate:

Table 16.2 Profit Matrix to Compute the Correct-Classification Rate

Target Value: Decision:

Red Blue Green
Red 1 0 0
Blue 0 1 0
Green 0 0 |

To obtain the misclassification rate, you can specify a loss matrix with zeros on the
diagonal and ones everywhere else:

Table 16.3 Loss Matrix to Compute the Misclassification Rate

Target Value: Decision:

Red Blue Green
Red 0 1 1
Blue 1 0 1

Green 1 1 0
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If it is 20 times more important to classify red cases correctly than blue or green cases,
you can specify a diagonal profit matrix with a profit of 20 for classifying red cases
correctly and a profit of one for classifying blue or green cases correctly:

Table 16.4 Profit Matrix for Detecting a Rare (Red) Class

Target Value: Decision:

Red Blue Green
Red 20 0 0
Blue 0 1 0
Green 0 0 |

When you use a diagonal profit matrix, the decisions depend only on the products of the
prior probabilities and the corresponding profits, not on their separate values. Hence, for
any given combination of priors and diagonal profit matrix, you can make any change to
the priors (other than replacing a zero with a nonzero value) and find a corresponding
change to the diagonal profit matrix that leaves the decisions unchanged, even though
the expected profit for each case might change.

Similarly, for any given combination of priors and diagonal profit matrix, you can find a
set of priors that will yield the same decisions when used with an identity profit matrix.
Therefore, using a diagonal profit matrix does not provide you with any power in
decision making that could not be achieved with no profit matrix by choosing
appropriate priors (although the profit matrix might provide an advantage in
interpretability). Furthermore, any two by two decision matrix can be transformed into a
diagonal profit matrix as discussed in the following section on Decision Thresholds and
Profit Charts.

When the decision matrix is three by three or larger, it might not be possible to
diagonalize the profit matrix, and some nondiagonal profit matrices will produce effects
that could not be achieved by manipulating the priors. To show the effect of a
nondiagonalizable decision matrix, the data in the upper left plot of the following figure
were generated to have three classes, shown as red circles, blue crosses, and green
triangles.

Each class has 100 training cases with a bivariate normal distribution. The training data
were used to fit a linear logistic regression model using the Neural Network engine. The
posterior probabilities are shown in the upper right plot. Classification according to the
posterior probabilities yields linear classification boundaries as shown in the lower left
plot. Use of a nondiagonalizable decision matrix causes the decision boundaries in the
lower right plot to be rotated in comparison with the classification boundaries, and the
decision boundaries are curved rather than linear.
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Figure 16.6 Linear Logistic Regression with a Nondiagonal Profit Matrix
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The decision matrix that produced the curved decision boundaries is shown in the
following table:
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Table 16.5 Nondiagonal Profit Matrix

Target Value: Decision:

Red Blue Green
Red 4 0 3
Blue 3 4 0
Green 0 3 4

In each row, the two profit values for misclassification are different, hence it is
impossible to diagonalize the matrix by adding a constant to each row. Consider the blue
row. The greatest profit is for a correct assignment into blue, but there is also a smaller
but still substantial profit for assignment into red. There is no profit for assigning red
into blue, so the red/blue decision boundary is moved toward the blue mean in
comparison with the classification boundary based on posterior probabilities. The
following figure shows the effect of the same nondiagonal profit matrix on a quadratic
logistic regression model.
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Figure 16.7 Quadratic Logistic Regression with a Nondiagonal Profit Matrix
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For the Neural Network and Regression nodes, a separate decision is made for each case.
For the Decision Tree node, a common decision is made for all cases in the same leaf of
the tree, so when different cases have different costs, the average cost in the leaf is used
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in place of the individual costs for each case. That is, the profit equals the revenue minus
the average cost among all training cases in the same leaf, hence a single decision is
assigned to all cases in the same leaf of a tree.

The decision alternative assigned to a validation, test or scoring case ignores any cost
associated with the case. The new data are assumed similar to the training data in cost as
well as predictive relations. However, the actual cost values for each case are used for
the investment cost, ROI, and quantities that depend on the actual target value.

Decision and cost matrices do not affect:
» Estimating parameters in the Regression node
» Learning weights in the Neural Network node

* Growing (as opposed to pruning) trees in the Decision Tree node unless the target is
ordinal

* Residuals, which are based on posteriors before adjustment for priors
» Error functions such as deviance or likelihood

+ Fit statistics such as MSE based on residuals or error functions

* Posterior probabilities

* Classification

* Misclassification rate.

* Growing trees in the Decision Tree node when the target is ordinal

* Decisions

» Expected profit or loss

» Profit and loss summary statistics, including the relative contribution of each class.

Decision and cost matrices will by default affect the following processes if and only if
there are two or more decisions:

* Choice of models in the Regression node
» Early stopping in the Neural Network node
* Pruning trees in the Decision Tree node.

Formulas will be presented first for the Neural Network and Regression nodes. Let:

t
be an index for target values (classes)
d
be an index for decisions
i
be an index for cases
ny
be the number of decisions
Class(t)
be the set of indices of cases belonging to target t
Profit(t,d)
be the profit for making decision d when the target is t
Loss(t,d)

be the loss for making decision d when the target is t
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Revenue(t,d)
be the revenue for making decision d when the target is t

Cost(i,d)

be the cost for making decision d for case i
Q(i.t,d)

be the combined consequences for making decision d when the target is t for case i
Prior(t)

be the prior probability for target t
Paw(t)

be the prior-adjustment weight for target t
Post(i,t)

be the posterior probability of target t for case i
F(i)

be the frequency for case i
T(i)

be the index of the actual target value for case i
A(i,d)

be the expected profit of decision d for case i
B(i)

be the best possible profit for case i based on the actual target value
C()

be the computed profit for case i based on the actual target value
D(i)

be the index of the decision chosen by the model for case i
E(i)

be the expected profit for case i of the decision chosen by the model
IC(1)

be the investment cost for case i for the decision chosen by the model
ROI(i)

be the return on investment for case i for the decision chosen by the model.

These quantities are related by the following formulas:

Frafit(t, &) = —Loss(i,d)

Eevenue(f o) — Cost(i, &) it revenue and costs s
(35,4 = {Prafit(i &) it profit 15 specified
— Loas(t, &) it loss 13 specified

When the target variable is categorical, the expected profit for decision d in case i is:

Al d) = T Qi £,d) Post(i, £)
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For each case i, the decision is made by choosing D(i) to be the value of d that
maximizes the expected profit:

L) =arg mg:{ A, d) = argmgx > Ot d) Post(i, 6

If two or more decisions are tied for maximum expected profit, the first decision in the
user-specified list of decisions is chosen.

The expected profit E(i) is the expected combined consequence for the chosen decision
D(i), computed as a weighted average over the target values of the combined
consequences, using the posterior probabilities as weights:

Bz = A, DiE)n = EQ[A‘,.E,D{:'}}P&S:[EE,:]

The expected loss is the negative of expected profit.

Note that E(i) and D(i) can be computed without knowing the target index T(i). When
T(i) is known, two more quantities useful for evaluating the model can also be
computed. C(i) is the profit computed from the target value using the decision chosen by
the model:

CE) = Qe Ta6), LG6)

The loss computed from the target value is the negative of C(i). C(i) is the most
important variable for assessing and comparing models. The best possible profit for any
of the decisions, which is an upper bound for C(i), is:

8(1) = max O, 7). d)

The best possible loss is the negative of B(i).

When revenue and cost are specified, investment cost is:

ITGE) = Casti, DEY)

And return on investment is:
[ C'1)
o)
ROF = }.I(=) IOE) L0070 > 0
(missing ) JC@E) £0,C0G) =0
L M(-=)  ICE) £0,C(6) <0

ICE) >0

For an interval target variable, let:

Y (i)
be the actual target value for case i
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P(i)

be the predicted target value for case i

K(t)
be the knot value for the row of the decision matrix.

For interval targets, the predicted value is assumed to be accurate enough that no
integration over the predictive distribution is required. Define the functions:

£_() = max{t| K(2) & ¥}
£, () =mn{ ¢ £(Z) 2 v}

¥ = K_(y)
K, 00 -E_(y)

Liz, y.d) = QGK_(¥)d)+ (L6, £, 0.d) - L

Then the decision is made by maximizing the expected profit:

L) =arg max Lii, FP),d)

The expected profit for the chosen decision is:

) = LG, 2a). DE)

When Y(i) is known, the profit computed from the target value using the decision chosen
by the model is:

GGl = LG, 1. 060

And the best possible profit for any of the decisions is:

B() = max LG, ¥ (¢),d)

For both categorical and interval targets, the summary statistics for decision processing
with profit and revenue matrices are computed by summation over cases with
nonmissing cost values. If no adjustment for prior probabilities is used, the sums are
weighted only by the case frequencies, hence total profit and average profit are given by
the following formulas:

TotalPrafit = 3 FG)CG)

TotalFraft
> F)

AverageFrafit =
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For loss matrices, total loss and average loss are the negatives of total profit and average

profit, respectively.

If total and average profit are adjusted for prior probabilities, an additional weight
Paw(t)is used:

Paw() = = %‘:’;{i 3 F ()

jaCizsst)

Total and average profit are then given by:

TotalPrafit = 3, FG)C () Pan(TG)] Z Paw(f) T FEHCE)

iaCfasst)

TotalFraft
> F)

AverageFrafit =

If any class with a positive prior probability has a total frequency of zero, total and
average profit and loss cannot be computed and are assigned missing values. Note that
the adjustment of total and average profit and loss is done only if you explicitly specify
prior probabilities; the adjustment is not done when the implicit priors based on the
training set proportions are used.

The adjustment for prior probabilities is not done for fit statistics such as SSE, deviance,
likelihood, or misclassification rate. For example, consider the situation shown in the
following table:

Unconditi
onal
Misclassi
. fication
Proportion In Rate
Condition
al
Prior Misclassi
Operation Training Probabilit fication Unadjust
Class al Data Data y Rate ed Adjusted
Rare 0.1 0.5 0.1 0.8 05*0.8+ 0.1*0.8+
05%02= 09%*02=
0.50 0.26
Common 0.9 0.5 0.9 0.2

There is a rare class comprising 10% of the operational data, and a common class
comprising 90%. For reasons discussed in the section below on Detecting Rare Classes,
you might want to train using a balanced sample with 50% from each class. To obtain
correct posterior probabilities and decisions, you specify prior probabilities of .1 and .9
that are equal to the operational proportions of the two classes.
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Suppose the conditional misclassification rate for the common class is low, just 20%, but
the conditional misclassification rate for the rare class is high, 80%. If it is important to
detect the rare class accurately, these misclassification rates are poor.

The unconditional misclassification rate computed using the training proportions without
adjustment for priors is a mediocre 50%. But adjusting for priors, the unconditional
misclassification rate is apparently much better at only 26%. Hence the adjusted
misclassification rate is misleading.

For the Decision Tree node, the following modifications to the formulas are required.
Let Leaf{(i) be the set of indices of cases in the same leaf as case i. Then:

> F()Cost(j,d)
Cost(i,dy = LW

SE(
FELeaf (i)

The combined consequences are:

Fevenue(f,d) - Cost (i,d) o revenue and costs are
ﬁ{i,.ﬁ,c‘i] = Frofii(i,d) it profit 15 specified
= foes (i &) it loss 18 specified

For a categorical target, the decision is:

D) = arg max Ot .d) Post(i,£)

And the expected profit is:

E() =3 06,2, D(8) Post(i,£)

For an interval target:

y- K )
K ) -K )

L6,d)= 06, K (). d) + 06, K, (v).d) - 06,

The decision is:
agmax 2, F(NLLP).d)
D{I:I — J=leafii)

2, F ()

J= legfii)
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And the expected profit is:

argmax 2, F()HL(, P(), DE)
EI:I:I — Je Leafii)

2 F)

Je Legfii)

The other formulas are unchanged.

Decision Thresholds and Profit Charts

There are two distinct ways of using decision processing in Enterprise Miner:

* Making firm decisions in the modeling nodes and comparing models on profit and
loss summary statistics. For this approach, you include all possible decisions in the
decision matrix. This is the traditional approach in statistical decision theory.

» Using a profit chart to set a decision threshold. For this approach, there is an implicit
decision (usually a decision to "do nothing") that is not included in the decision
matrix. The decisions made in the modeling nodes are tentative. The profit and loss
summary statistics from the modeling nodes are not used. Instead, you look at profit
charts (similar to lift or gains charts) in the Model Comparison node to decide on a
threshold for the do-nothing decision. Then you use a Transform Variables or SAS
Code node that sets the decision variable to "do nothing" when the expected profit or
loss is not better than the threshold chosen from the profit chart. This approach is
popular for business applications such as direct marketing.

To understand the difference between these two approaches to decision making, you first
need to understand the effects of various types of transformations of decisions on the
resulting decisions and summary statistics.

Consider the formula for the expected profit of decision d in case i using (without loss of
generality) revenue and cost:

A, d)=2000,8,d) Posi(i, )
= > [ Revenuea(f, d) — Cosi(i, d )] Fost(§.1)

=3 Revenue(fd ) Post(i,0) - Cost(i,d )3 Post(i,L)
¥ ¥

Now transform the decision problem by adding a constant to the t* row of the revenue
matrix and a constant c, to the i row of the cost matrix, yielding a new expected profit
A'(i,d):

A, d) =3 [ Revenue(t,d) +r, ] Fost(i,e) — [Cost(i,d) +e; 7 Fos

= Aif,d) + 3 nfost(i i) +
¥
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In the last expression above, the second and third terms do not depend on the decision.
Hence this transformation of the decision problem will not affect the choice of decision.

Consider the total profit before transformation and without adjustment for priors:

Total Profit = ZF[;’]C’(;’}

=2 FHRE.TE, DG
= 2 F (i) Revenue(T(§), D(i)) - Cost(i, D{))]

After transformation, the new total profit, TotalProfit', is:

Total Profit’ = E Fi) Revenue T (3), DG +ry —Cost(z, LG —¢

- T POl — o]

In the last expression above, the second term does not depend on the posterior
probabilities and therefore does not depend on the model. Hence this transformation of
the decision problem adds the same constant to the total profit regardless of the model,
and the transformation does not affect the choice of models based on total profit. The
same conclusion applies to average profit and to total and average loss, and also applies
when the adjustment for prior probabilities is used.

For example, in the German credit benchmark data set (SAMPSIO.DMAGECR), the
target variable indicates whether the credit risk of each loan applicant is good or bad,
and a decision must be made to accept or reject each application. It is customary to use
the loss matrix:

Table 16.6 Customary Loss Matrix for the German Credit Data

Target Value Decision
Accept Reject
Good 0 1
Bad 5 0

This loss matrix says that accepting a bad credit risk is five times worse than rejecting a
good credit risk. But this matrix also says that you cannot make any money no matter
what you do, so the results might be difficult to interpret (or perhaps you should just get
out of business). In fact, if you accept a good credit risk, you will make money, that is,
you will have a negative loss. And if you reject an application (good or bad), there will
be no profit or loss aside from the cost of processing the application, which will be
ignored. Hence it would be more realistic to subtract one from the first row of the matrix
to give a more realistic loss matrix:



198 Chapter 16 -+ Predictive Modeling

Table 16.7 Realistic Loss Matrix for the German Credit Data

Target Value Decision
Accept Reject
Good -1 0
Bad 5 0

This loss matrix will yield the same decisions and the same model selections as the first
matrix, but the summary statistics for the second matrix will be easier to interpret.

Sometimes a decision threshold K is used to modify the decision-making process, so that
no decision is made unless the maximum expected profit exceeds K. However, making
no decision is really a decision to make no decision or to "do nothing." Thus the use of a
threshold implicitly creates a new decision numbered N +1. Let D, (i) be the decision

based on threshold K. Thus:

' Nu.

arg max A(i,d) i AG.d) > K
Dyay=¢ 97
N+l othetwise

L

If the decision and cost matrices are correctly specified, then using a threshold is
suboptimal, since D(i) is the optimal decision, not D, (i). But a threshold-based decision
can be reformulated as an optimal decision using modified decision and cost matrices in
several ways.

A threshold-based decision is optimal if "doing nothing" actually yields an additional
revenue K. For example, K might be the interest earned on money saved by doing
nothing. Using the profit matrix formulation, you can define an augmented profit matrix
Profit* with N,+1 columns, where:

Prafitit,d) d <N,

Prafit (£,d) =
rafit (6d) = g d=N,+1

Let D*(i) be the decision based on Profit*, where:

My
D) = arg ma S Prafit" (t,d) Post(i ¢)
ot

Then D*(i) = D (i). Equivalently, you can define augmented revenue and cost matrices,
Revenue*> and Cost*, each with N;+1 columns, where:
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Revenus(f,d) d SN,

Révemue*{ﬁ,ci]= J = N +1
- Vg

Costi,d) d < N,

Cost (i,d) =
- K d=N;+1

Then the decision D*(i) based on Revenue* and Cost* is:

My

D) = arg ma > Prafit" (t,d) Post(i ¢)
ot

Again, D*(i) = D, (i).

A threshold-based decision is also optimal if doing anything other than nothing actually
incurs an additional cost K. In this situation, you can define an augmented profit matrix
Profit* with N+1 columns, where:

Profitit,d) - K d < N,

Profit (t.d) = PR
)

This version of Profit* produces the same decisions as the previous version, but the total

I
profit is reduced by K-E regardless of the model used. Similarly, you can
define Revenue* and Cost™* as:

Revenue(t, d) o 2N,

Revenug' (f,d) =
K d =N;+1

Costli,d)- K d <N,

Cost (i,d) = PR
)

Again, this version of the Revenue* and Cost* matrices produces the same decisions as

I
the previous version, but the total profit is reduced by KE regardless of the
model used.

If you want to apply a known decision threshold in any of the modeling nodes in
Enterprise Miner, use an augmented decision matrix as described above. If you want to
explore the consequences of using different threshold values to make suboptimal
decisions, you can use profit charts in the Model Comparison node with a non-
augmented decision matrix. In a profit chart, the horizontal axis shows percentile points
of the expected profit E(i). By the default, the deciles of E(i) are used to define 10 bins
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with equal frequencies of cases. The vertical axis can display either cumulative or
noncumulative profit computed from C(i).

To see the effect on total profit of varying the decision threshold K, use a cumulative
profit chart. Each percentile point p on the horizontal axis corresponds to a threshold K
equal to the corresponding percentile of E(i). That is:

2,71
P _AEDE
100 T

However, the chart shows only p, not K. Since the chart shows cumulative profit, each
case with E(i) < K contributes a profit of C(i), while all other cases contribute a profit of
zero. Hence the ordinate (vertical coordinate) of the curve is the total profit for the
decision rule D, (i), assuming that the profit for the decision to do nothing is zero:

2L L)
i B

P
Transformations that add a constant ? to the t row of the revenue matrix or a constant
¢, to the i row of the cost matrix can change the expected profit for different cases by

different amounts and therefore can alter the order of the cases along the horizontal axis
of a profit chart, producing large changes in the cumulative profit curve.

To obtain a profit chart for the German credit data, you need to:

1. Transform the decision matrix to have a column of zeros, as in the "Realistic Loss
Matrix" above.

2. Onmit the zero column.

Hence the decision matrix presented to the Model Comparison node should be:

Target Value Decision
Accept
Good -1
Bad 5

Detecting Rare Classes

In data mining, predictive models are often used to detect rare classes. For example, an
application to detect credit card fraud might involve a data set containing 100,000 credit
card transactions, of which only 100 are fraudulent. Or an analysis of a direct marketing
campaign might use a data set representing mailings to 100,000 customers, of whom
only 5,000 made a purchase. Since such data are noisy, it is quite possible that no credit
card transaction will have a posterior probability over 0.5 of being fraudulent, and that
no customer will have a posterior probability over 0.5 of responding. Hence, simply
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classifying cases according to posterior probability will yield no transactions classified
as fraudulent and no customers classified as likely to respond.

When you are collecting the original data, it is always good to over-sample rare classes
if possible. If the sample size is fixed, a balanced sample (that is, a nonproportional
stratified sample with equal sizes for each class) will usually produce more accurate
predictions than an unbalanced 5% / 95% split. For example, if you can sample any
100,000 customers,, it would be much better to have 50,000 responders and 50,000
nonresponders than to have 5,000 responders and 95,000 nonresponders.

Sampling designs like this that are stratified on the classes are called case-control studies
or choice-based sampling and have been extensively studied in the statistics and
econometrics literature. If a logistic regression model is well-specified for the population
ignoring stratification, estimates of the slope parameters from a sample stratified on the
classes are unbiased. Estimates of the intercepts are biased but can be easily adjusted to
be unbiased, and this adjustment is mathematically equivalent to adjusting the posterior
probabilities for prior probabilities.

If you are familiar with survey-sampling methods, you might be tempted to apply
sampling weights to analyze a balanced stratified sample. Resist the temptation! In
sample surveys, sampling weights (inversely proportional to sampling probability) are
used to obtain unbiased estimates of population totals. In predictive modeling, you are
not primarily interested in estimating the total number of customers who responded to a
mailing, but in identifying which individuals are more likely to respond. Use of sampling
weights in a predictive model reduces the effective sample size and makes predictions
less accurate. Instead of using sampling weights, specify the appropriate prior
probabilities and decision consequences, which will provide all the necessary
adjustments for nonproportional stratification on classes.

Unfortunately, balanced sampling is often impractical. The remainder of this section will
be concerned with samples where the class sizes are severely unbalanced.

Methods for dealing with the problem of rare classes include:

» Specifying correct decision consequences. This is the method of choice with
Enterprise Miner, although in some circumstances discussed below, additional
methods might also be needed.

» Using false prior probabilities. This method is commonly used with software that
does not support decision matrices. When there are only two classes, the same
decision results can be obtained either by using false priors or by using correct
decision matrices, but with three or more classes, false priors do not provide the full
power of decision matrices. You should not use false priors with Enterprise Miner,
because Enterprise Mines adjusts profit and loss summary statistics for priors, hence
using false priors might give you false profit and loss summary statistics.

» Over-weighting, or weighting rare classes more heavily than common classes during
training. This method can be useful when there are three or more classes, but it
reduces the effective sample size and can degrade predictive accuracy. Over-
weighting can be done in Enterprise Miner by using a frequency variable. However,
the current version of Enterprise Miner does not provide full support for sampling
weights or other types of weighted analyses, so this method should be approached
with care in any analysis where standard errors or significance tests are used, such as
stepwise regression. When using a frequency variable for weighting in Enterprise
Miner, it is recommended that you also specify appropriate prior probabilities and
decision consequences.

* Under-sampling, or omitting cases from common classes in the training set. This
method throws away information but can be useful for very large data sets in which
the amount of information lost is small compared to the noise level in the data. As
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with over-weighting, the main benefits occur when there are three or more classes.
When using under-sampling, it is recommended that you also specify appropriate
prior probabilities and decision consequences. Unless you are using this method
simply to reduce computational demands, you should not weight cases (using a
frequency variable) in inverse proportion to the sampling probabilities, since the use
of sampling weights would cancel out the effect of using nonproportional sampling,
accomplishing nothing.

» Duplicating cases from rare classes in the training set. This method is equivalent to
using a frequency variable, except that duplicating cases requires more computer
time and disk space. Hence, this method is not recommended except for incremental
backprop training in the Neural Network node.

A typical scenario for analyzing data with a rare class would proceed as follows:

1. In the Input Data node, open a data set containing a random sample of the
population. Specify the prior probabilities in the target profile: For a simple random
sample, the priors are proportional to the data. For a stratified random sample, you
have to type in numbers for the priors. Also specify the decision matrix in the target
profile, including a do-nothing decision if applicable. The profit for choosing the
best decision for a case from a rare class should be larger than the profit for choosing
the best decision for a case from a common class.

2. You have the option to do the following: For over-weighting, assign a role of
Frequency to the weighting variable in the Data Source wizard or Metadata node, or
compute a weighting variable in the Transform Variables node. For under-sampling,
use the Sampling node to do stratified sampling on the class variable with the Equal
Size option.

3. Use the Data Partition node to create training, validation, and test sets.
4. Use one or more modeling nodes.

5. In the Model Comparison node, compare models based on the total or average profit
or loss in the validation set.

6. To produce a profit chart in the Model Comparison node, open the target profile for
the model of interest and delete the do-nothing decision.

Specifying correct prior probabilities and decision consequences is generally sufficient
to obtain correct decision results if the model that you use is well-specified. A model is
well-specified if there exist values for the weights and/or other parameters in the model
that provide a true description of the population, including the distribution of the target
noise. However, it is the nature of data mining that you often do not know the true form
of the mechanism underlying the data, so in practice it is often necessary to use
misspecified models. It is often assumed that trees and neural nets are only
asymptotically well-specified.

Over-weighting or under-sampling can improve predictive accuracy when there are three
or more classes, including at least one rare class and two or more common classes. If the
model is misspecified and lacks sufficient complexity to discriminate all of the classes,
the estimation process will emphasize the common classes and neglect the rare classes
unless either over-weighting or under-sampling is used. For example, consider the data
with three classes in the following plot:
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Figure 16.8 Data with One Rare Class and Two Common Classes

Training Data

Ll =]

The two common classes, blue and green, are separated along the X variable. The rare
class, red, is separated from the blue class only along the Y variable. A variable selection
method based on significance tests, such as stepwise discriminant analysis, would
choose X first, since both the R2 and F statistics would be larger for X. But if you were
more interested in detecting the rare class, red, than in distinguishing between the
common classes, blue and green, you would prefer to choose Y first.

Similarly, if these data were used to train a neural network with one hidden unit, the
hidden unit would have a large weight along the X variable, but it would essentially
ignore the Y variable, as shown by the posterior probability plot in the following figure.
Note that no cases would be classified into the red class using the posterior probabilities
for classification. But when a diagonal decision matrix is used, specifying 20 times as
much profit for correctly assigning a red case as for correctly assigning a blue or green
case, about half the cases are assigned to red, while no cases at all are assigned to blue.
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Figure 16.9 Unweighted Data, Neural Net with 1 Hidden Unit
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If you weighted the classes in a balanced manner by creating a frequency variable with
values inversely proportional to the number of training cases in each class, the hidden
unit would learn a linear combination of the X and Y variables that provides moderate
discrimination among all three classes instead of high discrimination between the two
common classes. But since the model is misspecified, the posterior probabilities are still
not accurate. As the following figure shows, there is enough improvement that each class
is assigned some cases.
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Figure 16.10 Plots of Weighted Data, Neural Net with 1 Hidden Unit
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If the neural network had five hidden units instead of just one, it could learn the
distributions of all three classes more accurately without the need for weighting, as
shown in the following figure:
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Figure 16.11 Unweighted Data, Neural Net with 5 Hidden Units
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Using balanced weights for the classes would have only a small effect on the decisions,
as shown in the following figure:
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Figure 16.12 Weighted Data, Neural Net with 5 Hidden Units
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While using balanced weights for a well-specified neural network will not usually
improve predictive accuracy, it might make neural network training faster by improving
numerical condition and reducing the risk of bad local optima.

While balanced weighting can be important when there are three or more classes, there is
little evidence that balance is important when there are only two classes. Scott and Wild
(1989) have shown that for a well-specified logistic regression model, balanced
weighting increases the standard error of every linear combination of the regression
coefficients and therefore reduces the accuracy of the posterior probability estimates.
Simulation studies, which will be described in a separate report, have found that even for
misspecified models, balanced weighting provides little improvement and often degrades
the total profit or loss in logistic regression, normal-theory discriminant analysis, and
neural networks.

The critical issue in predictive modeling is generalization: how well will the model make
predictions for cases that are not in the training set? Data mining models, like other
flexible nonlinear estimation methods such as kernel regression, can suffer from either
underfitting or overfitting (or as statisticians usually say, oversmoothing or
undersmoothing). A model that is not sufficiently complex can fail to detect fully the
signal in a complicated data set, leading to underfitting. A model that is too complex
might fit the noise, not just the signal, leading to overfitting. Overfitting can happen even
with noise-free data and, especially in neural nets, can yield predictions that are far
beyond the range of the target values in the training data.

Decis
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By making a model sufficiently complex, you can always fit the training data perfectly.
For example, if you have N training cases and you fit a linear regression with N-1 inputs,
you can always get zero error (assuming that the inputs are not singular). Even if the N-1
inputs are random numbers that are totally unrelated to the target variable, you will still
get zero error on the training set. However, the predictions are worthless for such a
regression model for new cases that are not in the training set.

Even if you use only one continuous input variable, by including enough polynomial
terms in a regression, you can get zero training error. Similarly, you can always get a
perfect fit with only one input variable by growing a tree large enough or by adding
enough hidden units to a neural net.

On the other hand, if you omit an important input variable from a model, both the
training error and the generalization error will be poor. If you use too few terms in a
regression, or too few hidden units in a neural net, or too small a tree, then again the
training error and the generalization error might be poor.

Hence, with all types of data mining models, you must strike a balance between a model
that is too simple and one that is too complex. It is usually necessary to try a variety of
models and then choose a model that is likely to generalize well.

There are many ways to choose a model. Some popular methods are heuristic, such as
stepwise regression or CHAID tree modeling, where the model is modified in a sequence
of steps that terminates when no further steps satisfy a statistical significance criterion.
Such heuristic methods might be of use for developing explanatory models, but they do
not directly address the question of which model will generalize best. The obvious way
to approach this question directly is to estimate the generalization error of each model,
then choose the model with the smallest estimated generalization error.

There are many ways to estimate generalization error, but it is especially important not
to use the training error as an estimate of generalization error. As previously mentioned,
the training error can be very low even when the generalization error is very high.
Choosing a model based on training error will cause the most complex model to be
chosen even if it generalizes poorly.

A better way to estimate generalization error is to adjust the training error for the
complexity of the model. In linear least squares regression, this adjustment is fairly
simple if the input variables are assumed fixed or multivariate normal. Let

SSEE
be the sum of squared errors for the training set

N
be the number of training cases

be the number of estimated weights including the intercept.

Then the average squared error for the training set is SSE/N, which is designated as ASE
by Enterprise Miner modeling nodes. Statistical software often reports the mean squared
error, MSE=SSE/(N-P).

MSE adjusts the training error for the complexity of the model by subtracting P in the
denominator, which makes MSE larger than ASE. But MSE is not a good estimate of the
generalization error of the trained model. Under the usual statistical assumptions, MSE
is an unbiased estimate of the generalization error of the model with the best possible
("true") weights, not the weights that were obtained by training.

Hence, a stronger adjustment is required to estimate generalization error of the trained
model. One way to provide a stronger adjustment is to use Akaike's Final Prediction
Error (FPE):



Predictive Modeling 209

_ SSE(N + P)
N(N-F)

)

The formula for FPE multiplies MSE by (N+P)/N, so FPE is larger than MSE. If the
input variables are fixed rather than random, FPE is an unbiased estimate of the
generalization error of the trained model. If inputs and target are multivariate normal, a
further adjustment is required:

SSE(N + DN - 2)
NN -P)N-P-1)

which is slightly larger than FPE but has no conventional acronym.

The formulas for MSE and FPE were derived for linear least squares regression. For
nonlinear models and for other training criteria, MSE and FPE are not unbiased. MSE
and FPE might provide adequate approximations if the model is not too nonlinear and
the number of training cases is much larger than the number of estimated weights. But
simulation studies have shown, especially for neural networks, that FPE is not a good
criterion for model choice, since it does not provide a sufficiently severe penalty for
overfitting.

There are other methods for adjusting the training error for the complexity of the model.
Two of the most popular criteria for model choice are Schwarz's Bayesian criterion,
(SBCQ), also called the Bayesian information criterion, (BIC), and Rissanen's minimum
description length principle (MDL). Although these two criteria were derived from
different theoretical frameworks — SBC from Bayesian statistics and MDL from
information theory — they are essentially the same, and in Enterprise Miner only the
acronym SBC is used. For least squares training,

SBC = Nln( %} + Pln( W)

For maximum likelihood training,

SBC = 2NLL + Pla{ WD

where NLL is the negative log likelihood. Smaller values of SBC are better, since

smaller values of SSE or NLL are better. SBC often takes negative values. SBC is valid
for nonlinear models under the usual statistical regularity conditions. Simulation studies
have found that SBC works much better than FPE for model choice in neural networks.

However, the usual statistical regularity conditions might not hold for neural networks,
so SBC might not be entirely satisfactory. In tree-based models, there is no well-defined
number of weights, P, in the model, so SBC is not directly applicable. And other types of
models and training methods exist for which no single-sample statistics such as SBC are
known to be good criteria for model choice. Furthermore, none of these adjustments for
model complexity can be applied to decision processing to maximize total profit.
Fortunately, there are other methods for estimating generalization error and total profit
that are very broadly applicable; these methods include split-sample or holdout
validation, cross validation, and bootstrapping.

Split-sample validation is applicable with any type of model and any training method.
You split the available data into a training set and a validation set, usually by simple
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random sampling or stratified random sampling. You train the model using only the
training set. You estimate the generalization error for each model that you train by
scoring the validation set. Then you select the model with the smallest validation error.
Split-sample validation is fast and is often the method of choice for large data sets. For
small data sets, split-sample validation is not so useful because it does not make efficient
use of the data.

For small data sets, cross validation is generally preferred to split-sample validation.
Cross validation works by splitting the data several ways, training a different model for
each split, and then combining the validation results across all the splits. In k-fold cross
validation, you divide the data into k subsets of (approximately) equal size. You train the
model k times, each time leaving out one of the subsets from training, but using only the
omitted subset to compute the error criterion. If k equals the sample size, this is called
"leave-one-out" cross validation.

"Leave-v-out" is a more elaborate and expensive version of cross validation that involves
leaving out all possible subsets of v cases. Cross validation makes efficient use of the
data because every case is used for both training and validation. But, of course, cross
validation requires more computer time than split-sample validation. Enterprise Miner
provides leave-one-out cross validation in the Regression node; k-fold cross validation
can be done easily with SAS macros.

In the literature of artificial intelligence and machine learning, the term "cross
validation" is often applied incorrectly to split-sample validation, causing much
confusion. The distinction between cross validation and split-sample validation is
extremely important because cross validation can be markedly superior for small data
sets. On the other hand, leave-one-out cross validation might perform poorly for
discontinuous error functions such as the number of misclassified cases, or for
discontinuous modeling methods such as stepwise regression or tree-based models. In
such discontinuous situations, split-sample validation or k-fold cross validation (usually
with k equal to five or ten) are preferred, depending on the size of the data set.

Bootstrapping seems to work better than cross validation in many situations, such as
stepwise regression, at the cost of even more computation. In the simplest form of
bootstrapping, instead of repeatedly analyzing subsets of the data, you repeatedly
analyze subsamples of the data. Each subsample is a random sample with replacement
from the full sample. Depending on what you want to do, anywhere from 200 to 2000
subsamples might be used. There are many more sophisticated bootstrap methods that
can be used not only for estimating generalization error but also for estimating bias,
standard errors, and confidence bounds.

Not all bootstrapping methods use resampling from the data — you can also resample
from a nonparametric density estimate, or resample from a parametric density estimate,
or, in some situations, you can use analytical results. However, bootstrapping does not
work well for some methods such as tree-based models, where bootstrap generalization
estimates can be excessively optimistic.

There has been relatively little research on bootstrapping neural networks. SAS macros
for bootstrap inference can be obtained from Technical Support.

When numerous models are compared according to their estimated generalization error
(for example, the error on a validation set), and the model with the lowest estimated
generalization error is chosen for operational use, the estimate of the generalization error
of the selected model will be optimistic. This optimism is a consequence of the statistical
principle of regression to the mean. Each estimate of generalization error is subject to
random fluctuations. Some models by chance will have an excessively high estimate of
generalization error, while others will have an excessively low estimate of generalization
error.
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The model that wins the competition for lowest generalization error is more likely to be
among the models that by chance have an excessively low estimate of generalization
error. Even if the method for estimating the generalization error of each model
individually provides an unbiased estimate, the estimate for the winning model will be
biased downward. Hence, if you want an unbiased estimate of the generalization error of
the winning model, further computations are required to obtain such an estimate.

For large data sets, the most practical way to obtain an unbiased estimate of the
generalization error of the winning model is to divide the data set into three parts, not
just two: the training set, the validation set, and the test set. The training set is used to
train each model. The validation set is used to choose one of the models. The test data
set is used to obtain an unbiased estimate of the generalization error of the chosen
model.

The training/validation/test data set approach is explained by Bishop (1995, p. 372) as
follows:

"Since our goal is to find the network having the best performance on new data, the
simplest approach to the comparison of different networks is to evaluate the error
function using data which is independent of that used for training. Various networks are
trained by minimization of an appropriate error function defined with respect to a
training data set. The performance of the networks is then compared by evaluating the
error function using an independent validation set, and the network having the smallest
error with respect to the validation set is selected. This approach is called the hold out
method. Since this procedure can itself lead to some overfitting to the validation set, the
performance of the selected network should be confirmed by measuring its performance
on a third independent set of data called a test set."

Input and Output Data Sets

Train, Validate, and Test Data Sets

Since Enterprise Miner is intended especially for the analysis of large data sets, all of the
predictive modeling nodes are designed to work with separate training, validation, and
test sets. The Data Partition node provides a convenient way to split a single data set into
the three subsets, using simple random sampling, stratified random sampling, or user
defined sampling. Each predictive modeling node also enables you to specify a fourth
scoring data set that is not required to contain the target variable. These four different
uses for data sets are called the roles of the data sets. For the training, validation and test
sets, the predictive modeling nodes can produce two output data sets: one containing the
original data plus scores (predicted values, residuals, classification results, and so on),
the other containing various statistics pertaining to the fit of the model (the error
function, misclassification rate, and so on). For scoring sets, only the output data set
containing scores can be produced.

Scored Data Sets

Output data sets containing scores have new variables with names usually formed by
adding prefixes to the name of the target variable or variables and, in some situations,
the input variables or the decision data set.
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Table 16.8 Prefixes Commonly Used in Scored Data Sets

Prefix Root Description
BL Decision data set Best possible loss of
any of the decisions,
-B(i)
BP_ Decision data set Best possible profit
of any of the

decisions, B(i)

CL_ Decision data set Loss computed from
the target value, —C(i)

CP_ Decision data set Profit computed from
the target value, C(i)

D Decision data set Label of the decision
chosen by the model

E Target Error function

EL Decision data set Expected loss for the
decision chosen by
the model, —E(i)

EP Decision data set Expected profit for
the decision chosen
by the model, E(i)

F_ Target Normalized category
that the case comes
from

I Target Normalized category

that the case is
classified into

IC Decision data set Investment cost 1C(i)

M Variable Missing indicator
dummy variable

P Target or dummy Outputs (predicted
values and posterior
probabilities)

R Target or dummy Plain residuals: target

minus output
RA Target Anscombe residuals

RAS Target Standardized
Anscombe residuals

Target Needed?

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes
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Prefix Root Description Target Needed?

RAT Target Studentized Yes
Anscombe residuals

RD Target Deviance residuals Yes

RDS Target Standardized Yes
deviance residuals

RDT Target Studentized deviance  Yes
residuals
ROIL_ Decision data set Return on Yes

investment, ROI(i)

RS Target Standardized Yes
residuals

RT Target Studentized residuals ~ Yes

S Variable Standardized variable —

T Variable Studentized variable = —

U Target Unformatted category No

that the case is
classified into

Usually, for categorical targets, the actual target values are dummy 0/1 variables. Hence
the outputs (P_) are estimates of posterior probabilities. Some modeling nodes might
allow other ways of fitting categorical targets. For example, when the Regression node
fits an ordinal target by linear least squares, it uses the index of the category as the actual
target value, and hence does not produce posterior probabilities.

Outputs (P_) are always predictions of the actual target variable, even if the target
variable is standardized or otherwise rescaled during modeling computations. Similarly,
plain residuals (R ) are always the actual target value minus the output. Plain residuals
are not multiplied by error weights or by frequencies.

For least squares estimation, the error function variable (E ) contains the squared error
for each case. For generalized linear models or other methods based on minimizing
deviance, the E_ variable is the deviance. For other types of maximum likelihood
estimation, the E_ variable is the negative log likelihood. In other words, the E_ variable
is whatever the training method is trying to minimize the sum of.

The deviance residual is the signed square root of the value of the error function for a
given case. In other words, if you square the deviance residuals, multiply them by the
frequency values, and add them up, you will get the value of the error function for the
entire data set. Hence if the target variable is rescaled, the deviance residuals are based
on the rescaled target values, not on the actual target values. However, deviance
residuals cannot be computed for categorical target variables.

For categorical target variables, names for dummy target variables are created by
concatenating the target name with the formatted target values, with invalid characters
replaced by underscores. Output and residual names are created by adding the
appropriate prefix (P_, R _, and so on) to the dummy target variable names. The F
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variable is the formatted value of the target variable. The I variable is the category that
the case is classified into--also a formatted value. The I value is the category with the
highest posterior probability. If a decision matrix is used, the D value is the decision
with the largest estimated profit or smallest estimated loss. The D value might differ
from the I value for two reasons:

* The decision alternatives do not necessarily correspond to the target categories, and
» Thel depends directly on the posterior probabilities, not on estimated profit or loss.

However, the I value can depend indirectly on the decision matrix when the decision
matrix is used in model estimation or selection.

Predicted values are computed for all cases. The model is used to compute predicted
values whenever possible, regardless of whether the target variable is missing, inputs
excluded from the model (for example, by stepwise selection) are missing, the frequency
variable is missing, and so on. When predicted values cannot be computed using the
model — for example, when required inputs are missing — the P_ variables are set
according to an intercept-only model:

» For an interval target, the P_ variable is the unconditional mean of the target
variable.

» For categorical targets, the P_ variables are set to the prior probabilities.

Scored output data sets also contain a variable named WARN that indicates problems
computing predicted values or making decisions. WARN is a character variable that
either is blank, indicating there were no problems, or that contains one or more of the
following character codes:

Table 16.9 _WARN_ Codes

Code Meaning
C Missing cost variable
M Missing inputs
P Invalid posterior probability (for example, <O
or>1)
U Unrecognized input category

Regardless of how the P_ variables are computed, the I variables as well as the
residuals and errors are computed exactly the same way given the values of the P_
variables. All cases with nonmissing targets and positive frequencies contribute to the fit
statistics. It is important that all such cases be included in the computation of fit statistics
because model comparisons must be based on exactly the same sets of cases for every
model under consideration, regardless of which modeling nodes are used.

Fit Statistics

The output data sets containing fit statistics produced by the Regression node and the
Decision Tree node have only one record. Since the Neural Network node can analyze
multiple target variables, it produces one record for each target variable and one record
for the overall fit; the variable called NAME indicates which target variable the
statistics are for.
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The fit statistics for training data generally include the following variables, computed
from the sum of frequencies and ordinary residuals:

Table 16.10 Variables Included In Fit Statistics for Training Data

Name
_NOBS_
_DFT_
DIV
_ASE_
_MAX_
_RASE_

_SSE_

Label

Sum of Frequencies

Total Degrees of Freedom

Divisor for ASE

Train: Average Squared Error
Train: Maximum Absolute Error
Train: Root Average Squared Error

Train: Sum of Squared Error

Note that DFT , DIV ,and NOBS can all be different when the target variable is

categorical.

The following fit statistics are computed according to the error function (such as squared
error, deviance, or negative log likelihood) that was minimized:

Table 16.11 Fit Statistics Computed According to the Error Function

Name
_AIC_
_AVERR _
_ERR_

SBC_

Label

Sum of Frequencies

Total Degrees of Freedom
Divisor for ASE

Train: Average Squared Error

For a categorical target variable, the following statistics are also computed:

Table 16.12 Additional Statistics Computed for a Categorical Target Variable

Name
_MISC _

_WRONG_

Label
Train: Misclassification Rate

Train: Number of Wrong Classifications

When decision processing is done, the statistics in the following table are also computed
for the training set. The profit variables are computed for a profit or revenue matrix, and
the loss variables are computed for a loss matrix:
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Table 16.13 Additional Statistics Computed for Decision Processing

Name Label
_PROF Train: Total Profit
_APROF _ Train: Average Profit
_LOSS Train: Total Loss
_ALOSS Train: Average Loss

For a validation data set, the variable names contain a V following the first underscore.
For a test data set, the variable names contain a T following the first underscore. Not all
the fit statistics are appropriate for validation and test sets, and adjustments for model
degrees of freedom are not applicable. Hence ASE and MSE become the same. For a
validation set, the following fit statistics are computed:

Table 16.14 Fit Statistics Computed for a Validation Data Set

Name Label
_VASE Valid: Average Squared Error
_VAVERR Valid: Average Error Function
_VDIV_ Valid: Divisor for ASE
_VERR Valid: Error Function
_VMAX_ Valid: Maximum Absolute Error
_VMSE Valid: Mean Squared Error
_VNOBS _ Valid: Sum of Frequencies
_VRASE Valid: Root Average Squared Error
_VRMSE Valid: Root Mean Square Error
_VSSE Valid: Sum of Squared Errors

For a validation set and a categorical target variable, the following fit statistics are
computed:

Table 16.15 Fit Statistics Computed for a Validation Data Set with a Categorical Target
Variable

Name Label

_VMISC_ Valid: Misclassification Rate
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Label

Valid: Number of Wrong Classifications

When decision processing is done, the following statistics are also computed for the

validation set:

Table 16.16 Additional Statistics Computed for Decision Processing

Name
_VPROF _
_VAPROF _
_VLOSS_

_VALOSS

Label

Valid: Total Profit
Valid: Average Profit
Valid: Total Loss

Valid: Average Loss

Cross validation statistics are similar to the above except that the letter X appears instead
of V. These statistics appear in the same data set or data sets as fit statistics for the
training data. For a test set, the following fit statistics are computed:

Table 16.17 Fit Statistics Computed for a Test Data Set

Name
_TASE_
_TAVERR
_TDIV_
_TERR_
_TMAX_
_TMSE_
_TNOBS
_TRASE_
_TRMSE

TSSE_

Label

Test:

Test:

Test:

Test:

Test:

Test:

Test:

Test:

Test:

Test

Average Squared Error
Average Error Function
Divisor for ASE

Error Function

Maximum Absolute Error
Mean Squared Error

Sum of Frequencies

Root Average Squared Error
Root Mean Square Error

: Sum of Squared Errors

For a test data set and a categorical target variable, the following fit statistics are

computed:
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Table 16.18 Fit Statistics Computed for a Test Data Set with a Categorical Target Variable

Name Label
_TMISC Test: Misclassification Rate
_TMISL _ Test: Lower 95% Confidence Limit for
TMISC
_TMISU_ Test: Upper 95% Confidence Limit for
TMISC
_TWRONG_ Test: Number of Wrong Classifications

When decision processing is done, the following statistics are also computed for the test
set:

Table 16.19 Fit Statistics Computed for Test Data Sets using Decision Processing

Name Label
_TPROF _ Test: Total Profit
_TAPROF _ Test: Average Profit
_TLOSS Test: Total Loss
_TALOSS_ Test: Average Loss

Multiple Models

An average of several measurements is often more accurate than a single measurement.
This happens when the errors of individual measurements more often cancel each other
than reinforce each other. An average is also more stable than an individual
measurement: if different sets of measurements are made on the same object, their
averages would be more similar than individual measurements in a single set.

A similar phenomenon exists for predictive models: a weighted average of predictions is
often more accurate and more stable than an individual model prediction. Though similar
to what happens with measurements, it is less common and more surprising. A model
relates inputs to a target. It seems surprising that a better relationship exists than is
obtainable with a single model. Combining the models must produce a relationship not
obtainable in any individual model.

An algorithm for training a model assumes some form of the relationship between the
inputs and the target. Linear regression assumes a linear relation. Tree-based models
assume a constant relation within ranges of the inputs. Neural networks assume a
nonlinear relationship that depends on the architecture and activation functions chosen
for the network.

Combining predictions from two different algorithms might produce a relationship of a
different form than either algorithm assumes. If two models specify different
relationships and fit the data well, their average is apt to fit the data better. If not, an
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individual model is apt to be adequate. In practice, the best way to know is to combine
some models and compare the results.

For neural networks, applying the same algorithm several times to the same data might
produce different results, especially when early stopping is used, since the results might
be sensitive to the random initial weights. Averaging the predictions of several networks
trained with early stopping often improves the accuracy of predictions.

Combining Models

Ensembles

An ensemble or committee is a collection of models regarded as one combined model.
The ensemble predicts a target value as an average or a vote of the predictions of the
individual model. The different individual models can give different weights to the
average or vote.

For an interval target, an ensemble averages the predictions. For a categorical target, an
ensemble might average the posterior probabilities of the target values. Alternatively, the
ensemble might classify a case into the class that most of the individual models classify
it. The latter method is called voting and is not equivalent to the method of averaging
posteriors. Voting produces a predicted target value but does not produce posterior
probabilities consistent with combining the individual posteriors.

Unstable Algorithms

Sometimes applying the same algorithm to slightly different data produces very different
models. Stepwise regression and tree-based models behave this way when two important
inputs have comparable predictive ability. When a tree creates a splitting rule, only one
input is chosen. Changing the data slightly might tip the balance in favor of choosing the
other input. A split on one input might segregate the data very differently than a split on
the other input. In this situation, all descendent splits are apt to be different.

The unstable nature of tree-based models renders the interpretation of trees tricky. A
business can continually collect new data, and a tree created in June might look very
different from one created the previous January. An analyst who depended on the
January tree for understanding the data is apt to become distrustful of the tree in June,
unless he investigated the January tree for instability. The analyst should check the
competing splitting rules in a node. If two splits are comparably predictive and the input
variables suggest different explanations, then neither explanation tells the whole story.

Scoring New Data

All the predictive modeling nodes enable you to score the training, validation, test, and
scoring data sets in conjunction with training. To score other data sets, especially new
data not available at the time of training, use the Score node.

Each predictive modeling node generates SAS DATA step code for computing predicted
values. The Score node accumulates the code generated by each modeling node that
precedes the Score node in the flow diagram. The Score node then packages all the
scoring code into a DATA step that can be executed to score new data sets. The scoring
code can be saved for use in the SAS System outside of Enterprise Miner.

The Score node also handles:
* code for transformations generated by the Transform Variables node

» code for missing-value imputation generated by the Impute node
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» code for cluster assignment generated by the Cluster node
* code for decision processing.

You can use a SAS Code node following the Score node to do additional processing of
the scored data. For example, if you used the Model Comparison node to choose a
decision threshold, you could apply the threshold in a SAS Code node.
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Enterprise Miner Target Profiler

Overview of the Target Profiler

The Target Profiler enables you to define target profiles for a target that produce optimal
decisions that are based on a user-supplied decision matrix and output from a subsequent
modeling procedure. The output from the modeling procedure can be either posterior
probabilities for the classes of a categorical target or predicted values of an interval
target variable. You can also adjust posterior probabilities for changes in the prior
probabilities. Before you try to define a target profile, you should be familiar with the
Predictive Modeling document. The following sections from the Predictive Modeling
document are especially important:

* Predictive Modeling: Prior Probabilities on page 176
* Predictive Modeling: Decisions on page 184
Predictive Modeling: Decision Thresholds and Profit Charts on page 196

* Predictive Modeling: Detecting Rare Classes on page 200

Creating Target Profiles for a Data Source

A data source in Enterprise Miner 7.1 stores all the information that is associated with a
SAS data set, for example, name, location of the file, variables roles, and measurement

levels. A data source can be used in any diagram within a project. It can also be copied

from one project to another. You can create target profiles for a data source and use the
target profile in any diagram within a project.
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You can create target profiles when you create a data source. For detailed information,
see Creating a Data Source in the Data Source Wizard section in the Enterprise Miner
7.1 Data Sources document.

To create or modify target profiles after data sources are defined, use one of the
following ways to open the Decision Editor.

» Select the data source in the Project Navigator, and click the Qbutton of the
Decisions property in the Properties Panel.
» Right-click the data source in the Project Navigator and select Edit Decisions.

Note: Target profiles are not used by default in Enterprise Miner 7.1. You must
explicitly specify one when you create a data source or in the Input Data node.

Example Data Used to Define Target Profiles

The layout of the target profile depends on the measurement level of the target. To
familiarize yourself with the different profile settings that are demonstrated in this
document, create a data source from the catalog mailing data set SAMPSIO.DMEXA1
as follows. Then, assign the target model role to PURCHASE, NTITLE, and
NUMCARS. Ensure that the measurement level of NUMCARS is set to ordinal.

PURCHASE is a binary target that contains a value of YES if a purchase was made and
a value of NO if a purchase was not made. NTITLE is a nominal target that contains a
value of Ms, Mr, Mrs, or None. Note that the primary difference in defining a target
profile for a nominal target versus a binary target is that the nominal target contains
more than two levels. NUMCARS is an ordinal target that contains ordered values of 0,
1,2, and 3.

Layout of a Target Profile

Decision Editor — Decision Configuration Window
The Decision Editor — Decision Configuration window has the following tabs:

» Targets Tab on page 222

» Prior Probabilities Tab on page 224
* Decisions Tab on page 225

» Decision Weights Tab. on page 226

Targets Tab

The left panel of the Targets tab displays the target variables that are defined in the data
source. For categorical targets, the right panel of the Targets tab lists the variable name,
measurement level, order, and the event level. Decision matrices are no longer
automatically built when you open the Decision Editor for new targets. Click the new
Build button to create the decision matrix (target profile) for the desired target. If a target
profile has already existed for the target, the button will be changed to the Refresh
button which sets the target profile to the default one.
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Decision Processing - DM Example-1

[ Targets [(RTDTRIORARTHES | (DECiBIiNe N DECBvRantea|
&, PURCHASE |-
# MNUMCARS | Name : PURCHASE
# NTITLE :

Event level :

Measurement Level : Binary
Target level order :  Descending

Format : YESHO,

|II'|'||

Canc

Setting the Event Level for a Target Variable

If the target variable is a binary variable (for example, a 0,1, or a No, Yes variable), then
the Target tab displays the target event level in the Event field. It is important that you
examine the event level and make sure that it is correct for your analysis. The Model
Comparison node is dependent on the event level when it calculates assessment
statistics, such as lift and profit. For example, to determine the number of buyers
(PURCHASE-= Yes) in the first decile, you need to make sure that the event is set to
Yes. The event level is also used by the Regression node for logistic regression analyses.
In this case, you want to make sure that you are modeling the probability of the event
rather than the nonevent. Otherwise, it can be confusing when you try to interpret the
logistic regression analysis without explicitly setting the event level of interest.

Because the event level is set to Yes in this example, the Regression node will model the
probability that a purchase is made. To model the probability that a purchase will not be
made, you need to set the order value for PURCHASE to Ascending in the Variable
Editor. The following display shows an example of the Variable Editor. To change the
event level, select the order from the drop-down list in the Order column.
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/| ¥ariables - DM Example-1

Name | Role’ | Level Report | Order || Dra
mﬂ Binary No |
MUMCARS  Target Ordinal No
NTITLE Target Nominal Mo
PROMO13  Input Interval Mo
OQUTDOOR  Input Interval No
RETURN  Input Interval Mo F————No
RECENCY  Input Intenval No
MOBILE Input Interval Ho
SHGLMOM  Input Interval No
RACE Input Interval Ho
WCOAT  Input Interval Mo |
TELIND _ Jnput  Mominal Mo =~~~ Ho
TRAVTIME  Inpurt Interval No
WAPPAR  Input Interval No
ORIGIN Input Interval No
TOWELS  Input Interval No
MUMKIDS  Input Interval Mo
PROMO?  Input Interval No
TRALST B M YL n

Explore... Edit Using SAS Code | | 0K

For example, a binary target variable that has values of 0 and 1 and formatted values of
No and Yes, where No is mapped to 0 and Yes is mapped to 1, has the following target
event level:

Table 17.1 Binary Target Variable Event Levels

Order Target Event Level
Ascending 0
Descending 1
Formatted Ascending No
Formatted Descending Yes

Prior Probabilities Tab

You use the Prior Probabilities tab to specify prior probability values to implement prior
class probabilities for categorical targets.



Enterprise Miner Target Profiler 225

Decision Processing - DM Example-1

rlargets | Prior Probabilities | Decisions | Decision Weights

Do you want to enter new prior probabilities?
) Yes @ No

Level | Count | f
YES H49 05081
MO HE ¥ 0.49149

OK Canc

The Prior Probabilities tab has the following columns:

» Target Level — displays the levels for target variables.

* Count — displays the number of training observations for each target level.

» Data Prior — displays the percentage of training observations for each target level.

* Adjusted Prior — displays the prior probability values that you specified. The
default values are equal probability values for each level of the target.

To use the prior probabilities that you typed, select the Yes radio button.

Decisions Tab

You use the Decisions tab to add and delete decisions to specify a numeric constant cost
or a cost variable for each decision. Cost can be specified only if the decision matrix
contains revenue (for maximizing a decision function).

The following display shows an example of the Decisions tab. To specify a cost variable,
select the corresponding field for a decision and select the variable from the drop-down
list. In order to use a variable as the cost variable, the variable role must be set to Cost in
the Variable Editor. To specify a constant cost, select  CONSTANT _ from the drop-
down list and enter a value in the corresponding Constant field.
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Decision Processing - DM Example-1

| Targets |

Do you want to use the decisions?

® Yes ' No

Decizion Mamme | Lahel | CostWariable | _onstant |

DECISION1 YES = Mone = 0.0

DECISIONZ MO |<Mone= 00
QI'E Canc

e To add a decision, click Add.
» To delete a decision, select a decision, and click Delete.
e To delete all decisions, click Delete All.

* To reset all the settings in the Decisions and Decision Weights tabs back to the
values that you had when you opened the decision editor, click Reset.

* To use the default values for all the settings in the Decisions and Decision Weights
tabs, click Default. The default matrices contain a decision column for each
corresponding target level . No cost variable or information is used by default. See
Decision Weights Tab for more information about default matrices.

Decision Weights Tab
Target Levels and Decision Weight Matrices

You use the Decisions Weights tab to specify the values that you want to use in your
decision matrix. The decision weight matrix contains columns that correspond to each
decision, and rows that correspond to target values. The values of the decision variables
represent target-specific consequence, which can be PROFIT, LOSS, or REVENUE.
Based on the values of the decision variables, select either the Maximize or Minimize
radio button to specify the assessment objective for the matrix. Select Maximize if the
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values in the decision matrix represent profit or revenue. Select Minimize if the values
in the decision matrix represent loss. Maximize is the default setting.

The target levels that are displayed in the default decision weight matrix depend on the
order of target levels. By default, it is set to descending for categorical targets.

In the following example, the target variable has two levels, Yes and No. To change the
values in the decision weight matrix, select a field in the matrix and type a number.

Decision Processing - DM Example-1

rlargets | Prior Probabilities | Decisions | Decision Weights

Select a decision function:

® Maximize (_ Minimize
Enter weight values for the decisions.
Level | DECISIONT | DECISIONZ |
YES ..{1.0 0.0
M ..|0.0 1.0
OK Canc

Default Matrix for Binary Targets

The default matrix for a binary target is a profit matrix that contains a decision column
for each target level:

Target Level Yes No
Yes 1 0
No 0

Default Matrix for Nominal Targets
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The default matrix for a nominal target is a profit matrix that contains a decision column
for each target level.

Target Level None MS MRS MR
None 1 0 0 0

MS 0 1 0 0

MRS 0 0 1 0

MR 0 0 0 1

Default Matrix for Ordinal Targets

The default matrix for a nominal target is an unweighted profit matrix that contains a
decision column for each target level.

Level Decision 1 Decision 2 Decision 3 Decision 4

3 3.0 2.0 1.0 0.0

2 2.0 3.0 2.0 1.0

1 1.0 2.0 3.0 2.0

0 0.0 1.0 2.0 3.0
CAUTION:

When applying a decision matrix in the split search for an ordinal target, the
number of decisions must be equal to the number of ordinal target levels. If this
is not true and you run the Tree node, it displays a message stating that the
"Decision alternatives must equal ordinal target values", and then fails. To
ensure that each partitioned data set contains all of the ordinal target levels,
you should use a stratified sampling method by the ordinal target to create the
partitioned data sets (in the Data Partition node, set the method to Stratified
and use the ordinal target as the stratification variable). The Neural Network
and Regression nodes do not require the number of the decisions to equal the
number of ordinal target levels.

%EMTP Macro

You can use the %EMTP macro to create target profile definitions for a data source. Use
this macro when you want to create models that are weighted by the values of decisions.

You can specify the following options with the %EMTP macro.
Use This Option... To Specify... Default Value
data= input data

target= target variable name
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Use This Option... To Specify... Default Value

columnsmeta= columnsmeta data set

decdata= name of the decisions data set WORK.DECDATA
(optional)

decmeta= name of the decision WORK.DECMETA

metadata set (optional)

dectype= type of decision (PROFIT or
LOSS) (optional)
numdec= number of decisions
(optional)

The following code is one way to use the macro:

filename code catalog "sashelp.emutil.emtp.source";

$include code;

libname EMGDS "/projects/global datasources";

%emtp (data=mylib.mydata, target=sometarget, columnsmeta=emds.mydata cm) ;
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SAS Enterprise Miner User Interface Help

Overview of the SAS Enterprise Miner Workspace

Layout of the SAS Enterprise Miner Workspace

This section covers the user interface components and common window navigation
tasks. When you understand the main parts of SAS Enterprise Miner software, you might
want to explore “Working with Projects” on page 241 . Working with Projects explains
how to create and manage data mining projects. In-depth information is available about
SAS Enterprise Miner's node tools and process flow diagrams in the “Using the Diagram
Editor” on page 258 section. See the Glossary for definitions of unfamiliar terms.
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SAS Enterprise Miner User Interface
Figure 18.1 SAS Enterprise Miner User Interface
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Toolbar

The SAS Enterprise Miner 7.1 Toolbar is a graphic set of node buttons and tools that
you use to build process flow diagrams in the Diagram Workspace. The text name of
any node or tool button is displayed when you position your mouse pointer over the
button.

Toolbar Shortcut Buttons
The SAS Enterprise Miner 7.1 toolbar shortcut buttons are a graphic set of user
interface tools that you use to perform common computer functions and frequently
used SAS Enterprise Miner operations. The text name of any tool button is displayed
when you position your mouse pointer over the button.

Project Panel
Use the Project Panel to manage and view data sources, diagrams, results, and
project users.
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Properties Panel
Use the Properties Panel to view and edit the settings of data sources, diagrams,
nodes, results, and users.

Diagram Workspace
Use the Diagram Workspace to build, edit, run, and save process flow diagrams. In
this workspace, you graphically build, order, and sequence the nodes that you use to
mine your data and generate reports.

Property Help Panel
The Help Panel displays a short description of the property that you select in the
Properties Panel. Extended help can be found in the Help main menu.

Common Windows Tasks in SAS Enterprise Miner
SAS Enterprise Miner behaves like most Windows applications:

* Panels can be resized by dragging the edge of the panel.

*  Windows within the Diagram Workspace can be resized by dragging window
corners.

*  Windows can be minimized, maximized, and closed by using the three control
buttons in the upper right corner of all windows.

» A single click with the left mouse button selects objects in the Diagram Workspace.

» Right-clicking an object opens a pop-up menu of actions, if any are associated with
that object.

» Text-based application menus can be activated by pressing the <ALT> key in
combination with the underscored letter in the menu name.

* The name or function of most buttons will appear in text if you position your mouse
pointer over the button. To change the behavior of tool tips in SAS Enterprise Miner,
select Options = Preferences. Then use the Property Sheet Tooltips and the Tools
Palette Tooltips properties to configure the tooltip behavior.

Note: The Nodes Toolbar and the Toolbar Shortcut Buttons together are collectively
called the Tools Palette.

SAS Enterprise Miner Menus
Here is a summary of the SAS Enterprise Miner window menus that are available:

File
* New
* Project — creates a new project.
* Diagram — creates a new diagram.
* Data Source — creates a new data source using the Data Source wizard.
* Library — creates, modifies, or deletes a Library using the Library wizard.

*  Open Project — opens an existing project. You can also create a new project from
the Open Project window.

* Recent Projects — lists the projects on which you were most recently working.
*  Open Model — opens a model package SPK file that you have previously created.

*  Open Model Package — opens a window that you can use to view and compare
model packages.
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Register Model — registers model.

Open Diagram — opens the diagram that you select in the Project Panel.
Close Diagram — closes the open diagram that you select in the Project Panel.
Close this Project — closes the current project.

Import Diagram from XML — imports a diagram that has been defined by an
XML file.

Save Diagram — saves a diagram as an image (BMP or GIF) or as an XML file.

Print Diagram — prints the contents of the window that is open in the Diagram
Workspace.

Print Preview Diagram — creates an onscreen preview of the contents of the
window that is selected for printing.

Delete this Project — deletes the current project.

Exit — ends the SAS Enterprise Miner session and closes the window.

Edit

Cut — deletes the selected item and copies it to the clipboard.
Copy — copies the selected node to the clipboard.

Paste — pastes a copied object from the clipboard.

Delete — deletes the selected diagram, data source, or node.
Rename — renames the selected diagram, data source, or node.
Duplicate — creates a copy of the selected data source.

Select All — selects all of the nodes in the open diagram.
Clear All — clears text from the Program Editor.

Find/Replace — opens the Find/Replace window so that you can search for and
replace text in the Program Editor, Log, and Results windows

Go To Line — opens the Go To Line window. Enter the line number on which you
want to enter text.

Layout

* Horizontally — creates an ordered, horizontal arrangement of the layout of
nodes that you have placed in the Diagram Workspace.

* Vertically — creates an ordered, vertical arrangement of the layout of nodes that
you have placed in the Diagram Workspace.

Zoom — increases or decreases the size of the process flow diagram within the
diagram window by the amount that you choose.

Copy Diagram to Clipboard — copies an image of the current process flow
diagram in the Diagram Workspace to the Windows clipboard.

View

Program Editor — opens a SAS Program Editor window in which you can enter
SAS code.

Project Log — opens a Project Log window.

Explorer — opens a SAS Explorer window. You use the Explorer window to view
SAS Libraries and their tables.
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Metadata — opens a SAS Explorer window that you can use to open metadata
information for projects and results.

Refresh Project — updates the selected project tree to incorporate any changes that
were made to the project from outside the SAS Enterprise Miner user interface.

Actions

Add Node — adds a node that you select to the Diagram Workspace.
Select Nodes — opens the Select Nodes Window.

Connect Nodes — opens the Connect Nodes Window. You must select a node in the
Diagram Workspace to make this menu item available. You can connect the node
that you select to any nodes that have been placed in your Diagram Workspace.

Disconnect Nodes — opens the Disconnect Nodes window. You must select a node
in the Diagram Workspace to make this menu item available. You can disconnect the
node that you select from any nodes that are connected to the selected node in your
Diagram Workspace.

Update — updates the selected node to incorporate any changes that you have made.

Run — runs the selected node and any predecessor nodes in the process flow that
have not been executed, or submits any code that you type in the Program Editor
window.

Stop Run — interrupts a currently running process flow.
Stop Code — interrupts currently running code.
View Results — opens the Results window for the selected node.

Create Model Package — generates a mining model package. See “Exporting the
Results” on page 1495 in the Model Repository documentation for more information.

Export Path as SAS Program — saves the path that you select as a SAS program.
In the window that opens, you can specify the location to which you want to save the
file, and whether you want the code to run the path or create a model package.

Options

Preferences — opens the Preferences window. Use the following options to change
the user interface:

User Interface

* Property Sheet Tooltips — This setting specifies whether tooltips are displayed
on various property sheets that appear throughout the user interface.

* Tools Palette Tooltips — This setting specifies whether tooltips display the tool
name only, display the tool name and a description, or suppress tooltips for the
tool buttons in the tools palette.

Interactive Sampling

* Sample Method — specifies whether default samples are made from the top of
the data set or are drawn at random when exploring data.

* Fetch Size — specifies the amount of data to fetch during interactive sampling.
You can choose from Default (2000 observations) or Max (all observations).

*  Random Seed — lets you specify the default value for Random Seed entries.
Model Package Options

* Generate C Score Code — specifies whether to generate and add C Score code
to reports and Results packages
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* Generate Java Score Code — specifies whether to generate and add Java Score
code to Results packages

» Java Score Code Package — specifies the Java package name to be used when
SAS Enterprise Miner is configured to generate and add Java Score code to
Results packages.

Run Options

* Grid processing — specifies whether to use grid processing when available or to
never use grid processing. If you enable Grid processing for a SAS Enterprise
Miner project, you must specify a project location that is common to all Grid
nodes.

Results Options

* Log/Output Line Numbers — specifies the number of lines that are displayed
in any logs or outputs.

Window

» Tile — displays windows in the Diagram Workspace so that all windows are visible
at the same time.

* Cascade — displays windows in the Diagram Workspace so that windows overlap.
Help

* Contents — opens the SAS Enterprise Miner Help window, which enables you to
view all the SAS Enterprise Miner Reference Help.

* Component Properties — opens a table that displays the component properties of
each tool.

* Generate Sample Data Sources — creates sample data sources that you can access
from the Data Sources folder.

* Configuration — displays the current system configuration of your SAS Enterprise
Miner session.

* About — displays information about the version of SAS Enterprise Miner you are
using.

The SAS Enterprise Miner Node Toolbar

) &) o] 5 %

Samplel Explu:urel Mu:u:lil:w;.fl Mndell .ﬁ.ssessl thilit';.fl Credit Su:u:-ringl .ﬁ.pplicatiunsl Text Miningl Tirne Seriesl

The SAS Enterprise Miner Node Toolbar is located directly above the Diagram
Workspace. It is a tabbed graphic collection of SAS Enterprise Miner nodes and tools
that you use to build process flow diagrams.

If you position your mouse pointer over a Toolbar button, a text ToolTip appears and
displays the node or tool name.

To use a Toolbar node in a process flow diagram, click the node button and drag it into
the Diagram Workspace. The Toolbar button remains in place and the node in the
Diagram Workspace is ready to be connected and configured for use in your process
flow diagram. For more information about manipulating the nodes, see “Using the
Diagram Editor” on page 258.

Note: The SAS Enterprise Miner, SAS Text Miner, and Credit Scoring features are not
included with the base version of SAS Enterprise Miner 7.1. If your site has not



SAS Enterprise Miner User Interface Help 239

licensed SAS Credit Scoring and SAS Text Miner, those data mining tools will not
appear in your SAS Enterprise Miner 7.1 software.

Toolbar Shortcut Buttons
Shortcut buttons for the Toolbar are found at the top-left portion of the SAS Enterprise
Miner User Interface window, above the Project Navigator:

Display 18.1 Toolbar Shortcut Buttons

Tooltips appear when you position your pointer over a button.

. | %}.,l New — opens a shortcut menu to create a new SAS Enterprise Miner Project,

Diagram, Data Source, or Library

| |G

. I:E Paste — pastes the contents of the Windows clipboard to the selected area.

Copy — copies the selected item to the Windows clipboard.

. X Delete — deletes the selected item.

. ]ﬂ Create Data Source — creates a new data source.

© R Create Diagram — creates a new diagram.

. w Program Editor — opens the Program Editor window.

. | E]l Log — opens the Log window.

. @J| Explorer — opens a SAS Explorer window that you can use to browse SAS

libraries and tables.

. El_i Metadata — opens a SAS Explorer window that you can use to open

metadata files.

. P Run — runs the process flow from the selected node, or submits the code in

the Program Editor window.

| m | Stop run — stops a running process.

. |E§_|J Stop code — stops running code.

. |§5| Update — updates the selected path and the SAS log.

. @| Results — opens the Results window for the selected node.

. ﬂl Create Model Package — generates a model package from any results that

were created previously.
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. |;§J| Open Model — opens a file browse window you can use to locate and open
model packages.

. |@I Contents — opens the SAS Enterprise Miner Reference Help.

The Project Panel
Use the Project Panel to manage and view data sources, diagrams, model packages, and
list users. The Project Panel contains the following folders:

« Data Sources — The Data Sources folder displays the data sources that have been
defined for the project. Selecting a data source in the directory displays the data
source properties in the Properties Panel. To use a data source in a process flow
diagram, drag the data source from the Data Sources directory into the Diagram
Workspace.

» Diagrams — The Diagrams folder lists the various diagrams that are associated with
the project. To open a diagram in the Diagram Workspace, select a diagram in the
Project Panel and select File = Open Diagram from the main menu. There is no
limit on the number of diagrams that you can open at one time.

* Model Packages — The Model Packages folder lists all the results that you have
generated by creating a report. You can right-click the results to register the results to
the model repository or to save the results to a local directory.

For more information, see “Working with Projects” on page 241 .

The Properties Panel
Use the Properties Panel to view and edit the settings of data sources, diagrams, nodes,
results, and users.

You can edit most of the properties of each node. Some properties display information
only and cannot be edited. To edit the settings in the Properties Panel, click the
appropriate row in the Value column. If the value can be edited, enter the appropriate
value, or select a value from the drop-down list.

The Properties Panel also responds to some common keyboard navigation techniques.

» For properties that have an ellipses button, pressing the spacebar emulates left-
clicking on the ellipses button. These properties lead to additional property groups,
interactive applications, and other features. Pressing the spacebar will launch the
appropriate action.

* Property groups that are collapsible are indicated by a [+] or [-] next to the property
name. You can expand or collapse a property group by pressing the spacebar.

* Hold the control key and press the up arrow to move to the top of the Properties
Panel. Similarly, hold the control key and press the down arrow to move to the
bottom of the Properties Panel.

* Use the Page Up and Page Down buttons to jump to the next property group.

The Diagram Workspace
Use the Diagram Workspace to build, edit, and run process flow diagrams. Note the
following features of the Diagram Workspace:

* You can resize any of the Diagram Workspace windows by placing the mouse
pointer on the edge of the window, and dragging the window to the size that you
want.
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* To view a large process flow diagram, use the scroll bars at the right side and the
bottom of the window. Alternatively, you can decrease the magnification of the
diagram by selecting Zoom from the Edit menu.

* To perform various tasks, use the pull-down menus, the toolbar at the top of the
window, or the Diagram Workspace pop-up menus.

Using the Diagram Workspace Pop-Up Menus

To open a pop-up menu, right-click in an open area of the Diagram Workspace. Note
that you can also perform many of these tasks by using the pull-down menus. The pop-
up menu contains the following items:

* Add node — adds a node from the toolbar to the Diagram Workspace.
* Paste — pastes a copied node from the clipboard to the Diagram Workspace.
* Select All — selects all nodes in the process flow diagram.

* Select Nodes — opens the Select Nodes window in which you can select from a list
of nodes that are in your diagram workspace.

» Layout — creates an ordered, horizontal or vertical arrangement of the nodes in the
Diagram Workspace.

* Zoom — increases or decreases the size of the process flow diagram within the
diagram window by the amount that you choose.

* Copy Diagram to Clipboard — copies the selected process flow diagram in the
Diagram Workspace to the Windows clipboard.

* Reset Diagram — forces SAS Enterprise Miner to reset the property sheet for any
node that was running when SAS Enterprise Miner was terminated. If SAS
Enterprise Miner was inadvertently terminated while a node was running, it was
impossible edit the properties of that node until the diagram lock expired. This
selection manually resets the diagram lock and enables editing of the node’s
properties. For more information, see “Locked Data Sources and Diagrams ” on page
301.

Working with Projects

Project Directory Structure
SAS Enterprise Miner uses a predefined directory structure and stores all of the project
files in the project location (the root project directory).

Project Location
The directory that is created to contain your project contains four subdirectories:

DataSources Subdirectory
The DataSources subdirectory contains all available data source definitions. The
actual data sets do not reside in this subdirectory, but in a separate directory. The
DataSources subdirectory contains table and column metadata about each data set
that you define. In addition, the subdirectory contains files that describe the data set
properties and any notes that you entered about the data set.

Reports Subdirectory
The Reports subdirectory contains any reports that you created. Each report contains
three files:

* miningresult.sas7bcat
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* miningResult.spk

* miningResult.xml

System Subdirectory

The System subdirectory contains the start and exit SAS code that you entered when
you created the project.

Workspaces Subdirectory

The Workspaces subdirectory contains all process flow diagrams that you created in
the project.

Each diagram ID folder contains all files that were created within a single process
flow diagram, including all SAS data sets from all nodes. Each diagram ID folder
also includes folders for each node in the process flow diagram. For example, a
folder that is named Emws /Reg contains all files that are created by the Regression
node, such as the training code, the scoring code, the log, and the output.

Creating A New Project

To create a new project, follow these steps:

1.

From the main menu, select File = New = Project.

The Create New Project window opens:

E':_Ereal:e Mew Project —- Step 1 of 4 Select 5AS Server

Select a 545 Server for this project. Al processing will take place on this
SEVEF,

SAS Server

S058pp - Logical Warkspace Server

< Back Mexk = Zancel

2. Select an available server for your project. Click Next.
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Create New Project —- Step 2 of 4 Specify Project Name and Server Directory

Specify a project name and directory on the SAS Server for this project, Al
SAS data sets and files will be written to this location,

"SAS
Enterprise
e

~Praojeck Name

INEW Projeck

—545 Server Directary
IC:'l,EM'l,EM_F‘ru:ujects'l,userid

Browse

< Back | Mexk = | Zancel

3. Type the name of your project in the Project Name field, and specify the server
directory in the SAS Server Directory field. Click Next.

E":_Ereate Mew Project -- Step 3 of 4 Register the Project

Select the SAS Folders location for this project, Use these folders to
arganize your projects and contral user access,

" SAS®
Enterprise
"

5945 Faolder Location
’;

Iser FoldersiGerakios, Peter Emanuel/iy Falder Browse

< Back.

Zancel |

Select a location for the project. Click Next.



244 Chapter 18

SAS Enterprise Miner User Interface Help

eate MNew Project -- Step 4 of 4 Mew Project Information

Mews Project Information

Marme

MNew Project

A0S Mekadata location

Iser Folders)Gerakios, Peker Emanuel/m

"SAS®

A0S Application server

SASApp - Logical Workspace Server

Server Directary

CEMIVEM_Projectsipegera

Enterprise

< Back

Zancel |

Project Start Code
You can specify SAS code that executes every time that you start the project.

=[] Data Sources
Eﬂ Gerrnan Credit
‘ Eﬂ Hame Equity
E||:| Diagrams

|:| Maodel Packages

5. Review the information that you specified. Click Finish.

- 8% German Credit Example

%

Property YWalue

Mame: Enkterprise Miner User Interfz

Project Start Code

reated 1/25/11 3:00 P

BEryEr A858pp - Logical Workspace

iarid Available Mo

Path ZAEMIEM_Projecksipegeralf

Metadata Folder Path User Folders)Gerakios, Pete

Max. Concurrent Tasks Defaulk

Project Start Code window.

Click the project tree name ("Enterprise Miner User Interface" is the project name in
this example) to display the project properties panel.

2. Click the :I button to the right of the Project Start Code property to open the
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1-!: Project Start Code

Enter code to execute when this project is opened or a node is run. Ent
statermnents, LIBMAME statements, TITLE staterments and other code th
erwironrnent of the SAS code submitted by Enterprise Miner,

1

B s ST | |:

3. Enter the SAS code that you want to run each time the project starts, such as
LIBNAME statements. When you have finished entering all of the project start code
you want, click Run Now. Click OK to close the Project Start Code Window.

Note: You can modify your project start code by repeating the previous three steps.

Opening an Existing Project
If you want to open a project on which you have recently worked, you can select File =
Recent Projects. Then choose the project that you want to open from the list.

To open an existing project, select File = Open Project from the main menu. The Open
Project window opens.
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Eﬂpen Project
Loak in: I [ 545 Folders Ll “'"lill—lll
Mame / I Tvpe | Drake Modified |

(71 My Folder serFalder 1/4/11 10015 AM =
[ 71 BIDTesting Folder 12)23110 6:54 PM

[ BlLineage Folder 12/24/10 9:13 AM

71 BIP Tree Folder 12)23/10 6:55 PM

[T custom_datrant Folder 12023010 6:37 PM

|71 custom_datranz Falder 12)23/10 5:37 PM

[C 7] custom_datran’ Folder 12023010 6:37 PM

|7 cuskom_IntegrationT... Folder 12023010 6:38 PM ;I
— . - .. e e

Mame: ||
Type: IE'-.fer',.fthing ;I Cancel |

Use the My Folder drop-down list to navigate to the project you want to open. To open
a project, click the project, and click OK.

The Open Project window contains the following options:

* Back — select - | to go to the previous view in the Open Project window.

*  Up one level — select| Il_ll to go up one level in the project directory.

* New folder — select | I;_|| to create a new folder in the current level in the project

directory.

*  Views — select to choose whether to view project directory entries as a list or

with details added. Select List to view just the names of projects or folders. Select
Details to view the type of an entry and the date it was last modified in addition to its
name.

Create a New Project Diagram
To create a new project diagram, select File = New = Diagram from the main menu.
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Display 18.2 New Project Diagram

E":_Entf:lplise Miner - Enterprize Miner Uszer Interface
File Edit “iew Action: Option: “Window  Help

Praject... Chrl+5hift+P

Open Project... Ctrl+01 LE Ctrl+5hift+0
Fecent Projects 4 Data Source... Chil+Shift+5
Open Maodel Chi+ Library... Chil+Shift+L
Open Model Package. . Crl+éslt+t N

Eeaistern Model Chel+Shift+F

(e

[Eloze

Cloze thiz Project Ezcape I

Irnport Diagrarm from #haL... Chil+kd

Save de Chil+5 peerint

it Chil+P

Eritit Erewviet Warksp

Delete thiz Project Cil+5Shift+D elete

E =it Shift+E zzape \EMB. 1

Alternatively, right-click the Diagrams folder in the project tree, and select Create
Diagram.

Display 18.3 Alternative New Project Diagram

Enterprise Miner Lser Interface
[#-[B| Data Sources

- (2] Mode [l % Create Diagram

Import Diagranm from sML...

The Create New Diagram window opens.

Display 18.4 Create New Diagram window

Create Mew Diagram I

Diagram Mame:

(0] 4 Cancel
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Type a name for your diagram in the Diagram Name field.

Display 18.5 Enter a New Name

Create Hew Diagram I

Diagrarm Marme:

IEiank_Research_Diagram

(o] Cancel

Click OK to create the diagram. The new diagram opens in the Diagram Workspace, and
appears in the project tree under Diagrams.

Display 18.6 Created Diagram

Enterprise Miner User Interface
[#1-|B| Data Sources
[=1-[%] Diagrams

: _Research_Diagram
[#1-[2] Model Packages

Opening an Existing Project Diagram
To open a project diagram, expand the Diagrams folder in the Project Panel.

Display 18.7 Diagrams Folder

Enterprise Miner User Interface
[#-[B3] Data Sources

- &
t- i Bank_Research_Diagram

E&n Custamer_Information
- 8 Market_Research
[#-[%] Model Packages

Use any of the following methods to open a diagram:
* Double-click the diagram name.

* Right-click the diagram name and select Open from the menu.

Running a Project Diagram

To generate results from a process flow diagram in your Diagram Workspace, you must
run the process flow path to execute the code that is associated with each node. The
paths can be run in several ways:
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» Right-click the node you want to run and select Run. All previous nodes in the
process flow diagram will run if they have not already run, or will run if they are set
to re-run.

» Select the node you want to run and click £ | from the toolbar shortcut buttons. All

previous nodes in the process flow diagram will run if they have not already run, or
will run if they are set to re-run.

» +Select the node you want to run, and from the main menu select Actions = Run.
All previous nodes in the process flow diagram will run if they have not already run,
or will run if they are set to rerun.

Saving a Project Diagram
You do not need to save your project diagrams. Changes that you make to your process
flows and nodes are saved automatically.

Closing a Project Diagram

To close an open project diagram, select the Diagram window in the Diagram
Workspace. Then from the main menu select File = Close Diagram ""Diagram-name"'.
You can also close a diagram by closing the Diagram window.

Deleting Projects and Diagrams

To delete a project, open the project you want to delete, and then select File = Delete
this Project from the main menu. A message window asks you to confirm your choice.
To delete a diagram, right-click the diagram name in the Project Panel and select Delete.

Project Metadata

Using the Metadata Explorer you can view, delete, and rename projects and results on
the metadata server. To access the Metadata Explorer, select View = Metadata from the
main menu. The Metadata Explorer communicates only with the metadata server and
will only display mining projects and mining results.

To open a project from its metadata, right-click on a mining project and select "Open"
from the pop-up menu. This opens the mining project in exactly the same way as using
the = Open Project dialogue.

To open the metadata for a mining result, right-click on a mining result and select
"Open" from the pop-up menu. This opens a new window with all the metadata for that
set of results. Inside this window, there are five windows each containing information
created or needed by the scoring process. These windows are:

* Properties — contains project information. This includes the project name, location
on the server, node or nodes scored, user name, and date of creation.

*  Output Table — contains the output variables, a brief description of each, the length
of each column, the SAS Format of each variable, the SAS Informat of each variable,
and the SAS Column Type of each variable.

* SAS Score Code — contains the SAS code for the scoring process.

* Input Table — contains the input variables, a brief description of each, the length of
each column, the SAS Format of each variable, the SAS Informat of each variable,
and the SAS Column Type of each variable.

» Target Table — contains the target variables, a brief description of each, the length
of each column, the SAS Format of each variable, the SAS Informat of each variable,
and the SAS Column Type of each variable.
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To rename a project or result, right-click on the item and choose "Rename" from the
pop-up menu. This makes project or result name editable.

Similarly, to delete a project or result, right-click on the item and choose "Delete" from
the the pop-up menu. You will then be prompted to confirm that you want to delete the
metadata for that project or result. Note that this will only delete the project from the
metadata. Your project workspace files will still be located on your SAS server.

Project Panel Pop-Up Menus

You can perform a number of actions in the Project Panel by using the pop-up menus
that are accessible with the right mouse button. The following table describes the menus
that are available for each item in the Project Panel.

The following menu items are then
Right-click these items. available.

Project Mame + Create data source — opens the Data
Source wizard.

* Create diagram — opens the Create New
Diagram window, where you specify a
name of a diagram to be added to the
Diagrams folder.

* Import diagram from XML — opens a
browsing window where you can select a
diagram that had been previously saved as
an XML file to import.

* Refresh Project Tree — updates the
project tree display.

: Create Data Source — opens the Data
+ wen
ﬁl Data Sources Source wizard.

5 *  Rename — enables you to type a new
h -Il-_..i Draba Source Marme name for the data source.

* Duplicate — creates a copy of the data
source.

¢ Delete — deletes the data source.

« Edit Variables — opens the Variables
table in which you can modify the various
aspects of the variables and access the
Explore functionality.

¢ Refresh Metadata — refreshes the
metadata that is associated with a data
source.

+ Edit Decisions — opens the Decision
Processing window. You can change any
decisions that you have previously defined.

» Explore — opens the table for browsing
and creating graphs within the Explore
window.
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The following menu items are then
Right-click these items. available.

L ; * Create Diagram — creates a new diagram
|-
DI Diagrams in the folder.

* Import Diagram from XML — enables
you to import a diagram that had been
previously saved as an XML file.

@ Diagramn MNarme * Open — opens the diagram in the diagram
workspace.

* Create Diagram — creates a new diagram
in the folder.

* Import Diagram from XML — enables
you to import a diagram that had been
previously saved as an XML file.

* Rename — enables you to assign a new
name to the diagram.

* Delete — deletes the selected diagram.

* Close — closes the open, selected
diagram.

* Save As — enables you to save the
diagram as an Image or as an XML
Document.

* Print — prints the diagram image.

* Print Preview — displays a preview of
the diagram image prior to printing.

=-[%] Model Packages + Open Model — opens the Open Model
' window.
o % Model Package MName * Open — opens the model package in the

Package window.

* Delete — deletes the model package from
the project.

+ Register — registers the model package to
the model repository.

* Recreate Diagram — opens a new
diagram that is a copy of the diagram in
the model package.

* Save As — enables you to save the SPK
file to a new directory.

Viewing Project Panel Properties
Each of the items in the Project panel has associated properties. Click the item to view
the properties in the Properties panel.

* Project Properties on page 252
» Data Source Properties on page 252

* Diagram Properties on page 253
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Model Packages Properties on page 253

Project Properties
Click the project name in the Project panel to view the following properties:

Name — the project name.
Project Start Code — the code that is executed when the project is opened.
Created — when the project was created.

Server — the server where the project is located and where the SAS data mining
procedures are run.

Grid Available — whether the server is configured to allow you to use grid
processing.

Path — the physical location of the project directory on the server.
Metadata Folder Path — the physical location of the metadata folder.

Max. Concurrent Tasks — the maximum number of parallel processes that can be
implemented when process flows are run.

Data Source Properties
Click a data source name to view the following properties:

ID — the data source identifier. The ID value is the assigned libref to the SAS
library in which the metadata tables are stored.

Name — the data source name.

Variables — characteristics of the columns of the physical table. The Explore
functionality to view variable distribution is available here.

Decisions — decision processing. For more information, see the “Enterprise Miner
Target Profiler” on page 221 documentation.

Role — the role of the table.

Notes — a window in which you enter notes about the data source.
Library — the SAS library that is used to access the table.

Table — the name of the physical table that is used by the data source.

Sample Data Set — the name of the sample data set created from the datasource
table.

Size Type — indicates the sample size type. This can either be a percentage of the
data table or a discrete number of observations.

Sample Size — either the proportion of observations for the number of observations
included in the sample.

Type — the member type. Valid type values are DATA or VIEW.
No. Obs. — the number of rows in the table.

No. Cols. — the number of columns in the table.

No. Bytes — the number of bytes used for the data source.
Segment — the segment that you define for the data source.
Created by — the name of the user who created the data source.

Create Date — the date on which the data source was created.
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Modified by — the name of the user who last modified the data source.
Modify Date — the date on which the data source was last modified.

Scope — indicates whether the data source is local (exists only in the project) or
global (exists independently of the project and can be shared by multiple projects).

Diagram Properties
Click a diagram name to view the following properties:

ID — the diagram identifier. The identifier corresponds to the SAS libref that is used
to identify the physical location of the diagram contents on the server.

Name — the diagram name.

Status — the diagram status. Diagram states are:

* Available

*  Open

*  Locked

Notes — a window in which you enter notes about the diagram.

History — the diagram history. The history is a log of all actions and modifications
that were performed on the diagram.

Model Packages Properties

Click a model package name to view the following properties:

ID — the ID that was generated when you created the model package.
Name — the name of the mining model package.
File Name — the physical location of the model package SPK file.

Mining Function — the mining function. The available mining functions are as
follows:

* None

* Segmentation

* Transformation

* Classification

* Prediction

Mining Algorithm — the mining algorithm that the model uses.

Target — the target variable.

Version — the version of SAS Enterprise Miner.

Diagram ID — the ID that was assigned to the workspace that contains the model.

Node Description — the name of the node from which the model package was
generated.

Repositories — the repositories to which the model has been registered. This field is
not updated if the model has been deleted from a repository. This field indicates only
that the model has been registered.

Created By — the user ID of the user who created the report.

Created Date — the date and time on which the report was created.
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SAS Enterprise Miner Start Code

Start code is any SAS code that you want to run before SAS Enterprise Miner
processing. This code may include any SAS system options, titles and footnotes, libname
and filename statements, or SAS Enterprise Miner macro variables. Use this code to
customize your SAS session. You should not enter code that runs SAS procedures or
other potentially time-consuming operations. In particular, you should avoid the creation
of unneeded SAS libraries which will slow the creation of SAS sessions and thus reduce
system responsiveness for SAS Enterprise Miner users.

There are two levels of start code, Server Start Code and Project Start Code.

Sever Start Code — Your server administrator will manage this code, which will be
executed for all SAS Enterprise Miner users for any server. This code is stored in a
code file accessible on the SAS server. The filename and location is entered into the
SAS Enterprise Miner plug-in for the SAS Management Console.

Project Start Code — Users may enter code that is executed for any process within
the current project. This code is stored in the SAS Enterprise Miner project and is
edited through the property sheet for the project.

Start code is executed in the following order:

The SAS system autoexec. sas file.
The SAS Enterprise Miner Server Start Code file.
The SAS Enterprise Miner Project Start Code file.

SAS Enterprise Miner Macro Variables

System Macro Variables

EMEXCEPTIONSTRING — This macro variable is initialized when an exception
is generated by the server. This is useful when you are writing code or extensions by
using the SAS Code node.

EM_DEBUG — controls information that is sent to the log. Use this feature only in
conjunction with SAS Technical Support.

Here is a list of valid values:
* LOG sends the node log to the SAS Log window.
*  OUTPUT sends the node output to the SAS Output window.

* SOURCE indicates to print additional information (for example, scoring steps of
each node in the log).

«  METHOD indicates to print the classes and methods that are called by the
application in the log.

« LISTDUMP indicates to print the contents of certain lists in the log.
« _ALL_ triggers all of the above.

EM_EXPLOREOBS_MAX — controls the number of rows of data downloaded to
the client for interactive graphics in the explore data actions. The value should be
large enough to select a sample that accurately represents the population but not so
large to overload your network and computer memory. The default value is
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dynamically determined by the record length of your selected data set. Set this value
when you think the default value is not appropriate.

EM_NUMTASKS — controls the number of nodes that will be run concurrently.
Use this to control the compute load processed by your system. The possible values
are 1 and SINGLE. The value 1 indicates that a each node will be executed
sequentially, each in its own private SAS session started by SAS CONNECT. The
value SINGLE indicates that each node will be executed sequentially, each in a
common SAS session not using SAS CONNECT. Your SAS server administrator
can set the default value in the SAS Management Console.

EM_SPDELIB — sets the location or path of the SPDE data library for the Dmine
Regression, Regression and Variable Selection nodes. This location will be used to
store a temporary data set used for parallel processing. The default location is the
SAS WORK library. Refer to the following text for an example of how to use this
variable: $1et EM SPDELIB = \\ServerName\DirectoryName\SASLIBS
\SPDE;

EM_VBUFSIZE — This macro variable sets the buffer size when viewing data. The
default value is 64M.

Modeling Macro Variables

EM_DECMETA_MAXLEVELS — controls the maximum number of levels for
any target variable for which a target profile can be built. The default is 32.

EM_GROUPASSESS — controls the execution of model assessment functions for
model nodes within a group processing segment. The possible values are Y or N.
The default value is Y. Use this setting to speed processing when you only want to
see the model assessment details of the final population model, rather than the
individual models.

EM_INTERACTIVE_TREE_MAXOBS — controls the maximum number of
observations used for the interactive decision tree. The default value is dynamically
controlled by the record length of your selected data set.

EM_INTERACTIVE_TREE_SAMPLEMETHOD — controls the sampling
method used to create the data for the interactive decision tree. This is used in
combination with EM_INTERACTIVE_TREE_MAXOBS. The default value is
Random.

EM_IGN — gives users the ability to pass additional arguments to the PROC
ARBOR call within the IGN node.

EM_ARBOR — gives users the ability to pass additional arguments to the PROC
ARBOR call within the Decision Tree node

EM_NEURAL_PERFORMANCE_STATEMENT — controls the performance
statement passed to PROC NEURAL in both the Neural Network and AutoNeural

nodes. If this is not initialized, the performance statement will be built based on the
value of the EM_NEURAL_PERFORMANCE_DATA macro.

EM_NEUROAL_PEFORMANCE_DATA — provides more control over
performance within both the Neural Network and AutoNeural nodes based on
hardware as well as the size of the problem being solved. This determines whether a
data set or view is passed to PROC NEURAL, as well as the options that are passed
to the performance statement within PROC NEURAL. If this is not initialized, a data
set will be used and the performance statement will contain ALLDETAILS
NOUTFILFILE options. If EM_NEURAL_PERFORMANCE_DATA=UTIL then
a view of the training data will be processed and the corresponding performance
statement will contain ALLDETAILS PAGESIZE=262144 COMPILE
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THREADS=YES. If EM_NEURAL PERFORMANCE_DATA=NOUTIL, then a
view of the training data will be processed and the corresponding performance
statement will contain ALLDETAILS NOUTILFILE.

EM_MAXGROUPASSESS — controls the maximum number of groups for which
predictive model assessment will be executed for a modeling node within a group
processing segment. The default value is blank.

EM_PMML — enables the generation of PMML score code by the nodes that
support PMML. Valid values are Y, Yes, N, and No, and the default value is No.

EM_TRAIN_MAXLEVELS — controls the maximum number of class levels for
input variables in most modeling processes. The default value is 512.

Reporting Macro Variables

EM_FONT — sets the font used by the Multiplot node.
EM_REPORT_GDEVICE — used to set the graphics device.

EM_REPORT_PRINT_MAXVARS — defines the maximum number of variables
to print.

EM_REPORT _TEXT_FONT — used as the GOPTIONS FTEXT= value; used in
graphics output such as axes labels and graph titles. The GOPTIONS statement
specifies graphics options that control the appearance of graphics elements by
specifying characteristics such as default colors, fill patterns, fonts, or text height.

EM_REPORT _TITLE_SIZE — used as the GOPTIONS title text size in graphics
output. Set this to point sizes.

EM_REPORT _NODE_FONT — used for the font within the nodes in the process
flow diagram.

EM_REPORT_HEADER_SIZE — set this to point sizes to control the size of text
used for data cells and headers for tables printed by ODS.

EM_REPORT _TEXT_SIZE — used as the GOPTIONS text size in graphics
output. Set this to point sizes to change your labels and axes within the graphs.

EM_REPORT TITLE_SIZE — used for the ODS text font size. This includes the
text displayed at the top of each individual piece of the report. Set this to point sizes
to change the Report title.

EM_REPORT _TITLE — used to set the text of the title.
EM_REPORT_FOOTNOTE1 — used to set the text of the first footnote.
EM_REPORT_FOOTNOTE2 — used to set the text of the second footnote.

EM_REPORT_ODS_FONT — the font used in the ODS template for all ODS
output.

Text Mining Macro Variables

TMM_DICTPEN — is the penalty to apply to the SPEDIS() value if a dictionary
data set is specified and a potential misspelling exists in the dictionary. The default
value is 2.

TMM_MAXCHILD — is the maximum number of documents in which a term can
occur and also be considered a misspelling. The default value is logl 0(numdocs)+1.

TMM_MAXSPEDIS — is the maximum SPEDIS() for a misspelling and its parent
to have and also evaluate as a misspelling. The default value is 15.
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TMM_MINPARENT — is the minimum number of documents in which a term
must occur to be considered a possible parent. The default value is log10(numdocs)
+4.

TMM_MULTIPENT — is the penalty to apply to the SPEDIS() value if one of the
terms is a multi-word term. The default value is 2.

TMM_DOCCUTOFF — is the document cutoff value for any topic. It is used to
determine the default document cutoff for user topics and multi-term topics in the
Topic table. Higher values decrease the number of documents assigned to a topic.
The document cutoff value is multiplied by 2 for multi-term topics due to the
disparate number of terms in multi-term topics. For example, for a default of 0.03,
user topics have a document cutoff of 0.03 and multi-term topics have a document
cutoff of 0.06. The default value is 0.03.

TMM_MAX TOPIC_ANGLE — is the maximum cosine allowed between two
topics for them to be considered equivalent; a lower number eliminates fewer topics
based on closeness to other topics; a higher number eliminates more topics based on
closeness to other topics. For example, to change the maximum topic angle for
exclusion of a topic to be 5 degrees, put “%let tmm_max_topic_angle=5;” in your
project start code. A single-term topic or multi-term topic is excluded if its topic
vector is within this many degrees of any lower number topic created. The default
value is 3.

TMM_NORM_PIVOT — is a value between 0 and 1 that is used for the pivot
normalization of document length. If you want longer documents to contain many
more topics than short documents, set this value closer to 1. If you want short
documents and long documents to contain about the same number of topics, set this
value closer to 0. The default value is 0.5.

TM_DEBUG — specifies to delete some intermediate data sets when set to 0 or not
to delete them when set to 1. The default value is 0.

TM_MINDESCTERMS — is the minimum number of times that a term must
appear in a cluster to be considered a descriptive term. The value specified here must
be an integer and the default value is 2.

TM_ROLLWEIGHT — defines how terms are rolled up.
The following values are possible:
* 1 —roll-up terms are those that have the highest weight.

e 2 —roll-up terms are those that have the highest value of weight multiplied by
log(numdocs+1), where numdocs is the number of documents in which the term
occurs.

* 3 — roll-up terms are those that have the highest value of weight multiplied by
sqrt(numdocs), where numdocs is the number of documents in which the term
occurs. This is the default value.

* 4 — roll-up terms are those that have the highest value of weight multiplied by
numdocs.

TM_SVDDATA — specifies to delete the SVD input matrix when set to 0 and to
not delete the SVD input matrix when set to 1. The default value is 0.
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Using the Diagram Editor

Adding a Note

You create a process flow diagram by adding and connecting nodes in the Diagram
Workspace. You connect nodes in a logical order that follows the SEMMA data mining
methodology.

You can add nodes to a process flow diagram in the following ways:
* Drag node icons from the toolbar to the Diagram Workspace.
*  From the main menu, select Actions = Add node to open a menu of nodes to add.

* Right-click the Diagram Workspace and select Add node from the menu.

Opening Node Pop-Up Menus
To open a node pop-up menu, right-click a node icon in the Diagram Workspace. The
node pop-up menu contains the following items:

E dit Variables — opens the Variables window in which you can view and

modify variable values. The values that are available to modify will vary from node
to node. See documentation for the node whose variables you want to modify for
information about which variable values you can modify in this window. In general,
variables with a gray background are read-only. The Explore functionality for
viewing variable distribution is available here.

. f:l Update — updates the node and all previous nodes in the path to
incorporate any changes that you made. Updating the path does not run the node.

. £ Pun — runs the selected node and all predecessor nodes in
the process flow diagram that have not been run, or are set to rerun.

. — creates a model package that incorporates
‘% Create Model Fackage. .. packas eot

the results of the node and the previous nodes in the path.

. — opens the Results window.
EH Results...

— saves the path from the selected node

@ E=port Path az 545 Program

and all previous nodes in the process flow as a SAS program.

* Cut — cuts the selected node and copies it to the clipboard.
. Copy — copies the selected node to the clipboard.

* Delete — deletes the selected node.

© . — renames the selected node.

* Salect All — selects all nodes in the Diagram Workspace.
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Select Maodes — opens the Select Nodes window, in which you can

select any of the nodes in the Diagram Workspace. For more information, see “Using
the Diagram Editor” on page 258.

Confect Modes — opens the Connect Nodes window, in which you can

connect the selected nodes to any other nodes in the Diagram Workspace. For more
information, see “Connecting Nodes” on page 260.

Dizconnect Nodes — opens the Disconnect Nodes window, in which you

can disconnect the selected nodes to the nodes they are attached to in the Diagram
Workspace. For more information, see “Disconnecting Nodes” on page 262.

Variables Table

If you select the Edit Variables option in the node popup menu, you will open the
variables table for that node. For all nodes other than input data source nodes, the
variables table will contain a column named Use. This column determines whether the
variable will be used as an input variable.

* Yes — This is the default value when the role of the variables is Frequency or the
variable is the first target variable.

* No — This is the default value when there is more than one target variable, and the
current variable is not the first target variable.

» Default — If a variable has a role of Input, then this is treated as Yes and if the
variable has a role of Rejected, then this is treated as No. If there is more than one
target variable, then this option is not available.

Selecting Nodes

You can select a node in the Diagram Workspace by clicking the node. Select multiple
nodes by holding the CTRL key down and clicking the nodes you want to select. You
can select all of the nodes in the Diagram Workspace by right-clicking the Diagram
Workspace and choosing Select All from the pop-up menu.

You can also select nodes by using the Select Nodes window. To open the Select Nodes
window, right-click in the Diagram Workspace and choose Select Nodes from the pop-
up menu.



260 Chapter 18 + SAS Enterprise Miner User Interface Help

You can select single or multiple nodes by using the Select Nodes window.

Display 18.8 Select Nodes Window

—
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Click the node name in the window to select the node. You can select multiple nodes by
holding the CTRL key down and then clicking on the nodes you want to select. Also,
you can select one node, hold the SHIFT key down, the click any other node to select all
nodes between and including the two you clicked.

You can also use the up and down arrows on your keyboard to choose a node that you
want to select. To select multiple nodes with this method, highlight the first node you
want to select, hold down the CTRL key, use the up and down arrows to move to another
node, then select that node by pressing the space bar. If you hold the SHIFT key while
using the up and down arrows you can select all nodes between your first and last node.

Click OK to select the nodes.

Connecting Nodes

Connect nodes in the Diagram Workspace to create a logical process flow. When you
create a process flow, follow the SEMMA data mining methodology. Information flows
from node to node following the connecting arrows.

The following example connects the Input Data node to the Sampling node.

Display 18.9 Input Data Node to the Sampling Node

e o} i

nput Data ‘ *E%ample |
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To connect the nodes, move the pointer to the right side of the Input Data node icon. The
pointer icon changes to a pencil.

Display 18.10 Connect Nodes

o
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Drag the pointer to the Sample node.

Display 18.11 Drag Pointer
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Release the pointer, and the nodes are connected.

Display 18.12 Connect Nodes Window
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You can connect nodes by using the Connect Nodes window. Right-click the node that
you want to connect to other nodes and select Connect Nodes from the pop-up menu.
Note that the arrows in your process flow diagram point away from the node that you
use to open the Connect Nodes window
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Click the node name in the window to select the node. You can select multiple nodes by
CTRL-clicking or SHIFT-clicking a range of nodes in the window.

You can also use the up and down arrows on your keyboard to select nodes that you
want to connect.

Click OK to connect the nodes.

Disconnecting Nodes

You can disconnect nodes in the Diagram Workspace by clicking the arrow between two
nodes so that it is highlighted, and then pressing Delete on the keyboard. You can also
disconnect two nodes by right-clicking an arrow that connects two nodes in the Diagram
Workspace, and selecting Delete from the pop-up menu.

You can disconnect multiple nodes in the Diagram Workspace by holding CTRL down,
selecting the arrows you want to delete, and then either pressing Delete on the keyboard,
or right-clicking a selected arrow, and choosing Delete.

You can also disconnect nodes by using the Disconnect Nodes window. To open the
Disconnect Nodes window, right-click a node and select Disconnect Nodes from the
pop-up menu.

You can select single or multiple nodes by using the Disconnect Nodes window.

Display 18.13 Disconnect Nodes Window
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Click the node name in the window to select the node. You can select multiple nodes by
holding the CTRL key down and then clicking on the nodes you want to select. Also,
you can select one node, hold the SHIFT key down, the click any other node to select all
nodes between and including the two you clicked.
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You can also use the up and down arrows on your keyboard to choose a node that you
want to select. To select multiple nodes with this method, highlight the first node you
want to select, hold down the CTRL key, use the up and down arrows to move to another
node, and then select that node by pressing the space bar. If you hold the SHIFT key
while using the up and down arrows you can select all nodes between your first and last
node.

Click OK to disconnect the nodes.

Deleting Single Nodes
There are two ways in which you can delete a node from a process flow diagram. Here is
the first:

1. Right-click the node icon to open a pop-up menu.

2. Select Delete. The Confirm Delete dialog box opens and asks you to verify your
choice. Click Yes to remove the node from the process flow diagram. Click No to
keep the node.

Here is the second:
1. Click the node to highlight it.

2. Select Edit = Delete to delete the node. You can also press the Delete key to delete
the selected node.

CAUTION:
You cannot undelete a deleted node.

Deleting Multiple Nodes

To delete multiple nodes, follow these steps:

1. Select a node icon that you want to delete, and then CTRL-click to select the
remaining node icons that you want to delete. The selected nodes become
highlighted. You can also select multiple nodes by dragging your pointer around the
nodes that you want to delete.

2. Right-click a selected node.

3. Select Delete. A Confirm Delete window opens that asks you to verify your choice.
If you click Yes, then the nodes are removed from the process flow diagram. If you
click No, then the nodes remain in the process flow diagram.

To delete all of the nodes in the Diagram Workspace, select Edit = Select All from the
main menu, and then choose Edit = Delete.

Moving or Repositioning Nodes
To move a node, follow these steps:

1. Click the node to select it.

2. Drag the node icon to a new position in the Diagram Workspace. The connections
stretch to accommodate the move.

Note: You can move multiple nodes by selecting the nodes that you want to move

and dragging them to a new position.

You can arrange your diagram nodes by selecting Edit = Layout from the main menu,
and then choosing Horizontally or Vertically.
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Copying and Pasting Nodes

You can copy an existing node to the clipboard and paste it to the Diagram Workspace.
The same node properties of the node that you copy are used for the new node. You can
copy a node and paste it to the same diagram or to a different diagram.

To copy an existing node:

1. Right-click the node that you want to copy in the Diagram Workspace and select
Copy.

2. Right-click the location in the diagram where you want to paste the node and select
Paste.

Alternatively, after you select a node in the Diagram Workspace, you can select Copy
and then Paste from the main menu under Edit. To determine where the copied nodes
will be pasted, left-click in the diagram where you want to paste the nodes.

Using the Results Window

Results Window Overview
You can view the results from any node in SAS Enterprise Miner by using the Results
window. Use the Results window to do the following tasks:

* View the log, output, and training code of your node.
* View the flow and publish score code.
« Examine assessment statistics, fit statistics, and residual statistics.

* View graphical output.

Results Window buttons
You can perform actions in the Results window by using the following tool icons:

. @ Log — opens the Log window.

. Output — opens the Output window.

. 5 Print — opens the Print window.

. El Table — opens a table of the data that is associated with the graph that is

selected.

. @cl Plot — opens the Graph Wizard, using the data in the table that you open.

Results Window Main Menus
The Results window contains menus that enable you to perform various administrative
tasks.

Note: Not all of the following menus are available for each node, and menus that are
available in some nodes are not listed here.

The menu items are as follows:
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» Save As — opens the Save As dialog box.

*  Print — prints the contents of the active window.

e Close — closes the Results window.

Edit — The submenus that are displayed depend on the window that is active within the
Results window

* Edit (Text Output)

Undo — cancels the last action that you performed.

Redo — repeats the last action that you performed.

Cut — deletes the text that you select and copies the text to the clipboard.
Copy — copies text that you select.

Paste — copies the contents of the clipboard to the active window.

Select All — marks all of the text in the active window.

Clear All — removes the output from the window.

Find — opens the Find/Replace dialog box in which you enter text that you want
to find.

Go To Line — opens the Go To Line dialog box. Enter the line number on
which you want to enter text.

+ Edit (Graph Output)

Graph Properties — opens the Properties page for the selected graph.
Action Mode — enables you to choose the graph interaction mode.

* Select — choose additional elements by pressing CTRL and clicking the
desired elements.

* Brush — use of a selection rectangle that persists on screen after mouse
buttons are released enables you to move or reshape multiple or different
graph elements.

* Viewport — Enables you to select a region of the diagram to enlarge
* Reset — resets a perspective change to a diagram.

Data Options — opens the Data Options Dialog box.

Copy — copies the graph image to the clipboard.

Focus on Chart — enables the user to expand one of the charts so that it
occupies the entire lattice space and can be examined in more detail.

Reset Focus — restores a lattice chart view from a magnified Focus on Chart
perspective to the original scale of the lattice chart.

Clone — opens a copy of the selected graph.

Get Saved Chart — opens the saved version of the graph

View — opens separate windows within the Results window that display the following:

* Properties

Settings — displays a window with a read-only table of the node properties
configuration when the node was last run.
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* Run Status — indicates the status of the node run. The Run Start Time, Run
Duration, and information about whether the run completed successfully are
displayed in this window.

* Variables — a table of the variables in the training data set. You can resize and
reposition columns by dragging borders or column headers, and you can toggle
column sorts between descending and ascending by clicking on the column
headers.

*  Train Code — the code that SAS Enterprise Miner used to train the node.
* Notes — opens the Notes window, which displays user-generated notes.
*  SAS Results

* Log — the log for the selected tool. The Log window displays the log only for
the associated tool, and does not display the log from the previous tools.

*  Output — the SAS output for the selected tool.

*  Flow Code — the SAS code used to produce the output that the node passes on
to the next node in the process flow diagram.

* Scoring

* SAS Code — the SAS score code that was created by the node. The SAS score
code can be used outside of the SAS Enterprise Miner environment in custom
user applications.

*  PMML Code — the Predictive Model Markup Language (PMML) code that was
generated by the node. The PMML Code menu item is dimmed and unavailable
unless PMML is enabled on page 47 . Not all SAS Enterprise Miner nodes can
produce PMML code.

e Assessment

» Fit Statistics — the “Fit Statistics Table ” on page 270 for the selected modeling
tool.

» Statistics Comparison — the statistics comparison table for the selected
modeling tool.

* Classification Chart — the classification chart and graphs for the selected
modeling tool.

* Score Rankings Overlay — opens or highlights the Score Rankings Overlay
window that can display the following assessment statistics from a drop-down
menu:

*  Cumulative Lift

o Lift

*  Gain

* % Response

* Cumulative % Response

* % Captured Response

* Cumulative % Captured Response

* Score Rankings Matrix — opens the Score Rankings Matrix chart, which
compares assessment statistics options by data role.

* Score Distribution — opens the Score Distribution chart, which compares
events by data role.
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*  ROC Chart — opens the ROC chart, which compares models as a function of
specificity and sensitivity. For more information, see “Score Rankings Chart and
Score Rankings Table” on page 271.

«  Model

» Effects Plot — opens the Effects Plot window, which plots positive and negative
effects against a response variable.

» Estimate Selection Plot — opens the Estimate Selection Plot window.

* Table — opens a table of the data that is associated with the graph that you have
open.

* Plot — opens the graph wizard, using the data in the table that you have opened.
Window

» Tile — arranges all of the opened windows in the Results window so that all
windows are visible at the same time.

» Cascade — displays all of the opened windows in the Results window so that
windows overlap.

Results Window Contents

The Enterprise Miner Results window contains one or more elements in sub-windows.
The Output window is always displayed. It contains the SAS output that is generated by
running the SAS Enterprise Miner node. Depending on the node type, additional tables
or plots related to the node's functionality are displayed in the Results window.

Results Window Output Window
The Output window displays the SAS output that is generated when a node is run.

The Variable Summary section in the Output window is displayed for all nodes. It
displays the frequency counts of variables for each combination of variable role and
measurement level.

The sections in the Output window that are common to modeling nodes include Model
Event, Decision Matrix, Predicted and Decision Variables, Fit Statistics, Classification
Chart, Decision Table, Event Classification Chart, Assessment Score Rankings, and
Assessment Score Distribution.

Other sections in the Output window include the following:

* Model Event — displays the target variable, event level, measurement level, number
of levels, order, and target label.

» Decision Matrix — displays the decision matrix.

* Predicted and Decision Variables — displays the predicted and decision variables
and their labels.

» Fit Statistics — displays the statistics of a model. Different modeling nodes display
different types of fit statistics. The Output window transposes the columns of the fit
statistics that are displayed in the Results Fit Statistics window. For more
information, see “Fit Statistics Table ”” on page 270.

* Classification Chart — opens a classification bar chart when you model a non-
interval target variable. For more information, see “Classification Plot and Table” on
page 269.
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* Decision Table — displays the decision, percent of target, percent of decision,
percent of total observations, and frequency counts of observations for each target
and decision combination.

* Event Classification Table — displays the frequency counts of false positive, false
negative, true positive, and true negative predictions of observations.

+ Assessment Score Rankings — displays assessment statistics such as gain, lift, and
% response that are used to create the score rankings plot.

* Assessment Score Distribution — displays the number of events and nonevents and
percentage of events over bins of posterior probabilities. These statistics are used to
create the score distribution plot. For more information, see “Using the Diagram
Editor” on page 258.

Results Window Plots and Tables

Overview of the Results Window Plots and Tables

The plots and tables that appear in the Enterprise Miner Results window vary according
to the node that produced the results. The following plots and tables are a representative
sample of some Enterprise Miner Results window plots and data tables.

Residual Statistics Plot and Table
When you model an interval target, the Results window produces a Residual Statistics
plot.

To view the Residual Statistics plot, select View = Assessment = Residual Statistics.
The Residual Statistics plot displays a box plot for the residual measurements of the
interval target. This plot enables you to examine the distribution of the residuals. The
following display illustrates the elements of the plot:

Display 18.14 Elements

—_ 4+— Maximum observation

4 7ath percentile

4 bedian (SO percentile)

4 26t percentile

-4 4+— Minimum observation



SAS Enterprise Miner User Interface Help 269

To view the data table for a Residual Statistics plot in the Results window, click the plot
to select it. Then from the Results window main menu, select View = Table. You can
right-click any column cell in the Residual Statistics plot table and select Show =
Variable Names to change the column headers from the default descriptive variable
labels to the variable names that are used in SAS code. To change back to variable labels
from variable names, right-click any column cell and select Show Variable Labels.

Classification Plot and Table
When you model a non-interval target, the modeling node generates a classification bar
chart.

The stacked bars of the Classification Chart show the relationships between the actual
and predicted values of the target variable. Charts are produced for the training,
validation, and test data sets of each modeling node that is compared. The following
display shows an example of the Classification Chart for a Model Comparison run that
compares Neural Network node and DMNeural node models:

Display 18.15 Classification Chart Comparing Neural Network Node and DMNeural Node
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The horizontal axis displays the target levels that observations actually belong to. The
color of the stacked bars identifies the target levels that observations are classified into.
The height of the stacked bars represents the percentage of total observations. Move the
cursor over plot bars to display additional statistics.

+ Target — the value of the target variable.

+ Total Percentage(Sum) — the proportion of all observations that predicted the
specified value for the level of the target.

*  QOutcome — the value of the target variable that was predicted.
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While the Classification Chart is active, you can go to the Results window menu and
select = View = Table to see the table of data that SAS Enterprise Miner uses to
generate the plot.

Fit Statistics Table

The Fit Statistics table displays a wide variety of fit statistics for models. The list of fit
statistics below is output by the Model Comparison node. Other modeling nodes output a
subset of the fit statistics below. If you are interested in viewing one of the fit statistics
below and it is not output by your modeling node, you can add a Model Comparison
node behind your modeling node and rerun your process flow diagram. Then you will be
able to view the complete set of fit statistics.

You can right-click any column cell in the Fit Statistics table and select Show Variable
Names to change the column headers from the default descriptive variable labels to the
variable names that are used in SAS code. To change back to variable labels from
variable names, right-click any column cell and select Show Variable Labels.

The Fit Statistics table contains the following columns for train, validate, and test data
sets.

* Selected Model — the status of the model.
* Predecessor Node — the label name of the predecessor modeling node.

*  Model Node — the default name or output model type of the predecessor modeling
node.

* Model Description — the name of the model node used.
+ Target Variable — the name of the target variable.
+ Total Degrees of Freedom — total degrees of freedom for the training data set.

* Degrees of Freedom for Error— degrees of freedom for error in the training data
set.

* Model Degrees of Freedom — total degrees of freedom for the training data set.
* Number of Estimated Weights — the number of estimated weights in the data set.

e Akaike's Information Criterion — Akaike's Information Criterion from the
training data set.

* Schwarz's Bayesian Criterion — Schwartz's Bayesian Criterion from the training
data set.

* Average Squared Error — average squared error from the training data set.
*  Maximum Absolute Error — maximum absolute error from the training data set.

* Divisor of ASE — divisor of the Average Squared Error for the training data set. It
equals the number of training observations.

* Sum of Frequencies — the weighted number of training observations.

* Root Average Squared Error — square root of average squared error from the
training data set.

*  Sum of Squared Errors — sum of squared errors from the training data set.

*  Sum of Case Weights Times Freq — sum of case weights times frequency from the
training data set.

* Final Prediction Error — final prediction error from the training data set.

* Mean Squared Error — mean squared error from the training data set.
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Root Final Prediction Error — square root of the final prediction error from the
training data set.

Root Mean Squared Error — square root of the mean squared error from the
training data set.

Average Error Function — the averaged error function value from the training data
set.

Error Function — the error function value from the training data set.
Misclassification Rate — misclassification rate from the training data set.

Number of Wrong Classifications — the number of wrong classifications from the
training data set.

Frequency of Classified Cases — the number of classified cases in the data.

Gini Coefficient — two times the area between the training data Lorentz curve and
the baseline.

Kolmogorov-Smirnov Probability Cutoff — the data Kolmogorov-Smirnov
probability cutoff for a binary target, which measures the maximum vertical
separation between the cumulative distributions of event and non-event scores.

ROC Index — the area under the test data Receiver Operating Characteristic curve.
Gain — ((% of events in decile / random % of events in decile)-1).

Lift — the ratio of percent captured response within each decile to the baseline
percent response.

Percent Response — the proportion of true responders in each decile.

Cumulative Lift — the cumulative ratio of percent captured responses within each
decile to the baseline percent response.

Cumulative Percent Response — the cumulative proportion of responders.

Percent Captured Response — the proportion of total responders captured in a
decile or demi-decile.

Cumulative Percent Captured Response — the cumulative proportion of total
responders captured in a decile or demi-decile.

Bin-Based Two-Way Kolmogorov-Smirnov Statistic — the Kolmogorov-Smirnov
statistic for a binned target, which measures the maximum vertical separation
between binned distributions of event and non-event scores.

Bin-Based Two-Way Kolmogorov-Smirnov Probability Cutoff — the
Kolmogorov-Smirnov probability cutoff for a binned target, which measures the
maximum vertical separation between binned distributions of event and non-event
scores.

Selection Criterion — the selection criterion that is specified.

Score Rankings Chart and Score Rankings Table

Score Rankings charts enable you to plot the following statistics on the vertical axis.
These statistics are computed based on the model that you create, the random baseline
model, and the exact model. The random baseline model assumes that you target the
events at random. When the exact model for a nonbinary target is computed,
observations are sorted in descending order by actual profit. The exact model captures
all of the events in the first few deciles. For a binary target, the exact model is computed
from the model results; the data set does not have to be sorted.
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*  Cumulative Lift

« Lift

*  Gain

* % Response

* Cumulative % Response
* % Captured Response

» Cumulative % Captured Response

Display 18.16 Score Rankings Chart
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The horizontal axis of a Score Rankings chart displays the groups of observations. The
grouping of observations depends on the value of the Number of Bins property. The
default value of the Number of Bins property is 20. That is, the observations are grouped
into 20 bins. When you move the cursor over the curve, a text plot displays the
percentile value, cumulative lift value (if cumulative lift is selected in the drop-down
menu), and the modeling tool that creates the model.

To view the Score Rankings table for a Score Rankings chart, click on the chart to select
it, and then from the Results window main menu, select View = Tools. For more
information, see “Score Rankings Chart and Score Rankings Table” on page 271.

Score Distribution Chart and Score Distribution Table
The Score Distribution chart displays the percentage of events and non-events in a bin
across the range of model scores for a binary target. Observations in the scored data set

are grouped into bins. A model that fits the data well assigns high scores to the events
and low scores to the non-events.
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To view the Score Distributions table for a Score Distribution chart, click on the chart to
select it, and then from the Results window main menu, select View = Table.

ROC Chart and ROC Chart Table

ROC charts are useful for comparing the global performance of a model. ROC charts
require a binary target.

The receiver operating characteristic (ROC) chart displays the sensitivity and 1-
(specificity measures) for a model over a range of cutoff values. Sensitivity is a measure
of accuracy for predicting events. It is equal to: true positives / (true positives + false
positives) Specificity is a measure of accuracy for predicting nonevents. It is equal to:
true negatives / (true negatives + false negatives). One minus specificity is simply the
number of false positives (the number of nonevent observations that the model
incorrectly predicts as events for a given probability cutoff point) divided by the number
of nonevents.

Each point on the curve represents a cutoff probability. The cutoff choice represents a
trade-off between sensitivity and specificity. Ideally, you would like to have high values
for both sensitivity and specificity, so that your model can accurately predict both events
and nonevents. A lower cutoff typically gives more false positives. A high cutoff gives
more false negatives, a low sensitivity, and a high specificity. For more information, see
“ROC Chart and ROC Chart Table” on page 273.\
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Display 18.18 Receiver Operating Characteristic Chart
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You can use the Data Options dialog box to change the plotting variable on the vertical
axis.

To view the data table for a ROC Chart, click on the chart to select it. Then from the
Results window main menu, select View = Table.

Segment Size Plot and Table

The cluster segment plot shows the varying sizes of the clusters generated in the output
data:

Display 18.19 Cluster Segment Plot
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To view the data table for Segment Plot, click on the chart to select it, and then from the
Results window main menu, select View = Table.



SAS Enterprise Miner User Interface Help 275

Rule Matrix Plot
The association analysis rule matrix displays a grid plot of the items in the Right Hand
of Rule on the X-axis and the Left Hand of Rule on the Y-axis.

Display 18.20 Rule Matrix Plot
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A data point in the plot corresponds to a transaction rule. The ToolTip window displays
the rule and the Confidence (%) value of the rule.

To view the data table for a Rule Matrix Plot, click on the plot to select it. Then from the
Results window main menu, select View = Table.

Statistics Line Plot

The association analysis statistics line plot displays a line plot of various values for each
rule on the Y-axis. Following is an example of the statistics line plot:



276 Chapter 18 -

SAS Enterprise Miner User Interface Help

Display 18.21 Statistics Line Plot
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The X-axis represents the values of Rule Index.

+ lift — not available in a sequence analysis

+ expected confidence (%) — not available in a sequence analysis
+ confidence (%)

» support (%)

The Statistics Line Plot and Rule Matrix windows are linked. When you select a data
point in the rule matrix, the associated data points in the statistics line plot are
highlighted.

To view the data table for a Statistics Line Plot, click on the plot to select it. Then from
the Results window main menu, select View = Table.

Statistics Plot

The statistics plot displays a plot of the frequency counts for given ranges of support and
confidence levels in an association analysis. The following is an example of a statistics
plot:
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Display 18.22 Statistics Plot
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The X-axis and Y-axis represent the confidence (%) and the support (%), respectively.

To view the data table for a Statistics Plot, click on the plot to select it. Then from the
Results window main menu, select View = Table.

Confidence Plot

The confidence plot displays a scatter plot of the Confidence (%) on the X-axis versus
the Expected Confidence (%) on the Y-axis. If the confidence values are close to the
expected confidence, the data points will be close to a 45-degree line that starts from the
origin. Nodes such as Association Analysis and Path Analysis utilize confidence plots in
their Results windows. The following is an example of a confidence plot:
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Display 18.23 Confidence Plot
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The data underlying the Confidence plot can be viewed in the “Rules Table” on page
459 . To view the Rules Table for a Confidence plot, click on the plot to select it. Then
from the Results window main menu, select View = Table.

Modifying Results Graphs

SAS Enterprise Miner enables you to modify and enhance Results graphs. You can
graphically explore the effects of different variable roles, add or change response
variables, or modify graph attributes to emphasize particular results or enhance
appearance for presentation purposes.

» Data Options Dialog Box on page 278
*  Graph Properties Window on page 268

Data Options Dialog Box

The Data Options Dialog box enables you to modify or create your own graphs using
existing plots. For example, you can use the Data Options Dialog box to change the
response variables used in a results plot.

To open the Data Options Dialog box, right-click inside a graph that you want to modify
and select Data Options from the pop-up menu.

The Data Options Dialog box contains four tabs for configuring data plots.

» The Variables tab of the Data Options Dialog box contains a table that you can use
to configure response variables to use in a graph or plot. The Variable column lists a
variety of SAS variables that you can choose as your response variables. Columns
for Type, Description, and Format provide additional information about the available
SAS variable.
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Display 18.24 Variables Tab
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Display 18.25 Where Tab
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Click a cell in the Role column to open a selection list that contains graphical role
options. You can find it useful to change the Y response variable to different fit
statistics. If the Allow multiple role assignments check box is selected, more than
one Y response variable can be selected. You can click on column headings to toggle
between ascending and descending sorts. In the example above, the Variable column
is sorted in ascending order. Click OK to see your changes updated in the graph plot.

The Where tab of the Where Options Dialog box contains an expression builder that

you can use to build a WHERE-clause or a Boolean expression to subset the data that
you want to plot.

& Data Options Dialog [x]
Warighles Wwhere I Sorting I RU|ESI

{ (TARGET="BALD" & EVENT=r1r) ]

Add | Apply | Custom | Delete | Reset |

o |

The Sorting tab of the Data Options Dialog box can be used to sort the X-axis data
points.
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Display 18.26 Sorting Tab
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The drop-down list choices are Ascending, Descending, and Data. You can use the
ascending and descending ordering controls, for example, to look at descending
frequency counts without having to sort the data table on the server. The data
ordering applies to ordering bars in bar charts where nominal or ordinal groupings
are used.

* The Roles tab of the Data Options Dialog box enables you to assign roles to a list of
available variables.

Display 18.27 Roles Tab

= Data Options Dialog [X]

: Variablesl Wherel Sorting  Roles |

Roles: |

Available Variables Azsigned Variables
FAREMT -
MODEL

MODELDESCRIPTION

TARGET

DATAROLE

EWENT

_PO=_ >
SENSITIVITY =
_NEG_

_FaLpos_
(OMEMINUSSPECIFICITY
SPECIFICITY

| FALMES_
FIRSTIMGROUP
(CUTOFF ;I

_o |

Graph Properties Window

The Graph Properties window enables you to modify attributes of an existing Results
graph to enhance certain features that you want to call attention to, or to prepare a results
graph for use in a presentation that uses external software.

The Graph Properties window offers configuration controls that vary according to the
type of chart that is selected. The window name reflects the type of graph that you are
modifying and contains several tabs that group the plot entities that you can modify.

For example, to change the display properties of a ROC Chart, right-click inside the
chart and select Graph Properties. A Graph Properties window with four sections
appears. The following example Graph Properties windows appears for SAS Enterprise
Miner ROC charts.
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* Graph

Display 18.28 Graph
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The Graph section enables you to specify a default style. You can pick from
Analysis, Default, Journal, Listing, Statistical, or SILKDefault. You can also select

whether to show chart tips.

e Lattice
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Display 18.29 Lattice
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The Lattice section enables you to specify layout and axis equalization information.
Click on a subgroup, such as Line, to specify additional information in the Join and
Markers tabs. You can specify whether you want to skip missing values, or show
markers.

Axes
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Display 18.30 Axes
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The Axes section enables you to specify a variety of formatting options for the
horizontal and vertical axes.

« Title/Footnote
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Display 18.31 Title/Footnote
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The Title/Footnote section enables you to add a Title, Subtitle, and Footnotes for the
selected chart. When you enable title, subtitle, or footnote entities, you can compose
the text that is displayed and the characteristics of the font that you want to use to
display the text.

* Legend
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Display 18.32 Legend
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The Legend section enables you to control whether or not the legend is displayed for
the selected chart, and, if so, where and how it is displayed.

Exploring SAS Tables

SAS Enterprise Miner enables you to view tables and graphs like those that you view
with SAS/INSIGHT software. This feature is designed for the exploration of your data
through graphs and analyses that are linked across multiple windows. You can perform
tasks such as these:

+ analyze univariate distributions
+ investigate multivariate distributions
+ create scatter plots

+ display pie charts

Opening a SAS Table
Follow these steps to open a SAS table:

1. Select View = Explorer from the main menu. The SAS Explorer window opens.

2. Select a library and a table in the window. In the example below, the data set
SAMPSIO.DMAFISH is used.

3. Double-click a table to view the contents. Alternatively, right-click and select Open
to browse the contents of a table.
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Display 18.33 SAS Table
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Bream 23.9 26.5 311 340.0 12.4 4.7

Bream 26.3 29.0 33.5 363.0 12.7 4.5

Eream 26.5 29.0 34.0 430.0 12.4 5.1

Eream 26.8 29.7 34.7 440.0 13.6 4.9

Bream 26.8 29.7 4.5 500.0 14.2 5.3

Bream 27.6 30.0 34.0 390.0 12.7 4.7

Bream 27.6 30.0 345.1 440.0 14.0 4.8

Eream 28.5 30.7 36.2 500.0 14.2 5.0

Eream 28.4 31.0 36.2 475.0 14.3 5.1

Eream 28.7 3.0 36.2 500.0 14.4 4.8

Bream 29.1 1.5 36.4 500.0 13.8 4.4

Bream 29.5 32.0 ar.3 580.0 13.9 5.1

Bream 29.4 32.0 372 600.0 14.0 5.2

Eream 29.4 32.0 ar.2 600.0 146.4 5.6 -
1] D

4. Right-click a table in the Explore window, and select Explore. Use the Explore
window to view variable distributions. For more information, see “Exploring
Variables” on page 298.

Display 18.34 Explore Window
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Setting the Sample Properties

Prior to creating graphs, you should sample the data set. Sampling reduces the
processing time that is required to create the graphs and is especially important if you are
creating graphs from a large data set. You can choose to sample a data set during data
source creation on page 313 or by using the Sampling Node. For more information

about Sampling, see the “Sample Node” on page 417 documentation.

In the Explore window shown above, the Sample Properties window is located in the
upper-left. You can view or modify the following properties in the Sample Properties
window.

Data Properties — You can view the following Data properties:

*  Rows — the number of rows in the data set.

*  Columns — the number of columns in the data set.

* Library — the name of the SAS library that contains the data set.

*  Member — the name of the table that you selected.

* Type — the data type of the table. The type can be DATA or VIEW.

Sample Method — You can choose the sampling method that you want to apply to
the data set. After you finish modifying the sample properties, click Apply. The table
is updated with the new sample.

*  Top — selects the top (first) rows of the data set.
* Random — uses the random-sampling method.

Fetch Size — the number of observations that are read in from memory when you
apply the sample properties. Valid values are Default and Max. If a data set contains
n observations, the Default fetch size is the lesser of n and 2000 rows, and the Max
fetch size is the lesser of n and 20,000 rows.

Default Fetch

# Obs in Data Set Observations Max Fetch Observations
159 159 159

2,500 2,000 2,500

30,000 2,000 20,000

100,000 2,000 20,000

If you want to specify a custom fetch size (such as 50,000 observations) to be used in
Explore windows during an EM session, you can use the EM_EXPLOREOBS MAX
macro to submit a statement via Program Manager or your start file:

$let EM_EXPLOREOBS MAX=50000;

Note: Using the EM_EXPLOREOBS MAX macro variable to specify very large
fetch sizes can cause sluggish performance.

Fetched Rows — the actual size of the sample that is currently displayed in the
Explore window.

Random Seed — the random seed that is used to generate the sample.



288 Chapter 18

SAS Enterprise Miner User Interface Help

Creating Graphs

Use one of the following methods to open the Graph wizard.
+ Select Actions = Plot from the main menu of the Explore window.

* Click the | @{l icon on the Explore or Results window toolbar.

* Select View = Plot from the main menu of the Results window.

The Select a Chart Type window opens.

Types of Graphs

You can create different types of graphs, depending on the structure of your data.
* Scatter Plots on page 288

* Line Plots on page 289

* Histograms on page 290

* Density Plots on page 290

* Box Plots on page 290

» Tables on page 291

* Matrix Plots on page 291

» Lattice Plots on page 291

+ Parallel Axis Plots on page 293
» Constellation Plots on page 293
* 3D Charts on page 293

» Contour Plots on page 293

* Bar Charts on page 293

* Pie Charts on page 294

* Needle Charts on page 294

* Vector Plots on page 294

* Band Plots on page 295

Scatter Plots

A scatter plot displays data points on a two-dimensional graph or in three dimensions,
and is considered a preliminary analysis tool for fitting a regression curve. A scatter plot
is particularly useful when you have a large number of data points and you want to see
the relationship between an explanatory variable that is plotted on the x-axis and a
response variable that is plotted on the y-axis.

There are four common ways to use scatter plots for analysis. First, you can judge the
strength of the relationship between the explanatory and the response variable. Second,
you can judge the shape of the best fit curve for the group of points. Third, you can
estimate the direction of the curve, and whether it is positive or negative. Finally, you
can observe the presence of outliers.

To create a scatter plot, follow these steps:
1. Select Scatter from the list of options in the Select a Chart Type window.

2. Choose from the following options:
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* plot values of two variables against each other

» plot values of two variables against each other and connect data values with a
line

* generate a scatter plot in three dimensions

3. Click Next to open the Select Chart Roles window. Depending on the type of plot

you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
plot. See the following screen capture for an illustration of the available data roles:

Display 18.35 Select Chart Roles
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4. For the remaining steps, see “Completing Your Chart” on page 295.

Line Plots

A line plot illustrates the relationship between two variables with a connected line on a
two-dimensional graph, and is considered a simple analysis tool to observe the
relationship between two variables.

To create a line plot, follow these steps:

1.
2.

Select Line from the list of options in the Select a Chart Type window.
Choose from the following options:

* plot values of two variables against each other and connect data values with a
line

* plot the summarized y value against each x value and connect data values with a
line

Click Next to open the Select Chart Roles window. Depending on the type of plot
you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
plot.

For the remaining steps, see “Completing Your Chart” on page 295.
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Histograms
A histogram contains bars that show the distribution of data values by the area of a bar.
Histograms are useful to observe the frequency of certain values and trends.

To create a histogram, follow these steps:
1. Select Histogram from the list of options in the Select a Chart Type window.
2. Choose from the following options:

» ahistogram that provides statistical relations between X values that are grouped
as bins or discrete

* aparameterized histogram, which assumes that data is already pre-binned,
provides statistical relations between X values that are grouped as bins or
discrete, and only processes one observation per bin

» ahistogram that provides statistical relations between X and Y values that are
grouped as bins or discrete

3. Click Next to open the Select Chart Roles window. Depending on the type of plot
you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
plot.

4. For the remaining steps, see “Completing Your Chart” on page 295.

Density Plots

A density plot shows the distribution of one or more variables.
To create a density plot, follow these steps:
1. Select Density from the list of options in the Select a Chart Type window.
2. Choose from the following options:
» show the distribution of one variable on the x-axis
» show the distribution of one variable on the y-axis
» show the distribution of two variables plotted against each other

3. Click Next to open the Select Chart Roles window. Depending on the type of plot
you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
plot.

4. For the remaining steps, see “Completing Your Chart” on page 295.

Box Plots

A box plot illustrates the five-number summary of a data set, which includes (1) the
smallest observation, (2) the lower quartile, (3) the median, (4) the upper quartile, and
(5) the largest observation. In addition, outliers are also typically included on box plots.

To create a box plot, follow these steps:
1. Select Box from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

3. For the remaining steps, see “Completing Your Chart” on page 295.
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Tables

You can obtain a table of generated statistics for each model you are comparing.
To create a table, follow these steps:
1. Select Tables from the list of options in the Select a Chart Type window.
2. Choose from the following options:
* simple table.

* QGTable, which is a standard Table component with some graphical features
added to it. The GTable component supports several ways of rendering cells for
different types of data.

3. Click Finish to create your table.

Matrix Plots

Matrix plots enable you to plot multiple interval variables at one time, resulting in a
matrix of plots within a single graph window.

To create a matrix plot, follow these steps:
1. Select Matrix from the list of options in the Select a Chart Type window.

2. Click Next to open a window that enables you to select available variables. You need
to select at least two variables from the available variables pane to include in the
MatrixVar pane. The chart uses the assigned variables to build a plot matrix such that
each variable is assigned a row and column.

Display 18.36 Select Variables
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3. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

4. Click Next in the Select Chart Roles window. The Data Where Clause opens. Use
this window to create a WHERE clause that you can use to subset your data.

5. Click Finish to create your matrix plot.

Lattice Plots

Lattice plots build a separate chart for each unique value of a BY variable.
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To create a lattice plot, follow these steps:

1. Select Lattice from the list of options in the Select a Chart Type window.

2. Choose from among the following lattice plot options:
» The X-Lattice lays the charts out horizontally.

» The Y-Lattice lays the charts out vertically.

* The 2D Lattice has two by-variables, and builds a separate chart for each

combination of the unique by-variable values.

3. Click Next to open the Lattice Type window. Select either a scatter, line, histogram,

histogram parm, bar, density, 3D scatter, 3D bar, or pie type.

Display 18.37 Lattice Type
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4. Click Next to open the Select Chart Roles window. Assign the roles for the statistics

you want to include on your plot.

5. Click Next in the Select Chart Roles window. The Data Where Clause opens. Use
this window to create a WHERE clause that you can use to subset your data.

6. Click Finish to create your lattice plot.

Parallel Axis Plots

A parallel axis plot is used to plot large multivariate data sets. In a parallel axis plot,
each axis represents one variable in the data set, and each observation is plotted as a line

connecting its points on each axis.

To create a parallel axis plot, follow these steps:

1. Select Parallel Axis from the list of options in the Select a Chart Type window.
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2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Constellation Plots

A parallel axis plot is used to plot large multivariate data sets. In a parallel axis plot,
each axis represents one variable in the data set, and each observation is plotted as a line
connecting its points on each axis.

To create a parallel axis plot, follow these steps:
1. Select Constellation from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
that you want to include on your plot

3. For the remaining steps, see “Completing Your Chart” on page 295.

3D Charts

A 3D chart shows a three dimensional illustration of statistical results.
To create a 3D chart, follow these steps:
1. Select 3D Charts from the list of options in the Select a Chart Type window.
2. Choose from the following options:
» asurface of gridded 3D data
* abar chart with both a category and series variable
* ascatter plot in three dimensions

3. Click Next to open the Select Chart Roles window. Depending on the type of chart
you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
chart.

4. For the remaining steps, see “Completing Your Chart” on page 295.

Contour Plots

Contour plots are two-dimensional plots that show three-dimensional relationships. They
use contour lines or patterns to represent levels of magnitude for a contour variable that
is plotted on the horizontal and vertical axes.

To create a contour plot, follow these steps:
1. Select Contour from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Bar Charts

A bar chart provides statistical relations between categorical values. A bar can be
subdivided or grouped by using a subgroup variable or a group variable respectively.

To create a bar chart, follow these steps:
1. Select Bar from the list of options in the Select a Chart Type window.

2. Choose from the following options:
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» abar chart on the x-axis
* abar chart on the y-axis
* abar chart with both a category and series variable

3. Click Next to open the Select Chart Roles window. Depending on the type of chart
you selected in the Select a Chart Type window, you might be asked to assign
different data roles. Assign the roles for the statistics you want to include on your
chart.

4. For the remaining steps, see “Completing Your Chart” on page 295.

Pie Charts

A pie chart shows each category's contribution to a sum.
To create a pie chart, follow these steps:
1. Select Pie from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your chart.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Needle Charts

A needle chart draws a vertical line from the XY point to a baseline.
To create a needle chart:
1. Select Needle from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your chart.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Needle Plots

A needle chart draws a vertical line from the XY point to a baseline.
To create a need chart, follow these steps:
1. Select Needle from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your chart.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Vector Plots
A vector plot draws vectors to the XY point. The vectors can be drawn either from a
common origin or from a start x and y variable.

To create a vector plot, follow these steps:
1. Select Vector from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

3. For the remaining steps, see “Completing Your Chart” on page 295.
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Band Plots
A band plot fills a region that is defined by an upper and lower variable.

To create a band plot, follow these steps:
1. Select Band from the list of options in the Select a Chart Type window.

2. Click Next to open the Select Chart Roles window. Assign the roles for the statistics
you want to include on your plot.

3. For the remaining steps, see “Completing Your Chart” on page 295.

Completing Your Chart
Follow these steps to subset your data, and to add titles and legend information to you
chart.

1. Click Next in the Select Chart Roles window. The Data Where Clause window
opens.

Display 18.38 Data Where Clause Window

Data Where Clause
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2. Use the Data Where Clause window to create a WHERE clause that you can use to
subset your data. Click Next. The Chart Titles window opens.
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Display 18.39 Chart Title Window

Chart Titles

3. Use the Chart Titles window to specify the following:

o title

« footnote

* legend label

* xaxis label

ey axis label

Click Next. The Chart Legends window opens.
Display 18.40 Chart Legend

Chart Legends

e

AL

4. Use the Chart Legends window to do the following tasks:

* determine if a legend is displayed
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* determine the placement of the legend

* determine if the horizontal and vertical axes are displayed

5. Click Finish.

Viewing Multiple Graphs at the Same Time

You can view a number of graphs at the same time. In addition, you can select data
points in a graph or a table to highlight them. The data points that you select are
displayed in the remaining graphs.

To view multiple graphs at the same time, select Window = Tile from the Explore or
Results window main menu. Any graphs that have not been minimized are displayed so
that all windows are displayed at the same time.

You can select observations by taking the following actions:

Click a data point on a graph.

Create a selection box on a graph to highlight multiple observations.
Click a row in the table.

Hold down CTRL while you select multiple rows in the table.

Hold down SHIFT and select a group of rows in the table.

The following illustrates how selecting multiple rows in a table can highlight
information in multiple graphs with a subset of graphs and tables that have been created.
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Display 18.41 View Multiple Graphs
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Exploring Variables

It can be useful to view the metadata or distribution plots of variables of the incoming
data for a node. To view these metadata or distribution plots:

1. Select a node in your diagram.

2. Click the j button of the Variables property.

3. In the Variables window, select the variable or variables that you want to explore.
Then, click Explore to open the Explore window.

The following example of the Explore window shows four variables, BAD, LOAN,
REASON, DELINQ, that were selected from a data set that is going to be partitioned.
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Display 18.42 Explore Window
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Note: The number of observations that are loaded on the client machine depends on the
record length of the selected variables. The record length is the sum of the variable
length for all the selected variables. More observations will be loaded for smaller
record lengths. The default and maximum sizes for different record lengths were
selected to balance network traffic and interactive responsiveness. For example, if
you want to use 10,000 observations for the Explore window, you can reset the
maximum number of observations to display by inserting the following macro
variable in your SAS Enterprise Miner Project Start code:

$let EM EXPLOREOBS MAX=10000;

If you make this change, performance might degrade. Scatter plots and table views
might become sluggish since all 10,000 rows will be processed, even if they are not
individually displayed in plots.

» The Sample Properties window displays details about the data. For more
information, see “Using the Diagram Editor” on page 258.

» The Sample Statistics window displays the variable, variable type, percent of data
missing, minimum value, maximum value, number of levels, percent of data on the
mode, and the mode of the data. For smaller tables, the entire data set may be
sampled, however, for larger data sets only a sample of the data is taken based upon
the Sample Properties.
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» To view the raw data that was sampled, select View = Table from the main menu.
In the picture above, this is the window titled SAMPSIO.HMEQ.

* By default, histogram charts are displayed for the variables that you select. You can
create various types of graphs for a variable. For more information, see “Creating
Graphs” on page 288.

Using the SAS Enterprise Miner Program Editor, Log, and Output

Windows
You can use the following windows to submit SAS code and view the results.

* SAS Enterprise Miner Program Editor window on page 300
* SAS Enterprise Miner Log window on page 300
* SAS Enterprise Miner Output window on page 300

SAS Enterprise Miner Program Editor Window
Use the Program Editor window in the SAS Enterprise Miner user interface to submit
SAS code. You can use the Program Editor to do the following tasks:

» create and submit macros
* submit any other code that you write

You can clear the code from the Program Editor window by selecting Edit = Clear All
from the main menu.

Note: The Enterprise Miner Program Editornew window is not designed to submit SAS
Enterprise Miner batch-processing code. SAS Enterprise Miner batch-processing
code should be submitted in either a SAS batch job or through the native SAS
Program Editor.

CAUTION:
Non-batch code that is submitted through the SAS Enterprise Miner Program
Editor must not change the assignment of any SAS Enterprise Miner libraries,
including the EMDS (data sources) and EMWS (workspaces) libraries. Changing
the assignment of these libraries causes SAS Enterprise Miner to operate
incorrectly, and SAS Enterprise Miner may not recognize data sources and
projects.

SAS Enterprise Miner Log Window
The Enterprise Miner Log window displays the log that is generated when you do either
of the following tasks:

» start a SAS Enterprise Miner session
* submit code in the Enterprise Miner Program Editor window.

Note: The SAS Enterprise Miner Log window does not display the SAS log from the
submitted process flows. To view the SAS log, you view the Results window from
the appropriate node

SAS Enterprise Miner Output Window
Use the Enterprise Miner Output window to view the results of code that you submit in
the Enterprise Miner Program Editor window.
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Locked Data Sources and Diagrams

When a client-server user creates or opens a SAS Enterprise Miner project or process
flow diagram, internal processes that maintain the diagram and its data sources are
owned by, or "locked," to that user. These locks prevent unauthorized users from
opening another user's diagram, and they prevent authorized users from modifying more
than one instance of the same diagram at a time. If a client-server connection for SAS
Enterprise Miner is severed, or if the process flow diagram is abnormally interrupted or
terminated, the project diagram and data source objects remain locked to the last user
when SAS Enterprise Miner is restarted. When a user tries to resume a data mining flow
that he or she owns, it will still be locked because the locked objects are locked to the
user in a session that no longer exists.

The locks are released after a timeout period, which is specified as an option when the
mid-tier Java Virtual Machine is started. The lock lease expiration time is specified by
the Java Server, where it is set using the java.rmi.dgc.leaseValue. The leaseValue time is
set in milliseconds. The default setting for the lock lease expiration property is 600,000
milliseconds, or ten minutes. To change the lock setting to a shorter interval, such as 30
seconds, modify the Java server start file using a statement such as:

java -Djava.rmi.dgc.leaseValue=30000 ServerMain

In the statement, 30000 is the number of milliseconds that are required for a 30-second
timeout period before the locks are released.

SAS Server Unsupported Actions and Language Elements for SAS
Enterprise Miner

Double Quotation Marks on the Command Line: The SAS Enterprise Miner SAS
server command interpreter does not support the use of double quotation marks (" ).
When you submit code to SAS through the SAS Enterprise Miner command line, use
single quotation marks (' ") instead of double quotation marks.
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Enterprise Miner Data Sources

Overview

A data source in Enterprise Miner defines all the information about a SAS data set that is
needed for data mining, including the name and location of the data set, the SAS code
that is used to define a library path, and the variable roles, measurement levels, and other
attributes that guide the data mining process.

Data sources are essential to an Enterprise Miner project. Features of data sources
include:

» A data source can be used in any diagram within a project.
» A data source can be copied from one project to another.

» Data sources that are defined in a project are stored in the same directory, the
DataSources directory.

You create data sources either by using the Data Source Wizard or by submitting SAS
code.

Alternatively, administrators can create data sources for users.

Note: You cannot define a data source based on a data set in the WORK library.
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SAS Libraries and Data Sources

Enterprise Miner Data Sources Library: EMDS

Enterprise Miner reads data sources from an EMDS (Enterprise Miner Data Sources)
library. Data sources are not the actual training data, but are the metadata that defines the
source data. The source data must exist in some allocated LIBNAME (for example,
SAMPSIO). The source data LIBNAME allocation should be defined in either the
Enterprise Miner server start code (preferred), or in the Enterprise Miner project start
code.

Enterprise Miner Local Data Sources Library: EMLDS
Enterprise Miner creates an EMLDS (Enterprise Miner Local Data Sources) library in
your project. Each project will have its own EMLDS library.

Enterprise Miner Global Data Sources Library: EMGDS

You can define the EMGDS (Enterprise Miner Global Data Sources) library in your
Enterprise Miner server start code. The LIBNAME statement in the server start code
might resemble

LIBNAME EMGDS "/projects/global datasources";

Use the EMGDS library to support

+ data source definitions that are shared between multiple users and in multiple
projects.

+ the creation of data sources by external processes such as nightly data integration
jobs or query applications. These external processes can create data source
definitions that can be used by Enterprise Miner GUI users.

You can overwrite the assignment of the EMGDS library by including a different
EMGDS LIBNAME in your project start code. For example, you could include the
following in the code:

LIBNAME EMGDS "projects/userID/my global datasources";

Using the Enterprise Miner Data Sources Library
Enterprise Miner creates the EMDS library by concatenating the EMLDS and EMGDS
libraries:

LIBNAME EMDS (EMLDS EMGDS) ;

Data source information is read from the EMDS library, instead of from the EMLDS and
EMGDS libraries.

If you run Enterprise Miner with the GUI, then you cannot write to the EMGDS library.
Because of the EMDS LIBNAME concatenation, any changes that you make to a global
data source are written to the EMLDS library. Therefore, changes to these data sources
are made within the project. This enables you to modify a global data source without
affecting the work of other users who are using the same data source.

You can remove the changes that you make to a global data source by either deleting the
local changes, or by creating a new project.
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You can use the % EMDS macro to create data source definitions. You can create data
source definitions in any directory, but creating them in the EMGDS location is one way
to make them accessible by Enterprise Miner.

You can use this macro when you run external processes such as nightly data integration
jobs or query applications.

You can specify the following options with the % EMDS macro:

Table 19.1 %EMDS Macro Options

Use this Option... To Specify... Default Value
data= input data set. &syslast
rootLibrary= target LIBNAME. EMGDS
target= target variable
freq= frequency variable
cost= cost variable
id= ID variable

General Data Source Information

name= display name of the data
source.
userid= user ID of the user who

generates the data source.
tablerole modeling role of the table. Raw

Advisor Options
Note: advisor options only apply when adviseMode=ADVANCED

adviseMode= basic or advanced options. BASIC

applylIntervalLevelLowerLimit  whether to apply the Y
intervalLevelLowerLimit
option.

intervalLevelLowerLimit lower limit for interval 20
variables.

applyMaxClassLevels whether to apply the Y

MaxClassLevels option.
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Use this Option... To Specify... Default Value
maxClassLevels maximum number of class 20
levels before a variable is
rejected.
identifyEmptyColumns whether to identify empty Y
columns.
maxPercentMissing maximum percent missing 50

values allowed before a
variable is rejected.

Information Only

Note: Not used for modeling.

segment= segment variable.
samplerate= sampling rate.
useexternal= whether to use external data.

The following code shows one way to use the %EMDS macro with the EMGDS library
specification:

FILENAME code
CATALOG "sashelp.emutil.emds.source";
$INCLUDE code;
LIBNAME EMGDS "/projects/global datasources";
$EMDS (data=mylib.mydata, target=sometarget) ;

Note: to view the data source in the GUI, when you run the sample code above, you
must have the EMGDS library assigned in either your server start code or in your project
start up code.

You can also create target profile definitions for a data source by using the %EMTP
macro. See“%EMTP Macro” on page 228in the Target Profiler documentation for more
information.

Contents of a Data Source

Overview

A data source consists of SAS data sets and text files. Once you have created the
necessary files and placed them in the correct location, the data source will appear in the
Project Panel of the Enterprise Miner window. You can cautiously edit these files to
change the properties of a data source.

Each Enterprise Miner project contains one data source subdirectory, which is named
DataSources. All data sources that are defined in a project are stored in the DataSources
subdirectory. By default, the DataSources subdirectory of a project is assigned the SAS
library name EMDS.

Note: The DataSources subdirectory contains definitions of a data source (for example,
the location of the actual data sources). The actual data sources do not reside in this
subdirectory.
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The following is an example of the contents of the DataSources subdirectory in your file
system:

&% DataSources

File Edit Wiew Favorites Tools  Help
@Eack - £y - 1?' | ,‘--'SEarn:h |[["_‘,r Folders | [cg=

Address Iuj] E:\EMProjectstioreyelExample ProjectiDataSources |

Folders o Nare =
=) lareve :| Ehmﬂq_cm 545 Da
= ' _dhmeq_do 545 Da
Example Project Ezjhme > ohs s
[ DakaSources EEEh q_ Ao
() Meta meq_p 5
[5) Reports Ezahmeq_tm SAS Da
[EI Svskem — Ezghmeq_tp SA5 Da
Spbnmeeit SAS T
h Warkspaces v EEF ameeniky rm I .

In the Enterprise Miner project panel below, the data source HMEQ is defined for the
project Example Project.
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2] Example Project
EI@] Daka Sources
I }m
[#]--{B] Diagrams
@I Model Packages
[ﬁ_] Users

Mame HMEL!
ariables
Decisions
Fole R e
Motes
Lilirary SAMP S0
Tahle HME )
Type DATA
Mo, Ohs 960
Mo, Cols 13
Mo, Bytes 640000
segment
Created By
Create Date 110113008 9:55 A
Modified By
Modify Date 1111308 9:55 Al
ﬁcnpe Local

When you select a data source, the Properties Panel displays the data source properties.
The property ID is the data source identifier. By default, it is generated from the data
source name by ignoring numbers and special characters.

The DataSources subdirectory in your file system contains the following files for each
defined data source. The prefix of these filenames is the data source ID.

» Tablemeta File on page 311 — is a SAS data set named <ID> tm.
* Columnmeta File on page 311 — is a SAS data set named <ID> cm.

» Target Profile File on page 312 — is a SAS data set named <ID>_tp.
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» Decision Matrix Files on page 312 — are SAS data set named <ID>_d. Number can
be 1, 2, 3..., depending on the number of target variables.

* Decision Variable Files on page 313 — are SAS data set named <ID> m. Number
can be 1, 2, 3..., depending on the number of target variables.

» Properties File on page 313 — is a text file named <ID>_properties.

» Notes File on page 313 — is a text file named <ID>_notes.

Tablemeta File

The tablemeta file is structured as a single row table of the form created by the
CONTENTS procedure. It has information about the data source. For example, the
tablemeta file of the HMEQ data source shown above contains data source name, library
name, the time that the data source is created and modified, the number of observations,
and so on. The tablemeta data set contains the following variables:

* CRDATE — the date that the data source was created.

*  ENGINE — the version of SAS system that the data source was created in.
*  LIBNAME — the name of the SAS library.

* MEMLABEL — the label of the data source.

* MEMNAME — the name of the data source.

* MODATE — the date that the data source was last modified.

*  NCOLS — the number of variables of the data source.

*  NOBS — the number of observations of the data source.

*  ROLE — the data role of the data source.

* TYPEMEM — the data member type, either DATA or VIEW.

Columnmeta File

The columnmeta file contains a row for each variable of the form created by the
CONTENTS procedure. It contains information about variables in the data source. For
example, the columnmeta file of the HMEQ data contains variable names, roles,
measurement levels, and other attributes for each variable in the SAMPSIO.HMEQ data
set. The columnmeta data set contains the following variables:

«  COMMENT — contains additional information. Enterprise Miner nodes might set
the value of this field.

*+  CREATOR — identifies the Enterprise Miner node that created the variable, if any.
For example, probability variables that are created by the Regression node will have
creator Reg.

*  DISTRIBUTION — the expected univariate distribution.

*  FAMILY — identifies the general source of a variable such as demographic,
financial, historic for record keeping. Such values can be useful in constructing the
data, for example.

*+  FORMAT — specifies the format of a variable

* FORMATTYPE — one of the following: number, date, time, choice.
+ INDEX — is the Boolean index indicator.

+ INDEXTYPE — is the index type if the variable is indexed.
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* INFORMAT — is the SAS informat for the variable.

* LABEL — is the variable label.

*  LENGTH — is the variable length.

* LEVEL — is the measurement level of the variable.

*  LOWERLIMIT — is the lower limit of variable values.

*  NAME — is the variable name.

*  ORDER — is the formatted value sorting order for class variables.
*  PRICE — is the associated cost value of a variable.

*  REPORT — indicates whether a variable should be automatically included in
reports such as the predictive model assessment decile and percentile tables.

*  ROLE — is the variable role.
*  TYPE — specifies the variable type.
+  UPPERLIMIT — is the upper limit of variable values.

Target Profile Flle

The target profile file is SAS data set and the rows correspond to the target variables that
are defined in the data source. The target profile file for a data source with two targets
contains a row for each of the targets. The target profile file contains the following
variables:

* ProfileID — is the identifier of a target profile.
* ProfileName — is the name of a target profile.
+ Target — is the target variable name.

* Level — is the measurement level of the target.

» Use — indicates whether the target profile is used.

Decision Matrix Files

The decision matrix file is a SAS data set that stores decision matrix values and prior
probabilities. Each row in the decision matrix data set corresponds to a decision. The
decision matrix data set contains the following variables:

+ <target mame>— The name of this variable is the same as the target variable. The
values are the decisions for the target variable.

e COUNT — is the number of observations in the data set that have the decision
value.

* DATAPRIOR — is the prior probability value that is proportional to the data.
*  TRAINPRIOR — is the prior probability value that is proportional to the data.
*  DECPRIOR — is the adjusted probability value that you specified.

* Other variables. One variable is generated for each decision. The variable value is
the decision matrix value.
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Decision Variables Files

The decision variables file stores information about the target and other new variables
that can be found in the scored data set. The decision variables file contains the
following variables:

+ _TYPE_ — is the variable type.
*  VARIABLE — is the name of the variable in the scored data set.
«  LABEL — is the variable label.

* LEVEL — is the type of the decision matrix, either profit or loss. It also displays the
measurement level of the target.

+  EVENT — is the event level of the target.
*  ORDER — is the order of the target values, either descending or ascending.
* FORMAT — is the format of the variable.

* TYPE — is the type of the variable. C represents a character variable. N represents a
numeric variable.

e COST — is the cost variable or the value of constant cost, if defined.

* USE — indicates whether to use the decision matrix in modeling.

Properties File

The properties file lists properties of the data source as they were edited in the wizard
and displayed in the properties window. The form of the file is one line per property, and
each line is written as a name:value pair.

#!EMDataSource%5
CreateDate: 1336903904.6
ModifyDate: 1336903904.7
CreatedBy: user2
ModifiedBy: user2

Notes File

The notes file contains the notes that you type for record keeping.

Creating a Data Source Using the Data Source Wizard

Follow these steps to use the Data Source Wizard to create a data source.
1. Use one of the following methods to open the wizard:

* Select File ® New = Data Source from the Enterprise Miner main menu.

B4 Enterprise Miner - Example Project
File Edit View Action: Optiong  ‘Window  Help

Open Project. .. Chrl+01 g!ag Diagram...
Recent Projects L¥ Data Source...

Open Model Chrl+3 Librany...
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» Right-click the Data Sources folder in the Project Panel and select Create Data
Source.

Example Project

= Tocio sour e

E Diagrarns -
&[ Model Packages
[#-[A] Users

2. In the Data Source Wizard — Metadata Source window, select the source of data
that you want to access and click Next.

P! Data Source Wizard -- Step 1 of 8 Metadata Source

select a metadata source

Source ;|

-

< Bach Mexk = Cancel

You can select from the following sources:

* SAS Table — This is an SAS library engine format table. The library must be
created before the table is selected.

Note: If you have SAS tables only, you don't have to pre-assign libraries. The
libraries will automatically be available as a Metadata Repository from the
Create Data Source wizard. If you have database or RDBM libraries (such as
Oracle), you must pre-assign RDBMS libraries, and they will be available as a
SAS Table in the Create Data Source wizard. If you have both SAS and RDBMS
tables, you must choose the Library is pre-assigned option for both types of
tables. With this option, all of the tables will be available via SAS Table in the
Create Data Source wizard.

Password-protected tables are not valid for creating data sources.
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3. Ifyou select SAS Table as the source, the Data Source Wizard — Select a SAS
Table window appears. Select a SAS data table by typing the data set name or

clicking Browse to select from a list. Then, click Next.

Bl Data Source Wizard -- Step 2 of 8 Select a SAS Table

=elect a 3AS table

Tahle : ISF'.MF‘SID.HMEQ Browese. .

+ Back. Mextk = Cancel

If you select Metadata Repository as the source, the Data Source Wizard — Import
Metadata from Metadata Repository window appears. Click Browse to select an item
from the list of registered tables.

4. In the Data Source Wizard — Table Information window, you can view the table
attributes including the table name, the number of variables, and the number of
observations. Then, click Next.
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E:_Data Source Wizard -- Step 3 of 8 Table Information

s Table Properties
-
L]
L]
Fir Properky Walue
: Table Marne SAaMPSIO HMED
N : Descripkion
. Member Type DATA
i Data Set Type DATA
- Engine W
. Murmber of Yariables 13
& Murmber of Obseryations (5960
» ' Created Date January 28, 2010 4:26:28 AM EST
™ Maodified Date January 23, 2010 4:26:28 AMEST
.
.

< Back

Cancel |

5. The Data Source Wizard — Metadata Advisor Options window enables you to select
the type of advisor option used to create column attributes. Column attributes are
also known as metadata.

E:.Data Source Wizard -- Step 4 of 8 Metadata Advisor Options

Metadata Advisor Options

LIse the hasic setting to setthe initial
measurement levels and roles based on the
variable attributes.

LIze the advanced setting to set the initial

measurement levels and roles based on
hoth the variable attributes and distributions.

¥ Basic  Advanced Customize... |

< Back

Cancel |

Two options are available.

* Basic — Use the Basic option when you already know the variable roles and
measurement levels. The initial role and level are based on the variable type and
format values.
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* Advanced — Use the Advanced option when you want Enterprise Miner to
automatically set the variable roles and measurement levels. Automatic initial
roles and level values are based on the variable type, the variable format, and the
number of distinct values contained in the variable. If this is selected, you will be
able to display statistics in the Data Source Wizard — Column Metadata step.
The Database pass-through option enables you to compute summary statistics in
the database rather than in Enterprise Miner.

If you select the Basic option, click Next to proceed. If you select the Advanced
option, click Customize to view details of the options:

Bl Advanced Advisor Options

Property Walue
Missing Percentage Threshaldso
Reject Wars with Excessive Migies
Clazs Levels Count Threshaold20
Detect Class Levels as
Reject Levels Caunt Threshaolgz0
Reject Wars with Excessive Clayes
Database Fass-Thraugh Ves ¥
=T

Datahase Pass-Through b

Indicates if the adwisor should use sgl pass-through to
determine the measurement levels and compute the

surnmary statistics, |

To customize the advanced options, simply type a value or use the drop-down list in
the Value column to change it. Click OK in the Advanced Advisor Options window
to save your changes. Then, select Next.

. The Data Source Wizard — Column Metadata window displays the default attributes
that are defined for each variable.
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E! Data Source Wizard -- Step 5 of 8 Column Metadata

& |
- (nane) LI [ ot IEquaI to ll I
==
= Colurmns: [ Label [~ Mining [~ Basic
[ |
X Mame / Fole Lewel Repork Order Crop
= [BaD Input Binary No Mo
' lcLAGE Input Interval No Ho
lcLrO Input Interval No Ho
[DEETING  Input Interval No Ho
[DELING Input Nominal No Ho
IDEROG Input Nominal No Ho
-~ IJOEI hnput Hominal Ho Ho
. Lo Input Interval No Ho
. ' |MORTDUE  Input Interval No No
. (T Input Nominal No Ho
: [REASOM  Input Binary No Ho
s IUE Input Interval No Ho
[N hnput hrrtenral Ho Ho
Show code Explore | Refresh Summarsy |

On top of the table is a configurable WHERE clause filter which is helpful when
configuring a long list of variables. To view extra columns, select the Label, Mining,
Basic or Statistics check boxes. The following columns will be displayed if Mining
is checked:

¢ Creator
¢ Comment
* Format Type

The following columns will be displayed if Basic is checked:

+ Type

*  Format

* Informat
* Length

To enable the calculation of summary statistics, check the Statistics button.
The following new columns will be displayed:
*  Number of Levels — displays the number of levels for class variables only.

* Percent Missing — displays the percentage of missing values. For variables
with no missing values, 0 is displayed.

*  Minimum — displays the minimum values for interval variables only. For class
variables, . is displayed.

*  Maximum — displays the maximum values for interval variables only. For class
variables, . is displayed.

*  Mean — displays the mean values for interval variables only. For class
variables, . is displayed.
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» Standard Deviation — displays the standard deviation values for interval
variables only. For class variables, . is displayed.

» Skewness — displays the skewness for interval variables only. For class
variables, . is displayed.

» Kurtosis — displays the kurtosis values for interval variables only. For class
variables, . is displayed.

Select a variable and click Explore to view the variable distribution. The following
is a list of the attributes that you can change. To change an attribute, select the
corresponding field of a variable and choose an item from the drop-down list.

e Name — is the name of the variable.
* Role — is the model role of the variable.
* Level — is the measurement level of the variable.

* Report — indicates whether a variable should be automatically included in
reports such as the predictive model assessment decile and percentile tables.

e Order — is the formatted value sorting order for class variables.
*  Drop — drops the variable.

* Lower Limit — is the lower limit of the variable.

« Upper Limit — is the upper limit of the variable.

* Creator — identifies the Enterprise Miner node that created the variable, if any.
For example, probability variables that are created by the Regression node will
have creator Reg.

* Comment — contains additional information. Enterprise Miner nodes might set
the value of this field.

* Format Type — is the format type of the variable.

Alternatively, you can write SAS code to automate the assignment of column
attributes, particularly when you have a large number of variables. Clicking Show
Code enables the program editor.
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E! Data Source Wizard -- Step 5 of 8 Columin Metadata

! MAME ROLE LEVEL ORDER CREATOR | FO
- = b |BaD TARGET BIMARY
N .
= o (m m CLAGE INPUT INTERVAL
E L CLMO IMPUT IMTERMAL
oy I | | .
= (DEBTING TNPUT INTERVAL
- - - - IDELII"-.IQ IMPUT IMTERMAL
- = [CEROG INFUT IMTERYAL
0B IMPUT MOMIMAL
(LA IMPUT IMTERMAL
IMORTDLIE IMPUT IMTERMAL
MINC Tli'LlT IMTERMAL
4
: y A% Uze the following code to change the wariable rol
.
. ' f if lewvel=CNINTELRVAL®™ then role="INDIUT™T:
. f
Hide code apply code Explore < Back Mexk =

Note: Make sure the measurement levels and model roles in the SAS code are in
UPPER CASE.

To submit the code, click Apply Code.

While using the program editor, variable names and attributes will be displayed as
raw values not translated for localization. This is because the program code will run
and modify the raw values. Once you have finished editing and submitting code and
reviewing the results, select the Hide Code to view the translated display values.
Click Next.

In the Data Source Wizard — Decision Configuration window, you choose whether
to define a target profile that produces optimal decisions from a model.

For the Decision Configuration window to be enabled, you need to assign a target
variable and ensure that the target variable level is not Interval.
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E:_Data Source Wizard -- Step 6 of 10 Decision Configuration

Decision Processing

Do wou wank to build models based on the
values of the decisions ¥

If vwou answer yes, you may enter information
on the cost or profit of each possible decision,
priot probability and cosk Function, The data will
be scanned for the distributions of the karget
wariables,

= Mo {+ Ves

Mexk = Cancel

* Ifyou select Yes and click Next, the Data Source Wizard — Decision
Configuration window appears.

* Ifyou select No and click Next, the Data Source Wizard — Data Source
Attributes window appears.

8. The Data Source Wizard — Decision Configuration window enables you to set the
decision values in the Target Profile. For detailed information about the Target
Profiler, see“Enterprise Miner Target Profiler” on page 221in the Enterprise Miner
Reference Help. After you finish configuration of the decision configuration, click
Next.

Note: For interval targets, decision configuration is not supported for this release.
The Data Source Wizard — Decision Configuration window has the following tabs:
» Targets Tab

The left panel of the Targets tab displays the target variables that are defined in
the data source.

For categorical targets, the right panel of the Targets tab lists the variable name,
measurement level, order, and the event level.
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E:Data Source Wizard —- Step 7 of 10 Decision Configuration

! Targets | Prior F‘ru:ul:ual:uilitiesl Qeu:isiu:unsl Ceecision ﬂeightsl

. Name : BAD

=1 1.
: : : Measurement Level : Binary
=]- Target level order : Diescending

=

| . Fvent level : 1

]

Format :

Refresh |
Cancel |

< Back

¢ Prior Probabilities Tab

The Prior Probabilities tab enables you to specify prior probability values to
implement prior class probabilities for categorical targets.
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E:Data Source Wizard -- Step 7 of 10 Decision Configuration

! o Targets Prior Probabilities | Decisions | Decision
—1° : [0 you wank ko enter new prior probabilities?
s u
_.':. f* Yes { Mo 2et B

B E
| 2 = 2 |
e T Lewvel iZounk Priar Adjus

: 1 1159 01995 |0.375
= o 4771 0.5005 0,625
< Back Mexk =

The Prior Probabilities tab has the following columns:

Level — displays the levels for target variables.

Count — displays the number of training observations for each target level.
Prior — displays the percentage of training observations for each target level.

Adjusted Prior — displays the prior probability values that you specify. The
values that you specify in this column must sum to 1. This column is displayed
only if you select the Yes button.

To use your prior probabilities, select the Yes radio button and type your
adjusted probabilities.

To set prior probabilities equal to each other, click the Set Equal Prior button.
Decisions Tab

The Decisions tab enables you to specify decisions, a numeric constant cost or a
cost variable for each decision.

The following display shows an example of the Decisions tab. To specify a cost
variable, select the corresponding field for a decision and select the variable from



324 Chapter 19

Enterprise Miner Data Sources

the drop-down list. In order to use a variable as the cost variable, the variable role
must be set to Cost in the Data Source Wizard — Columns Meta window. To
specify a constant cost, select _Constant_ from the drop-down list and enter a
value in the corresponding Constant field.

E':_Dal_'a Source Wizard -- Step 7 of 10 Decision Configuration

T L | Iargetsl Prior Probabilities Decisions | Decision
—1
o : s [0 wyou wank ko use the decisions?
1 Bl : .
= : : 3 = i¥ed C No Default with Inverse F'rl
e LN Decision Marne Label iZosk Yariab
DECISION] 1 < MNone =
|DECISIONZ 0 < Mone =

« Back i

——
To add a decision, click Add.

To delete a decision, select a decision, and click Delete.
To delete all decisions, click Delete All.

To reset all the settings in the Decisions and Decision Weights tabs back to the
values that you had when you opened the decision editor, click Reset.

To use the default values for all the settings in the Decisions and Decision
Weights tabs, click Default. The default matrix contains a decision column for
each corresponding target level. No cost variable or information is used by
default. See “Decision Weights Tab” on page 226 in the Target Profile
documentation for more information about default matrices.

To set the inverse priors as decision weights, click Default with Inverse Priors.
The Decision Weights tab will reflect the decision weights that are calculated as
the inverse of prior probabilities that you set in the Prior Probabilities tab.

Decision Weights Tab
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The Decision Weights tab enables you to specify the values in the decision
matrix. The decision matrix contains columns that correspond to each decision,
and rows that correspond to target values. The values of the decision variables
represent target-specific consequence, which can be PROFIT, LOSS, or
REVENUE. Based on the values of the decision variables, select either the
Maximize or Minimize radio button to specify the assessment objective for the
matrix. Select Maximize if the values in the decision matrix represent profit or
revenue. Select Minimize if the values in the decision matrix represent loss. By
default, Maximize is selected.

The target levels that are displayed in the default decision matrix depend on the
order of target levels. By default, it is set to descending for categorical targets.

In the following example, there are two decisions because the target BAD
contains values of 1 and 0. To change the values in the decision matrix, select a
field in the matrix and type a number.

E’:_Data Source Wizard -- Step 7 of 10 Decision Configuration

Targets | Prior Probailities | Decisions Decision Weights |
: ! Select a decision funckion:
: : i~ Minimize
: : Enter weight values For the decisions.
. Level DECISION] DECISIONE

1 1.0 0.0

0 0.0 1.0

< Back Mext = Cancel

9. In the Data Source Wizard — Create Sample window, you decide whether to create a
sample data set from the entire data source. If you choose yes, you will need to
indicate either what percent of the data will be sampled or how many rows will be
sampled. Sampling will be done in the database where the data is stored for unless
you set the Database pass-through option to No in the Advanced Advisor. Click
Next.
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E_r":_Dal:a Source VWizard -- Step 6 of 8 Create Sample

L Do youwish to create a sample data set?
[ |
' Mo % Yes
[ |
[ |
[ |
i Table Info
n Columns 13
Sample Size
Type Percent bl
_ we | =
. Fercent |2|:|
.
[ Ros |
L]
L]

< Back

Cancel |

10. In the Data Source Wizard — Data Source Attributes window, you can specify the
name, the role, or a population segment identifier for the data source. Click Next.

Edl[)ata Source Wizard -- Step 7 of 8 Data Source Attributes

D
D P I You may chanoge the name and the role, and
i . . . .
I can specify a population segment identifier for
_.f h the data source to be created.

Mame:  |HMEQ

Fole : IRaw LI
— Segment ; |

Motes :

< Back. Mext = Zancel




Enterprise Miner Data Sources 327

11. In the Data Source Wizard — Summary window, click Finish. The data source will
appear in the Project Panel of the Enterprise Miner main window.

Ed_Data Source Wizard -- Step 8 of 8 Summary

) ‘ Metadata Completed.

r‘ -

v Library: SAMPSIO

O Table: HWME®Q
Role: =1
Role Lewvel
Input Inketval
Input Morminal

< Back Zancel |

Manipulating a Data Source

After a data source has been created, it displays in the Project Panel of the Enterprise
Miner main window. The following pop-up menu items are available when you right-
click a data source:

* Rename — opens the Input window that you can use to type a new data source
name.

* Duplicate — creates a copy of the selected data source.
* Delete — deletes the selected data source.

+ Edit Variables — opens the Variables window that enables you to modify the
attributes of variables.
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BA Variables - HMEQ

I(nnnej L ™ not IEquaI to L I J
olumns: [ Label [~ Mining [ Ba:
Marme Role Level Report Crder

(EAD Target Binary Mo Mo
lcLAGE Input Interval No No
lCLMO Input Interval No No
[DEETING  Input Interval No Mo
[DELIMG Input Interval No No
IDEROG Input Interval No No
I_IDEI hnput Huminal hlu Mo
(LCr Input Interval No No
[MORTODUE  Input Interval No No
T Input Interval No Mo
[REASON  Input Nominal No No
[aLIUE Input Interval No No
i hnput hnterual hlu Mo
Explares

* Refresh Metadata — refreshes the metadata.

» Edit Decisions — opens a Decision Processing window.
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p4 Decizion Processing - HMEQ

’ o

=i =63 Beise) e e ne = |z =

* Explore — opens an Explore window.



330 Chapter 19

Enterprise Miner Data Sources

.~ Explore - SAMPSIO_ HHMEQ
File “iew Achonz ‘wWindow

S|H|O| #]

E i Sample Properties

‘

Property
Rowes 960
Columns 13
Likrary SAMPEI0
Mermber HMEL!
Type DATA
Sample Method Top
Fetrh Rira Metanlt

s SAMPSIO HMEQ

Obs # BAD LOAN MORTDUE | VALUE REﬂS
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After a data source has been created, it can be used in any process flow diagram within
the project.

You can use the data source that was defined in another project by copying and pasting
the data source definition files from one project to the other. For example, suppose that
the HMEQ data source is defined in Project A, and you want to use the HMEQ data
source in Project B without recreating it. First, locate the files for both Project A and
Project B. Then you copy the data source definition files in the DataSources
subdirectory of Project A, and paste them to the DataSources subdirectory of Project B.

For information about the data source definition files and how to identify these files for a
data source, see Contents of a Data Source on page 308 .
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A data source appears in the Project Panel of the Enterprise Miner window. When a data
source is selected, properties are displayed in the Properties Panel. See Data Source
Properties for detailed information.

When you select a data source, use the Role property to change the role of a data source.
The role of a data source determines how the data source is used throughout the process
flow diagram. Select one of the following values:

Raw (Default) — is used as raw input to a node.
Train — is used to fit initial models.

Validate — is used by default for model comparison, if available. The validate data
source is also used for fine-tuning the model. The Decision Tree and Neural Network
nodes have the capacity of overfitting the TRAIN data set. To prevent these nodes
from overfitting the train data set, the validate data set is automatically used to retreat
to a simpler fit than the fit based on the train data alone. The validate data set can
also be used by the Regression node for fine-tuning stepwise regression models.

Test — is used to obtain a final, unbiased estimate of the generalization error of the
model.

Score — is used to score a new data set that might not contain the target.

Transaction — is used in the Time Series and Path Analysis nodes. Transaction data
is time-stamped data that is collected over time at no particular interval.

If you do not have training, validation, and test data sets, then you can create them
with a successor Data Partition node.

Model Roles and Measurement Levels of Variables

To specify a model role or measurement level for a variable, select the D button of the
Variables property to open the variables table. Use the drop-down lists in the Role and
Level columns to change the model role and measurement level of a variable.

Select one of the following values for model role:

Assessment — is generated by a modeling node. An assessment variable is used for
model comparisons.

Censor — is a censor variable in survival analysis.

Classification — is generated by a modeling node. A classification variable contains
the prediction for a categorical target variable.

Cost — is a variable that contains the decision costs for each observation in the input
data set.

Cross ID — is a variable that contains groups or levels for cross-sectional analysis.
This is an optional variable used in the Time Series node.

Decision — is a variable that contains information about the decision based on a
predictive model.

Frequency — is a variable that represents the frequency of occurrence for other
values in each observation. Unlike some SAS procedures, the frequency variable can
contain noninteger values and can be used for weighting observations.
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» ID— an indicator variable for every observation in the data set. Observations with
the same ID values form a transaction. The Association node requires an ID variable
for association discovery. ID variables are normally excluded when analyzing the
data with the other modeling nodes.

* Input — is a variable that is used to predict the target. It is the independent or
explanatory variable.

* Label — is a variable that contains the text label.
* Prediction — is a variable that contains the predicted values of the target.

* Referrer — is used in the Path Analysis node. When you analyze Web data that a
user visits site B from site A, site A is the referrer in this case.

* Rejected — a variable that is excluded from the analysis in the process flow
diagram. If you know a variable that is not important in the analysis, set the model
role of the variable to Rejected.

* Residual — a variable that contains the residuals.

* Segment — is a variable that identifies segment. The Clustering node creates a
segment variable. The Text Miner node also generates a segment variable is
clustering analysis is performed.

* Sequence — is a variable that represents the time span from observation to
observation. The Association node requires a sequence variable for sequence
discovery. The sequence (time stamp) variable must be recorded on the same scale.

» Target — is a variable whose value is known in some currently available data, but
will be unknown in some future or fresh data. It is the dependent or response
variable.

+ Text — is a variable that contains the text of documents or the path to the
documents. The Text Miner node uses text variables.

* Text Location — is a variable that is used by the Text Miner node. This variable
indicates the complete path to the HTML files that is created by %tmfilter. This
variable is not created if the destdir option is not used in the %tmfilter statement.

* Time ID — is a variable that contains a time identifier, usually in SAS date, time, or
datetime format. The Time Series node requires a timeid variable.

* Treatment — is a variable that the NetLift node uses to identify a treatment..

*  Web Address — is a variable that is used by the Text Miner node. This variable
indicates the complete path to the original file that %tmfilter processes.

Select one of the following measurement levels:
* Binary — contains two discrete values (for example, PURCHASE: Yes, No).

* Interval — contains values that vary across a continuous range (for example,
TEMP: 0, 32, 34, 36, 50, 56, 80, ...., 102).

* Nominal — contains a discrete set of values that do not have a logical ordering (for
example, PARTY: Democrat, Republican, other).

* Ordinal — contains a discrete set of values that do have a logical ordering (for
example, GRADE: A, B, C, D, F).

» Unary — contains one discrete value.
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Using a Data Source in the Graphic User Interface (GUI)

To use a data source in your process flow diagram, select the data source in the Project
Panel and drag it to the Diagram Workspace.

Using a Data Source in the Batch Processing Interface

You can create and run Enterprise Miner batch code using the Enterprise Miner 7.1
batch processing code. When you create an Enterprise Miner process using batch
processing, you can enter the name of a specific data source within the project as a
property of a data source node. See the Enterprise Miner 7.1 Batch Processing
documentation for detailed information about using the batch interface to submit
Enterprise Miner projects.

Creating a LIBNAME using the Library Wizard

The Enterprise Miner Library Wizard enables you to select directories in the scope of the
SAS session and create simple library definitions.

For more complex library definitions, use the Enterprise Miner project start code or the
SAS Metadata LIBNAME Engine that is accessed through SAS Management Console.
The Library Wizard has a Browse Directories action that browses directories on the SAS
server, and not the SAS client.

1. Use one of the following methods to open the wizard.

* Select File = New = Library from the Enterprise Miner window main menu.

BA Enterprize Miner - Data Sources
File Edit ‘“iew Acton: Option: ‘Window Help

Mew ] Project. .. Crl+5 hift+P
Open Project... Cirl+0 Bog Diagrar... Chil+Shift+D
Recent Projects 4 Data Source...  Chl+Shift+5
Open Model Cirl+ & Libran... Chl+S hift+L
Open Maodel Package... Chrl+A -+

Register i odel Ctrl+5 hift+F

* Select from the Enterprise Miner tools palette.

(- 2 ] X | B Beg

Froject. ..

qu Dagram...

Data Source. .

2. Inthe Library Wizard Select Action window, select the Create New Library radio
button and click Next. You can modify or delete an existing saved LIBNAME
definition by selecting this set from the table and selecting the Modify Library or
Delete Library radio buttons.
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B4 Library Wizard -- Step 1 of 3 Select Action

~Select an ackion

" Madify Library
" Delete Library

d d

= Bachk | Mext = | Cancel

3. In the Library Wizard Create or Modify window, specify the library name, engine
(V6, V8, V9, BASE, SPDE), Excel), path and options. Click Next.
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#4 Library Wizard - Step 2 of 3 Create or Modify

| CR—

R

Note that you can click Browse to open the Browse Folder Path window.
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Ef Browse Folder Path

Lookim: | [ misc
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Folder
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Y Files

4. In the Confirm Action window, a summary of your LIBNAME definition properties
is displayed. Click Finish.



Enterprise Miner Data Sources 337

E: Library Wizard -- Step 3 of 3 Confirm Action

Property Yalue

Action Create Mew
Marme alibharme
Endine 4
Fath CAPublictmisc
Dptions

ﬂ ~Skatus

\ Action Succesded!

The Library "alibname" was created.
-~

< Back

5. Verify that your new library definition appears in the Library Explorer window.
Select View = Explorerfrom the Enterprise Miner window main menu.
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Example: Importing a SAS Table from a SAS Metadata Repository

You can use SAS Data Integration Studio to create a SAS table definition and create a
data source by importing the table in Enterprise Miner. SAS Data Integration Studio is a
SAS Open Metadata Architecture application that enables you to share metadata
repository with other SAS Open Metadata Architecture applications such as Enterprise
Miner. See the SAS Data Integration Studio User's Guide online documentation at

http://support.sas.com/documentation/onlinedoc/index.html for
steps on how to create or register SAS library and table definitions.

Before you begin, you need to know the following information about your SAS
Metadata Server that Enterprise Miner runs on. You can find the information by
selecting Help = Configuration from the Enterprise Miner main menu.

host name of your machine

port
user ID

password

name of the repository.

Importing the Table in Enterprise Miner

1.

In Enterprise Miner, follow steps in Creating a Data Source Using the Data Source
Wizard to create a data source. Select Metadata Repository as the source.
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2. Inthe Data Source Wizard — Import Metadata from Metadata Repository window,
click Browse to open the Registered Tables window.

3. The Registered Tables window display the metadata objects that you defined in SAS
Data Integration Studio. Select a table (for example, DMAGECR) and click Next.

4. You can ignore the next window, because the library is pre-defined. If the library is
not pre-defined, you will see the LIBNAME statement that is used to allocate the
library.

| Registered Tables ;

Repositony. | default ™

Mlame | Type | Description
DMAGECR DATA
HMEL! :DATA

OK Cancel Help

Useful Tips
When working with Data Sources consider the following tips:

* SAS Enterprise Miner 6.2 and beyond support VALIDVARNAME=ANY column
names through an option specified in the Project Start Code. However, variable
names are truncated to 32 characters and modified to contain only letters, numbers,
or an underscore (_). A variable name must start with either a letter or an underscore

Q-

+ Data sets in WORK should not be used to create data sources or as input data,
because when nodes run they run in separate SAS sessions and the WORK library
will map to a different temporary directory.

* Ina code node that you can create data sets in WORK. However, these data sets will
be temporary and you will not be able to view them using the EM client. If you want
to create results data sets in a code node or extension, you should use the
EM_REGISTER macro. The data set will reside in the diagram library.

* You should avoid creating data sets in SASUSER. If you do create data sets in
SASUSER, you might have permission problems because multiple users can share
diagrams and every user has his or her own SASUSER.
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Introduction to SEMMA

SAS Institute defines data mining as the process of Sampling, Exploring, Modifying,
Modeling, and Assessing (SEMMA) large amounts of data to uncover previously
unknown patterns which can be utilized as a business advantage. The data mining
process is applicable across a variety of industries and provides methodologies for such
diverse business problems as fraud detection, householding, customer retention and
attrition, database marketing, market segmentation, risk analysis, affinity analysis,
customer satisfaction, bankruptcy prediction, and portfolio analysis.

Enterprise Miner software is an integrated product that provides an end-to-end business
solution for data mining.

A graphical user interface (GUI) provides a user-friendly front end to the SEMMA data
mining process:

» Sample the data by creating one or more data tables. The samples should be large
enough to contain the significant information, yet small enough to process.

» Explore the data by searching for anticipated relationships, unanticipated trends, and
anomalies in order to gain understanding and ideas.

* Modify the data by creating, selecting, and transforming the variables to focus the
model selection process.

* Model the data by using the analytical tools to search for a combination of the data
that reliably predicts a desired outcome.

» Assess the data by evaluating the usefulness and reliability of the findings from the
data mining process.
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You may or may not include all of the SEMMA steps in your analysis, and it may be
necessary to repeat one or more of the steps several times before you are satisfied with
the results. After you have completed the assess phase of the SEMMA process, you
apply the scoring formula from one or more champion models to new data that may or
may not contain the target. Scoring new data that is not available at the time of model
training is the end result of most data mining problems.

The SEMMA data mining process is driven by a process flow diagram, which you can
modify and save. The GUI is designed in such a way that the business analyst who has
little statistical expertise can navigate through the data mining methodology, while the
quantitative expert can go "behind the scenes" to fine-tune and tweak the analytical
process.

Enterprise Miner contains a collection of sophisticated analysis tools that have a
common user-friendly interface that you can use to create and compare multiple models.
Statistical tools include clustering, self-organizing maps (Kohonen maps), variable
selection, trees, linear and logistic regression, and neural networking. Data preparation
tools include outlier detection, variable transformations, data imputation, random
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sampling, and the partitioning of data sets (into train, test, and validate data sets).
Advanced visualization tools enable you to quickly and easily examine large amounts of
data in multidimensional histograms and to graphically compare modeling results.
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Append Node

.
= Append

Overview of the Append Node

The Append node tool is located on the Sample tab of the Enterprise Miner Toolbar.
You use the Append node to append data sets that are exported by two different paths in
a single process flow diagram. The Append node can also append train, validation, and
test data sets into a new training data set.

Append Node and Data Sets with Missing Values

The Append node is unaffected by data sets that have observations that have missing
values.

Using the Append Node

Data sources to be joined using the Append node must share a common variable. The
common variable must have the same variable name and the same variable role and
variable level in both data sources.
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Append Node Properties

Append Node General Properties

The following general properties are associated with the Append node:

Node ID — The Node ID property displays the ID that SAS Enterprise Miner
assigns to a node in a process flow diagram. Node IDs are important when a process
flow diagram contains two or more nodes of the same type. The first Append node
that is added to a diagram will have a Node ID of APPEND. The second Append
node added to a diagram will have a Node ID of APPEND2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
- Append window. The Imported Data - Append window contains a list of the ports
that provide data sources to the Append node. Select the :‘ button to the right of

the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
- Append window. The Exported Data - Append window contains a list of the output
data ports that the Append node creates data for when it runs. Select the :‘ button

to the right of the Exported Data property to open a table that lists the exported data
sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Append Node Train Properties

The following train properties are associated with the Append node:

Data Selector — Use the Data Selector table to specify the status for individual data
sources that can be imported into the Append node. Select the j button to open a

SAS Table Editor window that contains a table of the data sources that are available
to the Append node. You set the value in the Use column to specify whether each
data source in the table is appended to the data. The default Use setting for data
sources connected to the Append node is Yes.
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Output Type — Use the Output Type property to specify whether the Append node
should create data sets or data step views as output.

* Data — the Append node produces data set output.
* View — the Append node produces data step view output.

Action — Use the Action property to specify what append action should be
performed.

* By Role — When set to By Role, the Append node combines data set partitions
into similar data set partitions. Train data set partitions are appended to Train
partitions, Validate data set partitions are appended to Validate partitions, and so
on. If the data set being appended does not have data in the role being appended,
it will be added. For example, if a data source that is partitioned into Train,
Validate, and Test data roles is By Role-appended with a data source that is
partitioned as Score data, the appended data set that is exported to successor
nodes will contain partitions of Train, Validate, Test and Score data.

* Combine — When set to Combine, the Append node will combine data sets that
have the role of Train, Validate, and Test into the role of Train. For example, if a
data source that is partitioned into Train, Validate, and Test data roles is
Combine-appended with a data source that is partitioned as Score data, the
appended data set that is exported to successor nodes will be partitioned only as
Train data.

Append Node Status Properties

The following status properties are associated with this node:

Create Time — displays the time that the node was created.

Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

Last Error — displays the error message from the last run.

Last Status — displays the last reported status of the node.

Last Run Time — displays the time at which the node was last run.
Run Duration — displays the length of time of the last node run.

Grid Host — displays the grid server that was used during the node run.

User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Append Node Results

You can open the Results window of the Append node by right-clicking the node and
selecting Results from the pop-up menu. For general information about the Results
window, see “Using the Results Window” on page 264 in the Enterprise Miner Help.

Select View from the main menu to view the following results in the Results Package:

Properties

» Settings — displays a window with a read-only table of the configuration
information in the Append Node Properties panel. The information was captured
when the node was last run. Use the Show Advanced Properties check box at the
bottom of the window to see all of the available properties.
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Run Status — indicates the status of the Append Node run. The Run Start Time,
Run Duration, and information about whether the run completed successfully are
displayed in this window.

Variables — a read-only table of variable meta information on the data set
submitted to the Append node. The table includes columns to see the variable
name, the variable role, the variable level, and the model used.

Train Code — the code that Enterprise Miner used to train the node.

Notes — allows users to read or create notes of interest.

SAS Results

Log — the SAS log of the Append node run.
Output — the SAS output of the Append node run.

Flow Code — the SAS code that was used to produce the output that the Append
Node passes on to the next node in the process flow diagram.

Append Code — the SAS code used to append the new data set to the source
data set.

Scoring

SAS Code — the Append node does not generate SAS code.
PMML Code — the Append node does not generate PMML code.



353

Chapter 22
Data Partition Node

Data Partition Node . . . ... ... .. .. .. . . . . . 353
Overview of the Data Partition Node . .. ........ ... ... ... .. ... ...... 353
Data Partition Node Data Requirements . . ............... .. ... .. ......... 354
Data Partition Node Properties . .. ......... ... ... 354
Data Partition Node Variables Table . .. ................................ 356
Data Partition Node Results . .. .......... ... .. .. .. . ... . . 358
Data Partition Node Output Data Sources . . ............ ... ... .. 359

Data Partition Node

% Drata Partition

Overview of the Data Partition Node

Most data mining projects utilize large volumes of sampled data. After sampling, the
data is usually partitioned before modeling.

Use the Data Partition node to partition your input data into one of the following data
sets:

Train is used for preliminary model fitting. The analyst attempts to find the
best model weights using this data set.

Validation is used to assess the adequacy of the model in the Model Comparison
node.

The validation data set is also used for model fine-tuning in the
following nodes:

¢ Decision Tree node — to create the best subtree.

* Neural Network node — to choose among network architectures
or for the early-stopping of the training algorithm.

* Regression node — to choose a final subset of predictors from all
the subsets computed during stepwise regression.

Test is used to obtain a final, unbiased estimate of the generalization error
of the model.
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Partitioning provides mutually exclusive data sets. Two or more mutually exclusive data
sets share no observations with each other. Partitioning the input data reduces the
computation time of preliminary modeling runs. However, you should be aware that for
small data sets, partitioning may be inefficient as the reduced sample size can degrade
the fit of the model and its ability to generalize.

What are the steps to partitioning a data set? First, you specify a sampling method:
simple random sampling, stratified random sampling, or cluster sampling. Then you
specify the proportion of sampled observations to write to each output data set (Train,
Validation, and Test). It is not uncommon to omit the test data set; that is, assign 0% of
the observations to the test data set.

Data Partition Node Data Requirements

The Data Partition node must be preceded by a node that exports at least one raw, train,
or document data table, which is usually an Input Data node or a Sample node.

Data Partition Node Properties

Data Partition Node General Properties
The following general properties are associated with the Data Partition node:

Node ID — The Node ID property displays the ID that SAS Enterprise Miner
assigns to a node in a process flow diagram. Node IDs are important when a process
flow diagram contains two or more nodes of the same type. The first Data Partition
node that is added to a diagram will have a Node ID of Part. The second Data
Partition node added to a diagram will have a Node ID of Part2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
— Data Partition window. The Imported Data — Data Partition window contains a
list of the ports that provide data sources to the Data Partition node. Select the j

button to the right of the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
* Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
- Data Partition window. The Exported Data - Data Partition window contains a list
of the output data ports that the Data Partition node creates data for when it runs.
Select the j button to the right of the Exported Data property to open a table that

lists the exported data sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.

» Explore to open the Explore window, where you can sample and plot the data.



Data Partition Node 355

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

* Notes — Select the :‘ button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Data Partition Node Train Properties

The following train properties are associated with the Data Partition node:

* Variables — Use the Variables property to specify the status for individual variables
that are imported into the Data Partitioning node. Select the j button to open a

window containing the variables table. You can specify the Partitioning Role for
individual variables, view the columns metadata, or open an Explore window to view
a variable's sampling information, observation values, or a plot of variable
distribution.

*  Output Type — Use the Output Type property of the Data Partitioning node to
specify the type of output the node should generate. The drop-down box offers
choices of data set output (Data), or SAS data step views (View). The default setting
for the Output Type property is Data.

* Partitioning Method — Use the Partitioning Method property to specify the
sampling method that you want to use when you are partitioning your data.

You can choose from:

* Default — When Default is selected, if a class target variable or variables is
specified, then the partitioning is stratified on the class target variables.
Otherwise, simple random partitioning is performed. Note that if additional
stratification variables are specified in the variables editor, they will be used in
addition to the target variables.

* Simple Random — When Simple Random is selected, every observation in the
data set has the same probability of being written to one of the partitioned data
sets.

* Cluster — Using simple cluster partitioning, you allocate the distinct values of
the cluster variable to the various partitions using simple random partitioning.
Note that with this method, the partition percentages apply to the values of the
cluster variable, and not to the number of observations that are in the partition
data sets. If you select cluster partitioning as your method, you must use
Variables property of the Data Partition node to set the Partition Role of the
cluster variable (which may be the target variable) to Cluster.

« Stratified — Using stratified partitioning, you specify variables to form strata
(or subgroups) of the total population. Within each stratum, all observations have
an equal probability of being written to one of the partitioned data sets. You
perform stratified partitioning to preserve the strata proportions of the population
within each partition data set. This might improve the classification precision of
fitted models. If you select Stratified partitioning as your method and no class
target variables are defined, then you must use the Variables window to set the
partition role and specify a stratification variable.

* Random Seed — Use the Random Seed property to specify an integer value to use
as a random seed for the pseudorandom number generator that chooses observations
for sampling. The default value for the Random Seed property is 12345.
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Data Partition Node Train Properties: Data Set Allocations
You can specify the percentages, or proportions of the source data that you wish to
allocate as Train, Validation, and Test data sets.

Training — Use the Training property to specify the percentage of observations that
you want to allocate to the training data set. Permissible values are real numbers
between 0 and 100. The SAS default training percentage is 40%.

Validation — Use the Validation property to specify the percentage of observations
that you want to allocate to the validation data set. Permissible values are real
numbers between 0 and 100. The SAS default validation percentage is 30%.

Test — Use the Test property to specify the percentage of observations that you
want to allocate to the test data set. Permissible values are real numbers between 0
and 100. The SAS default test percentage is 30%.

Data Partition Node Report Properties

The following report properties are associated with the Data Partition node:

Interval Targets — Use the Interval Targets property to specify whether you want
to generate reporting statistics on interval targets in your data set. The Interval
Targets summary displays a table of descriptive statistics based on the partitioned
data sets and original data for the interval target variables. The default setting for the
Interval Targets report property is Yes.

Class Targets — Use the Class Targets property to specify whether you want to
generate reporting statistics on the class targets in your data set. The Class Targets
summary displays bar charts that compare the distribution of the class target
variables in the incoming data set with the partitioned data sets for the same
variables. The charts display the percent of the total frequency for each level of the
target for each data set.

Note: The Data Partition node allows users to disable partitioned data summaries of

interval and class target variables which will speed processing when working with
very large data sets.

Data Partition Node Status Properties

The following status properties are associated with this node:

Create Time — displays the time that the node was created.

Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

Last Error — displays the error message from the last run.

Last Status — displays the last reported status of the node.

Last Run Time — displays the time at which the node was last run.
Run Duration — displays the length of time of the last node run.

Grid Host — displays the grid server that was used during the node run.

User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Data Partition Node Variables Table

Use the table in the Variables — Data Partition window to identify cluster and
stratification variables and to specify data partitioning methods for individual variables
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on a one-by-one basis. To open the Variables — Data Partition window, select the j
button to the right of the Variables property in the Properties Panel while the Data
Partition node is selected in the Diagram Workspace.

Use this table to specify the partitioning role of specific variables. You can choose the
following roles: Cluster, Stratification, None, and Default. If a partition role is dimmed
and unavailable, then that partition role would not be applicable for that particular
variable.

The following are read-only attributes: Role, Level, Type, Order, Label, Format,
Informat, Length, Lower Limit, Upper Limit, Comment, Report, Creator, Family, and
Distribution.

You can highlight a variable in the table and click the Explore button to get sampling,
distribution, and metadata information in the Explore Variable window.

The table in the Variables — Data Partition window contains the following columns:
* Name — displays the name of the variable.

+ Partition Role — click the cell to specify the partitioning method that you want to
use on an individual variable in your imported data set.

* Default — Uses the partitioning method that is specified for all variables in the
Data Partition node Properties panel, unless the Cluster partitioning method is
chosen. If the partitioning method specified for all variables in the Properties
Panel is Default, then class variables will be stratified and interval variables will
use simple random sampling. If the Cluster partitioning method is specified, you
must change the Partition Role for the cluster variable from Default to Cluster.

* None — Do not partition the specified class or interval variable.

*  Cluster — If the Partitioning Method property of the Data Partition node is set to
Cluster, you must use the Partition Role column of the Variables window to
specify the cluster variable. Cluster partitioning samples from a cluster of
observations are similar in some way.

» Stratification — you specify variables from the input data set to form strata (or
subsets) of the total population. Within each stratum, all observations have an
equal probability of being selected for the sample. Across all strata, however, the
observations in the input data set generally do not have equal probabilities of
being selected for the sample. You perform stratified sampling to preserve the
strata proportions of the population within the sample. This may improve the
classification precision of fitted models.

The following are read-only columns in the Variables — Data Partition table. You must
use a Metadata node if you want to modify any of the following information about Data
Source variables imported into the Data Partition node.

* Role — displays the variable role

* Level — displays the level for class variables

* Type — displays the variable type

*  Order — displays the variable order

* Label — displays the text label to be used for variable in graphs and output
* Format — displays the variable format

* Informat — displays the SAS Informat for variable

* Length — displays the variable length
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* Lower Limit — displays the minimum value for variable
» Upper Limit — displays the maximum value for variable
» Distribution — the expected univariate distribution

+ Family — identifies the general source of a variable such as demographic, financial,
historic for record keeping. Such values may be useful in constructing the data.

* Report — displays the Boolean setting for creating reports
* Creator — displays the user who created the process flow diagram

+  Comment — displays the user-supplied comments about a variable

Data Partition Node Results

After a successful node run, you can open the Results window of the Data Partition node
by selecting the Results button in the Run Status window, or by going to the Diagram
Workspace, right-clicking the Data Partition node, and selecting Results from the pop-up
menu. For general information about the Results window, see “Using the Results
Window” on page 264 in the Enterprise Miner Help.

Select View from the main menu to view the following results in the Results window:
* Properties

* Settings — displays a window that shows how the Data Partition node properties
were configured when the node last ran. Use the Show Advanced Properties
check box at the bottom of the window to see all of the available properties.

* Run Status — indicates the status of the Data Partition node run. The Run Start
Time, Run Duration, and information about whether the run completed
successfully are displayed in this window.

* Variables — a table of the properties of the variables used in this node. Here, the
nominal variable that is employed has been assigned as the clustering variable.

* Train Code — the code that Enterprise Miner used to train the node.
* Notes — allows users to read or create notes of interest.

* SAS Results
* Log — the SAS log of the Data Partition node run.

*  Output — the SAS output of the Data Partition node run. The output displays a
variable summary and summary statistics for class or interval targets or both in
the original data and in the various partition data sets.

*  Flow Code — Flow Code is not available for the Data Partition node.
* Scoring

* SAS Code — the Data Partition node does not generate SAS code.

*  PMML Code — the Data Partition node does not generate PMML code.
*  Summary Statistics

* Interval Variables — The Interval Variables summary displays a table of
descriptive statistics based on the partition data sets and original data for the
interval target variables. The statistics are as follows.

* Data — the type of data

* Variable — the interval target variable
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¢ Maximum — maximum value

* Mean — arithmetic mean

*  Minimum — minimum value

*  Number of Observations — the number of non-missing observations
* Missing — number of missing observations

» Standard Deviation — the standard deviation.

* Class Variables — displays bar charts that compare the distribution of the class
target variables in the incoming data set with the partitioned data sets for the
same variables. The charts display the percent of the total frequency for each
level of the target for each data set.

» Table — displays a table that contains the underlying data used to produce the
selected chart. The Table menu item is dimmed and unavailable unless a results
chart is open and selected.

* Plot — displays the Graph Wizard that you can use to create ad-hoc plots that are
based on the underlying data that produced the selected table.

Data Partition Node Output Data Sources

The Data Partition node exports up to three data sets, depending on the settings that you
make in the Properties panel. By default, the node exports a Train, Validate, and Test
data set.
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File Import Node

ﬁ' File Import

Overview of the File Import Node

You use the File Import node to convert selected external flat files, spreadsheets, and
database tables into a format that Enterprise Miner recognizes as a data source and can
use in data mining process flow diagrams. The File Import node is located on the Sample
tab of the SAS Enterprise Miner tool bar.

The File Import node enables you to configure the data conversion process by selecting
the file that you want to import, and specifying the metadata information (such as table
and variable roles) that Enterprise Miner requires to perform data mining operations.

Requirements of the File Import Node

The File Import node can convert the following types of external data files into a data
source format that Enterprise Miner recognizes:

Input Data Source Extension
dBASE 5.0, IV, III+, and III files .dbf

Stata .dta
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Input Data Source Extension
Microsoft Excel xls

SAS JMP files Jjmp

Paradox .DB files .db

SPSS .sav

Lotus wkl, .wk3, .wk4
Tab-Delimited values Axt
Comma-Separated values .csv

Delimited values (user defined) .dlm

The files you wish to convert for use with Enterprise Miner must be in a location that
your Enterprise Miner server can reach through local or network access.

Tables Requiring Special Attention

If an observation in your imported data set contains an entry with a single quote, then
you may experience undesirable behavior from the File Import node. Depending on the
data that you are importing, you might want the delimiter to end the open quote or you
might want the delimiter embedded inside a quoted string. Because the File Import node
cannot make this decision, you must set a macro variable that ensures your data is
handled properly.

The EFI_ NOQUOTED_ DELIMITER macro variable can be used to ensure the desired
behavior. If you are having trouble importing .txt or .csv files, submit the following code
in your project startup code:

%let EFI_NOQUOTED DELIMITER=yes | no;

The value that you choose will depend on the behavior that you desire. If you notice
undesired behavior, set a value (yes or no) for EFI NOQUOTED_DELIMITER, rerun
the File Import node, and determine if the desired output is generated. If the desired
output is not generated, switch the value of EFI NOQUOTED DELIMITER and rerun
the File Import node.

For example, consider the tab-delimited table of derivatives below. You can copy this
table into a text editor and save it as a .txt file to confirm the results for yourself.

derivative f1 f2 f3
f! 25 12
fr! -5 3

This data set contains four variables and two observations. You want the File Import
node to create a data set that also contains four variables and two observations. If you
specify EFI_NOQUOTED DELIMITER=no;, then only the first column is imported by
the File Import node. The single quotes in the two observations cause the File Import
node to ignore any values that comes after these quotes. If you specify
EFI_NOQUOTED DELIMITER=yes;, then the File Import node imports all four
columns as desired.
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File Import Node Properties

File Import Node General Properties

The following general properties are associated with the File Import node:

Node ID — displays the ID that SAS Enterprise Miner assigns to a node in a process
flow diagram. Node IDs are important when a process flow diagram contains two or
more nodes of the same type. The first File Import node that is added to a diagram
will have a Node ID of FIMPORT. The second File Import node added to a diagram
will have a Node ID of FIMPORT2, and so on.

Imported Data — provides access to the Imported Data — File Import window.
The Imported Data — File Import window contains a list of the ports that provide
data sources to the File Import node. Select the :‘ button to the right of the

Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — provides access to the Exported Data — File Import window. The
Exported Data — File Import window contains a list of the output data ports that the
File Import node creates data for when it runs. Select the :‘ button to the right of

the Exported Data property to open a table that lists the exported data sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — stores notes of interest, such as data or configuration information. Select
the j button to the right of the Notes property to open the Notes window.

File Import Node Train Properties

The following train properties are associated with the File Import node:

Variables — specifies the status for individual variables that are imported using the
File Import node. Select the j button to open a window containing the variables

table. You can specify the Partitioning Role for individual variables, view the
columns metadata, or open an Explore window to view a variable's sampling
information, observation values, or a plot of variable distribution. The Variables
window enables you to verify that variable names have been imported properly,
configure metadata, and view a variable's sampling information, observation values,
or a plot of variable distribution.
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You can use the following buttons to accomplish these tasks:

*  Apply — changes metadata based on the values supplied in the drop-down
menus, check box, and selector field.

* Reset — changes metadata back to its state before use of the Apply button.
* Label — adds a column for a label for each variable.

*  Mining — adds columns for the Lower Limit, Upper Limit, Creator, Comment,
and Format Type for each variable.

* Basic — adds columns for the Type, Format, Informat, and Length of each
variable.

e Statistics — adds statistics metadata for each variable.

+ Explore — opens an Explore window that allows you to view a variable's
sampling information, observation values, or a plot of variable distribution.

Import File — enables you to select an external file to import. Select the j button

to the right of the Import File label to open the File Import window. The File Import
window enables you to specify the location of the external file to import and check
file format types that may be imported.

You can use the following buttons to accomplish these tasks:

* My Computer or SAS Servers — specifies whether the file to import is located
locally or remotely. Select My Computer if the data file you want to import is
located on your local machine. Select SAS Servers to import a data file located
on your SAS Workspace Server.

* Browse — finds the external file to import.

* View File Import Types — opens the Valid Import File Types window, which
contains information about currently valid file types by software vendor and file
extension.

Maximum rows to import — specifies a maximum number of rows to import.

Maximum columns to import — specifies a maximum number of columns to
import.

Delimiter — specifies the delimiter that separates columns of data in the input file.

Name Row — specifies whether to generate SAS variable names from the data
values in the first record either in the input file or for the specified range. The default
is Yes.

Number of rows to skip — specifies a row number to begin reading data. By
default, no rows are skipped.

Guessing Rows — specifies the number of rows of the file to scan in order to
determine the appropriate data type and length for the columns. The scan data
process scans from row 1 to the number that is specified by this property, up to
32767. The default value is 500.

File Location — specifies if the file is located locally or on a remote server.

Advanced Advisor — specifies whether you used the Advanced Advisor window to
configure additional metadata properties. The default setting is No.

Rerun — specifies whether you want to force the File Import node to run each time
the process flow diagram is rerun. Click to the right of the Rerun label and select Yes
to force the File Import node to run with each execution of the process flow diagram.
The default setting is No.



File Import Node 365

File Import Node Score Properties

The following score property is associated with the File Import node:

* Role — specifies the score role. Available options include Train, Validate, Test,
Score, and Transaction. The default setting is Train.

File Import Node Report Properties
The following report property is associated with the File Import node:

* Summarize — specifies whether you want to create a summary report. The default
setting is No.

File Import Node Status Properties

The following status properties are associated with this node:
* Create Time — displays the time that the node was created.

* Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

* Last Error — displays the error message from the last run.

+ Last Status — displays the last reported status of the node.

* Last Run Time — displays the time at which the node was last run.

* Run Duration — displays the length of time of the last node run.

* Grid Host — displays the grid server that was used during the node run.

+ User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Using the File Import Node

The File Import node is used in place of a data source node in a process flow diagram.
Before a File Import node can be used, you must select an external file, and configure
the metadata for the data that is being imported.

You can select an external file to import by specifying whether the file is located on your
computer or on a SAS Server, and the path to the file. After the file is located, you can
specify the metadata for each variable that is imported.

Successfully configuring and running the File Import node allows subsequent nodes to
use the data from the external file together with the metadata you configured with the
File Import node for subsequent processing and analysis.

File Import Node Results

After a successful node run, you can open the Results window of the File Import node by
selecting the Results button in the Run Status window, or by going to the Diagram
Workspace, right-clicking the File Import node and selecting Results from the pop-up
menu. For general information about the Results window, see “Using the Results
Window” on page 264 in the Enterprise Miner Help.

Select View from the main menu to view the Results window:
* Properties

* Settings — displays how the File Import node properties were configured when
the node last ran.
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* Run Status — indicates the status of the File Import node run. Information about
whether the run completed successfully, the Run Start Time, Run Duration, and
the Run ID are displayed in this window.

* Variables — displays a table of the properties associated with a variable that is
imported, including the Role and Level of a variable, and whether the variable
was dropped.

* Train Code — the code that Enterprise Miner used to train the node.
* Notes — enables users to read or create notes of interest.

* SAS Results
* Log — the SAS log of the File Import node run.

*  Output — the SAS output of the File Import node run. The output displays a
variable summary and summary statistics for class or interval targets or both in
the original data and in the various partition data sets.

* Flow Code — Flow Code is not available for the File Import node.
* Scoring

* SAS Code — the File Import node does not generate SAS code.

*«  PMML Code — the File Import node does not generate PMML code.
* Report

» Statistics Table — displays a Statistics Table containing statistics for import
variables. Note that to generate a Statistics Table in the results, the Summarize
property in the Report property pane must be set to Yes before the File Import
node is run.

The information presented in the Statistics Table is as follows:

* Variable Name — name of the import variable.

* Type — numeric or character.

*  Number of Levels — number of levels for class variables only.

* Percent Missing — percent of missing values. For variables with no missing
values, 0 is displayed.

¢ Minimum — minimum values for numeric variables only. For character

@ »

variables, “.” (missing notation) is displayed.

*  Maximum — maximum values for numeric variables only. For character

[132]

variables, “.” (missing notation) is displayed.

* Mean — arithmetic mean values for numeric variables only. For character

[132]

variables, “.” (missing notation) is displayed.

+ Standard Deviation — standard deviation values for numeric variables only.

[73E3]

For character variables, “.”” (missing notation) is displayed.

+ Skewness — skewness for numeric variables only. For character variables, .
is displayed.

» Kaurtosis — kurtosis values for numeric variables only. For character
variables, . is displayed.

» Interval Targets — displays the Interval Targets window. Note that to generate
an Interval Targets window in the results, the Summarize property in the Report
property pane must be set to Yes before the File Import node is run, and the
target variable must be an interval variable.
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* Class Targets — displays the percent of each value as a bar chart. Note that to
generate a Class Target window in the results, the Summarize property in the
Report property pane must be set to Yes before the File Import node is run, and
the target variable must be a class variable, such as binary.

» Table — displays a table that contains the underlying data used to produce the
selected chart. The Table menu item is dimmed and unavailable unless a results chart
is open and selected.

* Plot — displays the Select a Chart Type windows that you can use to create ad hoc
plots that are based on the underlying data that produced the selected table. The Plot
option is only available if the Statistics table is selected.

File Import Node Example

Introduction
This section explains how to import data in an external data source by using the File
Import node.

1. “Access the File Import Node” on page 367

2. “Select the External File to Import” on page 367
3. “Set Variable Roles” on page 369

4. “Set Additional Options” on page 371

5. “Run the File Import Node” on page 372

Access the File Import Node

To access the File Import node, put a File Import node into your Diagram Workspace.
The File Import node is located on the Sample tab of the SAS Enterprise Miner toolbar.
Alternatively, right-click on an empty space in an open Diagram Workspace and select
Add Node = Sample = File Import.

ﬁ File Import

Select the External File to Import
After the File Import node has been placed into the Diagram Workspace, select the File

Import node. To specify the path to the external file you want to import, click the j
button for the Import File property. The File Import window opens.
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B File Import

Select My Computer if the data file wou want ko impart is located on your local machine, Seleck SA5 Server boimpat
data file located on wour 545 workspace server,

O jﬁ My Compuker

" -x}? SAS Servers
w

| Browse,

Yiew File Import Types Presview Ok Cance

Select My Computer if the data file you want to import is on your local machine, or
select SAS Servers if the data file you want to import is on your SAS Workspace Server.
Click View File Import Types to open the Valid Import File Types window, which
contains information about currently valid file types. Use this resource to verify that the
file you want to import is supported by the File Import node. Assume for this example
that you want to import a Microsoft Excel file called LoanResults.xls.

I ~

Input Data Source Extension
dBASE 5.0, Tv, 111+, and III files .dbF

Skata dta
Microsoft Excel x5

345 IMP files Jmp
Paradox DB Files .db

aPa3s SN

Lokus Jakd, k3, okt
Tab-Delimited values Sk
i_omma-Separated values (5
Delimited values {user defined) i
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After reviewing the File Import Types window, you can verify that an .xIs file is
supported by the File Import node. Click OK to close the File Import Types window.
Click Browse on the File Import window to navigate to the location of your external file
and specify the path of the external file you want to import. After verifying that the
correct path appears in the Browse text box, click Preview to preview the data set you
are importing. Here is a sample preview for LoanResults.xls:

—

BAD LAk MORTDLE WALLIE REASOR JOB
1 110025860 390245 Homelmp  Other
1 130070053 63400 Homelmp  Other
1 150013500 16700 Homelmp  Other
1 1500. :
a 170087300 112000 Homelmp  Office
1 170030548 40320 Homelmp  Other
1 1800483645 araar Homelmp  Other
1 180028502 43034 Homelmp  Other
1 200032700 46740 Homelmp  Other
1 2000. B22450 Homelmp  Sales
1 200022608 :
1 200020627 29800 Homelmp  Office
1 200045000 a5000 Homelmp  Other
a 200064536 ar400 Moyt
1 210071000 a38a0 Homelmp  Other
1 220024280 J4687 Homelmp  Other
1 220080957 102600 Homelmp  Mar
1 220023030 :

J 1 230028192 40140 Homelmp  Other

1

Close the Preview window after you have finished checking your data set. Click OK on
the File Import window to finish specifying the external file to import. After you have
finished selecting the external file to import, you need to configure its metadata.

Set Variable Roles

After you have specified the external file you want to import, you can provide additional
information about each variable that is being imported, such as the variable's role. With

the File Import node still selected, click the j button for the Variables property to
open the Variables window for the File Import node. Alternatively, right-click the File
Import node and select Edit Variables to open the Variables window.
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BA Variables - FIMPORT

I(nu:unej L ™ not IEquaI 1o L J
“olumns: [ Label [~ Mining [~ Basic
Marne Rale Lewel Report Drop i
BAD Target Binary Mo Mo
CLADGE Rejected  Nominal No No
CLMNG Rejected  Nominal No Mo
DEETIMNG ~ Rejected  Mominal No Mo
DELING Input Nominal No No
DERDG input Huminal Hu Hu
S1els; input hluminal hlu hlu
LOARN Input Interval No No
MORTDUUE  Rejected  Nominal No Mo
I G Inpurt Nominal hlu hlu
REASOMN  Input Binary No No
L LIE Rejected  Nominal No Mo
N Hejected hluminal hlu hlu

Explares,

Check whether all of the variables from your external data set have been imported
properly by examining the Name column. For example, if you are importing a Microsoft
Excel file, you would expect column values in the first row in an .xIs file to be
recognized as variables.

Note that the variables appear in alphabetical order, which may or may not be the order
the variables occur in the external data source you are importing. Next, click a variable
in the Variables window. Then click Explore to view a variable's sampling information,
observation values, or a plot of variable distribution. Note that the variables in the
Explore window will appear in the order they are in your external data source.

After checking your data, close the Explore window. Then use the Variables window to
specify values for the following default columns using the drop-down menu that can be
accessed by clicking on the value of a variable in the appropriate column.

* Role — variable role.
* Level — level for class variables.

* Report — Boolean setting for creating reports.
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* Drop — Boolean setting for dropping variables.
* Order — variable order.

You can add additional columns relating to a variable's label, or concerning basic,
mining, or statistics information about a variable by marking the appropriate Columns
check box. Note that to enable the Statistics check box you must set the Advanced
Advisor Train property to Yes before the File Import node is run.

Select the Label check box to add the following columns:

» Label — a column for a variable label.

Select the Mining check box to add the following columns:

* Lower Limit — minimum value for a variable.

+ Upper Limit — maximum value for a variable.

* Creator — user who created the process flow diagram.

*  Comment — user-supplied comments about a variable.
* Format Type — variable format.

Select the Basic check box to add the following columns:

* Type — variable type.

*  Format — SAS Format for variable.

* Informat — SAS Informat for variable

* Length — length of the variable.

Select the Statistics check box to add the following columns:
*  Number of Levels — number of levels for class variables only.

* Percent Missing — percent of missing values. For variables with no missing values,
0 is displayed.

¢ Minimum — minimum values for numeric variables only. For character variables,

[T31]

.” (missing notation) is displayed.

*  Maximum — maximum values for numeric variables only. For character variables,

[T31]

.” (missing notation) is displayed.

* Mean — arithmetic mean values for numeric variables only. For character variables,

(T3]

.” (missing notation) is displayed.

» Standard Deviation — standard deviation values for numeric variables only. For

[132]

character variables, “.” (missing notation) is displayed.

» Skewness — skewness for numeric variables only. For character variables, . is
displayed.

» Kurtosis — kurtosis values for numeric variables only. For character variables, . is
displayed.

At the top of the Variables Window, you can further configure variable metadata. Use
the drop-down menus, check box, and selector button to specify how you want to change
your metadata. Click Apply to implement the specified change, or Reset to reverse the
effect of clicking Apply.

Set Additional Options

After you have finished specifying the metadata for data you are importing, you can
specify additional import options. For example, you can specify the row to begin
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importing, the maximum number of rows and columns to import, or whether a delimiter
should be used. See “File Import Node Properties” on page 363 for more information on
import options.

Run the File Import Node

After you finish configuring the File Import node, you should run the File Import node
and verify that the external data source was imported properly before you use the File
Import node as a data source in a process flow diagram. Right-click the File Import
node, and select Run.

’:i:‘ﬁ'ﬁtile Import |

After the File Import node has finished running, click Results on the Run Status window
and maximize the Output window. In the Variable Summary section of the output, check
the variable role information. The following is sample Variable Summary output.

Variable Summary

Measurement Frequency
Eaole Lewvel Count
INPUT INTERVAL 1
INPUT NOMINAL 11
TARGET BINARY 1

In the CONTENTS Procedure section of the output, check the number of observations
that were processed. The following is sample output for the CONTENTS procedure:

The CONTENTS Procedure

Data 3et Name EMII3. FIMPORTS _DATR

Member Type DATA

Engine o

Created Monday, Nowvewmber 24, Z003 02:09:24 FH
Lazt Modified Monday, Nowvember 24, Z003 02:09:24 FH
Frotection

Data et Type

Label

Data Representation WINDOWS 3&
Encoding wlatinl Western (Windows)
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variables that were imported and information about them. The following is sample
output for the Alphabetical List of Variables and Attributes section.

Llphabetic List of Variableszs and Attributes

# Variahle

1 B4l
10 CLADGE
12 CLNO
13 DEETINC
9 DELINQ
g DEROG
& JOB
& LOAR
3 MOETDUE
11 NINQ
5 FEASON
4 YALTE
7 TOuI

After you have checked that conversion was successful, you can use the File Import

Type

Mum

Char
Char
Char
Char
Char
Char
Mum

Char
Char
Char
Char
Char

Len

g
14
14
14
14
14
12

g
14
14
1z
14
14

Format

BE3T1Z.
§14.
§14.
§14.
§14.
§14.
g1,
BE3T1Z.
§14.
§14.
§12.
§14.
§14.

Informat

g1d.
14,
§14.
gld.
14,
F1&.

14,
§14.
gla.
14,
14,

node as a data source in a process flow diagram for further data mining analysis or

predictive model creation.

Label

B4l
CLADI
CLNO
DEETT
DELIN
DEROG
JOEB
LOAN
MORTIY
NINQ
BEEASD
VALTE
TouT
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Filter Node

a
?:; Filter

Overview of the Filter Node

The Filter node tool is located on the Sample tab of the Enterprise Miner tools bar. Use
the Filter node to create and apply filters to your training data set and, optionally, to the
validation and test data sets. You can use filters to exclude certain observations, such as
extreme outliers and errant data that you do not want to include in your mining analysis.
Filtering extreme values from the training data tends to produce better models because
the parameter estimates are more stable. By default, the Filter node ignores target and
rejected variables.

Filter Node Properties

Filter Node General Properties
The following general properties are associated with the Filter Node:

Node ID — The Node ID property displays the ID that SAS Enterprise Miner
assigns to a node in a process flow diagram. Node IDs are important when a process
flow diagram contains two or more nodes of the same type. The first Filter node that
is added to a diagram will have a Node ID of Filter. The second Filter node added to
a diagram will have a Node ID of Filter2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
— Filter window. The Imported Data — Filter window contains a list of the ports
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that provide data sources to the Filter node. Select the :‘ button to the right of the
Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

* Exported Data — The Exported Data property provides access to the Exported Data
— Filter window. The Exported Data — Filter window contains a list of the output
data ports that the Filter node creates data for when it runs. Select the :‘ button to

the right of the Exported Data property to open a table that lists the exported data
sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

* Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Filter Node Train Properties

The following train properties are associated with the Filter Node:

* Export Table — Use the Export Table property of the Filter node to indicate
whether you want to export a data set containing filtered or excluded observations.

* Excluded — Export the excluded observations.
* Filtered — (default setting) Export the included observations.

* All — Export all observations. A dummy indicator variable, M_FILTER, is
created to identify the excluded observations. That is, M_FILTER is set to 1 for
excluded observations and 0 otherwise.

» Tables to Filter — Use the Tables to Filter property of the Filter node to indicate
whether you want to filter the training data set or all imported data sets.

* Training Data — (default setting) Filter only the training data set.
* All Data Sets — Filter all imported data sets.

» Distribution Data Sets — Use to create summary data sets to display histograms
and bar charts when you set manual filters.

* Yes — (default setting) The VARDIST and CLASSDIST data sets will be
created if there are interval and class variables.

* No — The data sets will not be created at training time.

If you run the node with this property set to Yes and then change it to No, the tables
will not be deleted. Regardless of the value of this property, you should be able to



Filter Node 377

create or refresh the VARDIST and CLASSDIST data sets using their respective
Variables editor.

Filter Node Train Properties: Class Variables

Use the Filter Node Class Variables properties to specify how you want to filter class
variables. You can also use the Interactive Filter Class window to specify filter methods
for individual variables.

Class Variables — Click the :I button to the right of the Class Variables property

to open the “Interactive Class Filter Window” on page 380 . You can use the
columns in the table to specify Filtering Method, Keep Missing Values, Minimum
Frequency Cutoff, Number of Levels Cutoff, and Report settings on a variable-by-
variable basis, instead of applying a default filter to all class variables. The Role and
Level values for a variable are displayed. You can see additional metadata
information by selecting the Label, Mining, Basic, or Statistics check boxes.

Default Filtering Method — Use the Default Filtering Method property of the Filter
node to specify the method that you want to use to filter class variables.

* Rare Values (Count) — Drop rare levels that have a count less than the level
that you specify in the Minimum Frequency Cutoff property.

* Rare Values (Percentage) — (default setting) Drop rare levels that occur in
proportions lower than the percentage that you specify in the Minimum Cutoff
for Percentage property.

* None — No class variable filtering is performed.

Keep Missing Values — Set the Keep Missing Values property of the Filter node to
No if you want to filter out observations that contain missing values for class
variables. The default setting for the Keep Missing Values property is Yes.

Normalized Values — Set the Normalized Values property of the Filter node to No
to suppress the normalization of class variable values before filtering. The default
setting for the Normalize Values property is Yes.

Categorical values (class variable level values) in Enterprise Miner are normalized as
follows:

* Left justified
»  Uppercased
* Truncated to a length of 32 (after left-justification)

This implies that values such as "YES", "yes", "Yes", and "yES" are all considered
the same. Likewise, "purchasing a new big bright red ball" and "purchasing a new
big bright red cap" are also considered identical, because they are identical under
those rules for the first 32 characters.

Minimum Frequency Cutoff — When you set the Default Filter Method for class
variables to Rare Values (Count), you must use the Minimum Frequency Cutoff
property of the Filter node to quantify the minimum count threshold. Class variable
values that occur fewer times than the specified count are filtered. Permissible values
are positive integers. The default value for the Minimum Frequency Cutoff property
is 1.

Minimum Cutoff for Percentage — When you set the Default Filter Method for
class variables to Rare Values (Percentage), you must use the Minimum Percentage
Cutoff property of the Filter node to specify the minimum percentage threshold.
Observations with rare levels for a class variable are counted to calculate rare level
proportions. Rare levels that do not meet the minimum percentage threshold are
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filtered. Permissible values are real numbers from 0 to 1. The default value is 1%, or
0.01.

Maximum Number of Levels Cutoff — Use the Maximum Number of Levels
Cutoff property to determine if a class variable in a data set will be considered for
filtering. Only class variables that have fewer levels than the cutoff value are
considered for filtering.

Filter Node Train Properties: Interval Variables
Use the Filter Node Interval Variables properties to specify how you want to filter
interval variables.

You can configure and modify the following properties for the Filter Node:

Interval Variables — Click the :‘ button to the right of the Interval Variables

property to open the “Interactive Interval Filter Window” on page 381 for the data
source that you wish to filter. The interactive window is especially useful if you wish
to specify different filter methods for individual variables instead of applying the
default filtering method to all interval variables. You can use the columns in the table
to specify Filtering Method, Keep Missing Values, Filter Upper and Lower Limit,
and Report settings on a variable-by-variable basis. The Role and Level values for a
variable are displayed. You can see additional metadata information by selecting the
Label, Mining, Basic, or Statistics check boxes. You can use the Interactive Interval
Filter table to filter an interval variable for a single value by setting both the Filter
Upper Limit and Filter Lower Limit columns for that variable to the desired variable
value.

Default Filtering Method — Use the Default Filtering Method property of the Filter
node to specify the method that you want to use to filter interval variables.

*  Mean Absolute Deviation (MAD) — The Median Absolute Deviation method
eliminates values that are more than n deviations from the median. You specify
the threshold value for the number of deviations, n, in the Cutoff for MAD

property.

» User-Specified Limits — The User-Specified method specifies a filter for
observations that is based on the interval values that are displayed in the Filter
Lower Limit and Filter Upper Limit columns of your data table. You specify
these limits in the Variables table.

* Metadata Limits — Metadata Limits are the lower and upper limit attributes
that you can specify when you create a data source or when you are modifying
the Variables table of an Input Data node on the diagram workspace.

+ Extreme Percentiles — The extreme percentiles method filters values that are in
the top and bottom p™ percentiles of an interval variable's distribution. You
specify the upper and lower threshold value for p in the Cutoff Percentiles for
Extreme Percentiles property.

* Modal Center — The Modal Center method eliminates values that are more
than n spacings from the modal center. You specify the threshold value for the
number of spacings, n, in the Cutoff Percentiles for Modal Center property.

» Standard Deviations from the Mean — (default setting) The Standard
Deviations from Mean method filters values that are greater than or equal to n
standard deviations from the mean. You must use the Cutoff Percentiles for
Standard Deviations property to specify the threshold value that you want to use
for n.

¢ None — Do not filter interval variables.
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Keep Missing Values — Set the Keep Missing Values property of the Filter node to
No if you want to filter out observations that contain missing values for interval
variables. The default setting for the Keep Missing Values property is Yes.

Tuning Parameters — Click the :‘ button to the right of the Tuning Parameters

property to open the Tuning Parameters window. You use the Tuning Parameters
window to specify the tuning parameters, or cutoff values that correspond to the
robust filter methods that are available in the Default Filtering Method property.

e Cutoff for MAD — When you specify Mean Absolute Deviation as your
Default Filtering Method, you must use the MAD Cutoff property of the Filter
node to quantify n, the threshold value for the number of deviations from the
median value. Observations with interval variable values that exceed the value of
the Cutoff for MAD property are filtered. Permissible values are real numbers
greater than or equal to zero. The default value is 9.0.

¢ Cutoff Percentiles for Extreme Percentiles — When you specify Extreme
Percentiles as your Default Filtering Method, you must use the Cutoff Percentiles
for Extreme Percentiles property to specify p, the threshold value used to
quantify the top and bottom p* percentiles. Observations with interval variable
values in the extreme p™ percentiles are filtered. Permissible values are
percentages greater than or equal to 0 and less than 50. (P specifies upper and
lower thresholds, 50% + 50% = 100%.) The default value is 0.5, or 0.5%.

*  Cutoff for Modal Center — When you specify Modal Center as your Default
Filtering Method, you must use the Cutoff for Modal Center property to specify
the threshold number of spaces n. Observations with interval values more than n
spacings from the modal center are filtered. Permissible values are real numbers
greater than or equal to zero. The default value is 9.0.

*  Cutoff for Standard Deviation — Use the Cutoff for Standard Deviation
property to quantify n, the threshold for number of standard deviations from the
mean. Observations with values more than n standard deviations from the mean
are filtered. Permissible values are real numbers greater than or equal to zero.
The default value is 3.0.

Filter Node Score Properties
The following score properties are associated with the Filter Node:

Create Score Code — Set the Create Score Code property to No if you want to
suppress creation of score code by the node. The score code contains the filters that
were created during training. The default setting for the Create Score Code property
is Yes.

Filter Node Status Properties

The following status properties are associated with this node:

Create Time — displays the time that the node was created.

Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

Last Error — displays the error message from the last run.

Last Status — displays the last reported status of the node.

Last Run Time — displays the time at which the node was last run.
Run Duration — displays the length of time of the last node run.

Grid Host — displays the grid server that was used during the node run.
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» User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Interactive Class Filter Window

Introduction

Use the Filter Variables editor to specify filtering properties for class variables on a
variable-by-variable basis. You can configure and modify the Filtering Method, Keep
Missing Values, Minimum Frequency Cutoff, Number of Levels Cutoff, and Report
attributes. For details on these filtering properties, see the Filter Node “Filter Node Train
Properties: Class Variables” on page 377 Properties.

Read-only attributes for the variable's Role and Level are also displayed. Additional
read-only attributes can be displayed by selecting the Label, Mining, Basic, or Statistics
check box. The Label option displays a Label read-only attribute. The Mining option
displays the following read-only attributes: Order, Lower Limit, Upper Limit, Creator,
Comment, and Format Type. The Basic option displays the following read-only
attributes: Type, Format, Informat, and Length. The Statistics option displays the
following read-only attributes: Number of Levels, Percent Missing, Minimum,
Maximum, Mean, Standard Deviation, Skewness, and Kurtosis.

Interactive Filtering

In addition to the filtering previously discussed, the Interactive Class Filter window
provides the additional filtering method of User Specified. To interactively select values
to exclude, select a variable in the table.

» The variable distribution displayed is based on a summary data set. To generate this
data set, click Refresh Summary. Note that when the node runs, this data set gets
refreshed or created.

* To select the values to exclude, click on the various bars. The selected bars should be
outlined and shaded. Click Apply Filter to confirm your choices, and the Filtering
Method field should change to User Specified.

* Click Clear Filter to clear the specified filtered values.
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Interactive Interval Filter Window

Introduction

Use the editor to specify filtering properties for interval variables on a variable-by-
variable basis. You can configure and modify the Filtering Method, Keep Missing
Values, Filter Lower Limit, Filter Upper Limit, and Report attributes.

* Filter Lower Limit — a numeric field that can be used to define the lower limit of a
variable filter.

+ Filter Upper Limit — a numeric field that can be used to define the upper limit of a
variable filter.

You can use the Interactive Interval Filter table to keep only records for only a specified
single value of an interval variable. To keep only records for a specified value of an
interval variable, set both the Filter Upper Limit and Filter Lower Limit columns for that
variable to the desired variable value. For more details on these filtering properties, see
Filter Node “Filter Node Train Properties: Interval Variables” on page 378 Properties.

Read-only attributes for the variable's Role and Level are also displayed. Additional
read-only attributes can be displayed by selecting the Label, Mining, Basic, or Statistics
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check box. The Label option displays a Label read-only attribute. The Mining option
displays the following read-only attributes: Order, Lower Limit, Upper Limit, Creator,
Comment, and Format Type. The Basic option displays the following read-only
attributes: Type, Format, Informat, and Length. The Statistics option displays the
following read-only attributes: Number of Levels, Percent Missing, Minimum,
Maximum, Mean, Standard Deviation, Skewness, and Kurtosis.

Interactive Filtering

In addition to the standard filtering methods, the Interactive Interval Filter window
provides the additional filtering method of User Specified. To interactively select a
filtering range for a variable, select a variable in the table.

* The variable distribution displayed is based on a summary data set. To generate this
data set, click Refresh Summary. Note that when the node runs, this data set gets
refreshed or created.

* The shaded area identifies the range of values to be kept. To modify the filter limits,
you can move the sliders at the top of the graph.

* You can also enter values directly in the Filter Lower Limit and/or Filter Upper
Limit fields. After entering a value, the shaded area in the plot is updated.

* Click Apply Filter to confirm your choices, the Filtering Method field should
change to User Specified.

* Click Clear Filter to clear the filter limits.
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Filter Node Results

You can open the Results window of the Filter node by right-clicking the node and
selecting Results from the pop-up menu. For general information about the Results
window, see “Using the Results Window” on page 264 in the Enterprise Miner Help.

Select View from the main menu to view the following results in the Results window:
* Properties

* Settings — displays a window that shows how the Filter node properties were
configured when the node last ran. Use the Show Advanced Properties check box
at the bottom of the window to see all of the available properties.

* Run Status — indicates the status of the Filter node run. The Run Start Time,
Run Duration, and information about whether the run completed successfully are
displayed in this window.

¢ Variables — a table of the variables used in this node.

* Train Code — the code that Enterprise Miner used to train the node. This code
is not available when the Table to Filter property is set to All Data Sets.

« Notes — allows users to read or create notes of interest.
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* SAS Results

* Log — the SAS log of the Filter node run.
*  Output — the SAS output of the Filter node run.

*  Flow Code — the SAS code used to produce the output that the Filter node
passes on to the next node in the process flow diagram. This code is not available
when the Table to Filter property is set to Training Data.

* Scoring

* SAS Code — the SAS score code that was created by the node. The SAS score
code can be used outside the Enterprise Miner environment in custom user
applications.

*  PMML Code — the Filter node does not generate PMML code.

* Filters

* Excluded Class Variables — displays a table of all of the class variables that
were filtered from the training data set. The table provides data for class variable
role, level, train count, train percent, label, filter method, and keep missing
values.

* Limits for Interval Variables — displays a table that shows the upper and
lower limits that were established by the filter method for interval variables. The
table provides data for interval variable role, minimum, maximum, filter method,
keep missing values, and label.

* Graphs — when filters are applied, the node generates distribution plots for filtered

variables that are specified as report variables in the Class Variables or Interval
Variables property tables.

* Class Variables — display bar charts that compare the distribution of class
variables in the training data set with the filtered levels of the same variables.
Use the drop down menu to select the variable that you want to view.

* Interval Variables — display histograms that compare the distribution of
interval variables in the training data set with the filtered variables. Use the drop
down menu to select the variable that you want to view.

* Table — open the data table that corresponds to the graph that you have in focus.

*  Plot — opens the Select a Chart Type window so that you can plot the data in the

table that you have in focus.
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Input Data Node
Input Data

Overview of the Input Data Node

The Input Data node represents the data source that you choose for your mining analysis
and provides details (metadata) about the variables in the data source that you want to
use.

The Input Data node is typically the first node that you use when creating a process flow
diagram. Alternately, you can create a data set using the “SAS Code Node” on page 1167
and modify attributes using SAS programs. The Input Data node cannot be preceded by
any other nodes. You can define multiple Input Data nodes in a single process flow
diagram.

When you drag a data source on the diagram from the project, the Input Data node that
you created keeps the same variable metadata as defined in the data source. You can
modify variable attributes using the Input Data Variables Table Editor. Note that
modifying the original data source in the project tree will not affect the metadata defined
in associated input data nodes in the diagram.

By default, the data set keeps the role that was assigned when the data source was
defined. The data set role determines how the data set is used throughout the process
flow. More information on data set roles can be found in the “Input Data Node General
Properties” on page 386 .
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Input Data Node Properties

Input Data Node General Properties

The following general properties are associated with the Input Data node:

Node ID — the Node ID property displays the ID that Enterprise Miner assigns to a
node in a process flow diagram. Node IDs are important when a process flow
diagram contains two or more nodes of the same type. The first Input Data node
added to a diagram will have a Node ID of Ids. The second Input Data node added to
the diagram will have a Node ID of Ids2.

Imported Data — The Imported Data property provides access to the Imported Data
— Input Data window. The Imported Data — Input Data window contains a list of
the ports that provide data sources to the Input Data node. Select the :‘ button to

the right of the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
— Input Data window. The Exported Data — Input Data window contains a list of
the output data ports that the Input Data node creates data for when it runs. Select the
j button to the right of the Exported Data property to open a table that lists the

exported data sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Input Data Node Train Properties

The following train properties are associated with the Input Data node:

Output Type — Use the Output Type property of the Input Data node to specify the
type of output you want to generate.

* Data— If Output Type is set to Data, then Enterprise Miner generates a data
set, which is a static copy of the training table at the time that the node was run.
A copy of the table is placed in the Enterprise Miner project's workspace folder.
If your table is very large, you might want to generate a view instead,
alternatively, you can create a sample of your data.
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e View — If Output Type is set to View, then Enterprise Miner generates a data
step view of the training table.

Note: When the Output Type property is set to View, you will always get the most
up-to-date data. If your data is constantly updated, but you prefer a static view of
the data instead of viewing the latest changes, set the Output Type property to
Data.

* Role — Use the Role property of the Input Data node to specify the data set role that
indicates how you want to use the data source in your process flow diagram.

The role may be any of the following values:
* Raw — data is used as raw input to the node.
* Train (default) — data is used to fit initial models.

* Validate — used by default for model assessment. The validation data set is also
used for fine-tuning the model. The Tree and Neural Network nodes have the
capacity of over-fitting the training data set. To prevent these nodes from over-
fitting the training data set, the validation data set is automatically used to retreat
to a simpler fit than the fit based on the training data alone. The validation data
set can also be used by the Regression node for fine-tuning stepwise regression
models.

* Test — data is used to obtain a final, unbiased estimate of the generalization
error of the model.

* Score — used to score a new data set that may not contain the target.

* Transaction — the Association, Path Analysis, and Time Series nodes expect a
training data set of type Transaction.

* Rerun — The Rerun property of the Input Data node specifies whether you want to
force the node to run each time the process flow diagram is rerun. If the data source
that the node points to is refreshed, it will not be reread if the Input Data node has
already run successfully and the Rerun property is in its default setting of No. Set the
Rerun property to Yes to force the Input Data node to run with each execution of the
process flow diagram. The Yes setting causes all node results to be refreshed upon
node rerun.

* Summarize — Use the Summarize property of the Input Data node to specify
whether to compute statistics for the active metadata. If the statistics already exist,
then the statistics will be refreshed.

* Drop Map Variables — Use the Drop Map Variables property to indicate whether
you want to drop the variables created to handle a validvarname=ANY column name
when score code is generated.

Input Data Node Train Properties: Columns
* Variables — Use the Variables property to modify the properties that were defined
in the data source. Select the :I button to open a variables table. You can change

variable properties such as role, order, and level in the Variables table. You can also
use the Variables property of the Input Data node to specify Lower Limit and Upper
Limit values for numeric variables. The limits can then be used by successor nodes
(for example, to filter the data).

* Decisions — Use the Decisions property of the Input Data node to create or modify
decision data for building models based on the value of the decisions. Click the:l

button to open the Decision Processing window.
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Refresh Metadata — Use the Refresh Metadata property to refresh the metadata
that is associated with the data source table, or a user-specified table. Refresh
Metadata is useful when the data that is associated with an Enterprise Miner Data
Source has changed in structure, such as the addition of one or more previously
undefined columns. The metadata that is associated with new columns is generated
using the Enterprise Miner Advisor, according to the Advisor property option setting.
You can use the Variables Editor to modify variable attributes (such as Role and
Level) for use in new columns. The table could have new columns, deleted columns,
or columns with new attributes. The Refresh Metadata functionality lets users update
metadata specifications in a manner that resembles the steps in the Enterprise Miner
Data Source Wizard.

Advisor — Use the Basic advisor setting to specify the initial measurement levels
and roles for data mining variables that are determined using the variable attributes.
Use the Advanced advisor setting to specify the initial measurement levels and roles
for data mining variables that are determined by using both variable attributes and
variable distributions.

Advanced Options — When the Advisor property is set to Advanced, use the :‘

button to the right of the Advanced Options property to open a window that you can
use to specify variable metadata settings for your data source.

Input Data Node Train Properties: Data

Data Selection — The Data Selection property of the Input Data node enables users
to specify a working table instead of a static Enterprise Miner data source. It can be
particularly useful to use a working table instead of a data source for your input data
selection because working tables allow the data to change without needing to
redefine the data source for each change.

* Data Source — Use a previously defined Enterprise Miner 7.1 data source for
data training. (Default Setting)

* New Table — Use a working table that is associated with the data source for
data training. The user table must be compatible with specified data source
metadata. When you select User Table as the value for your Data Selection
property, you must use the New Table property to specify the name of the table
that you want to use. For example, assume an analysis based on quarterly sales
data. The sales data tables have differing names but share the same data structure.
In this case, users can choose New Table in the Data Selection property and then
simply specify the two-level table name for each quarterly sales report using the
New Table property in the New Table Options section below.

Sample — The Sample property indicates if a sample of the active data should be
performed at training time. Set this property to Yes to create a sample and No to
prevent the creation of a sample. When this property is set to Default the sample
associated with the data source will be used if it exists.

Sample Options — Use the j button to the right of the Sample Options property

to open a window that you can use to specify sampling preferences. You can sample
either a percentage of the data or a specific number of observations.

Input Data Node Train Properties: Data Source

Data Source — When the Data Selection property is set to Data Source, select the
:I button to the right of the Data Source property to open a table that you use to

specify the desired data source.
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Data Source Properties — Use the j button to the right of the Data Source

Properties to open a windows that you can use to view various properties of the data
source. The properties are ID, Sample Data Set, Size Type, Sample Size, Created By,
Create Date, Modified By, Modify Date, and Scope.

Input Data Node Train Properties: New Table

If you set the Data Selection property to New Table, you can use the New Table options
to specify information about the replacement data table. The New Table Options
properties are dimmed and unavailable if the Data Selection property is configured for
any setting other than New Table.

New Table — Use the New Table property of the Input Data node to specify the
name of the SAS table that you want to use instead of an Enterprise Miner 7.1 data
source. Type in the two level SAS name for the table. If the Data Selection Property
is not set to User Table, any information entered in the New Table property is
ignored. The default setting for the New Table property is blank.

Note: You must be sure that any table specified by the New Table property has a
library assignment. You can assign the library via the project start code or the
server start code.

Variable Validation — Use the Variable Validation property of the Input Data node
to specify the level of table data validation you want to perform when you use a new
data table with the currently existing Data Source metadata. The type of variable
validation performed controls how Enterprise Miner handles data type mismatches
between the new and old tables.

* None — Variable validation is not performed.

* Input Target — All of the input variables and all of the target variables that are
defined in the metadata must be in the new table and share the same data type
attributes.

* Input — All of the target variables that are defined in the metadata must be in
the new table and share the same data type attributes.

» Strict — All of the variables that are defined in the metadata must be in the new
table and share the same data type attributes.

New Variable Role — When you replace the table behind an existing Enterprise
Miner Data Source with a new table, use the New Variable Role property to specify
the role that Enterprise Miner should assign to new variables in the replacement table
that are not defined in the existing metadata. The new variables can be assigned a
variable type of Input or Rejected. The default setting for the New Variable Role
property is Rejected.

Input Data Node Train Properties: Metadata

Table — is the name of the data source table.

Library — is the SAS Library where the table resides.

Description — is a description of data source.

Role — specifies the role of the data in the data source.

No. Obs — indicates the number of rows in the data source.

No. Cols — indicates the number of columns in the data source.

No. Bytes — indicates the approximate files size of the data source in bytes.

Segment — indicates the segment of the data source.
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Scope — indicates whether the table exists locally or globally.

Input Data Node Status Properties

The following status properties are associated with this node:

Create Time — displays the time that the node was created.

Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

Last Error — displays the error message from the last run.

Last Status — displays the last reported status of the node.

Last Run Time — displays the time at which the node was last run.
Run Duration — displays the length of time of the last node run.

Grid Host — displays the grid server that was used during the node run.

User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Input Data Node Results

After a successful node run, you can open the Results window of the Input Data node by
right-clicking the node and selecting Results from the pop-up menu. For general
information about the Results window, see “Using the Results Window” on page 264 in
the Enterprise Miner Help.

Select View from the main menu to view the following results in the Results window:

Properties

* Settings — displays a window that shows how the Input Data node properties
were configured when the node last ran.

* Run Status — indicates the status of the Input Data node run. The Run Start
Time, Run Duration, and information about whether the run completed
successfully are displayed in this window.

* Variables — a table of the variables in the training data set. You can resize and
reposition columns by dragging borders or column headers, and you can toggle
column sorts between descending and ascending by clicking on the column
headers.

* Train Code — the code that Enterprise Miner used to train the node.
* Notes — allows users to read or create notes of interest.

SAS Results

* Log— the SAS log of the Input Data node run.

*  Output — the SAS output of the Input Data node run. The SAS output displays
a variable summary, output table attributes, and input table attributes.

*  Flow Code — the SAS code used to produce the output that the Input Data node
passes on to the next node in the process flow diagram.

Scoring
* SAS Code — is not available in the Input Data node.
*  PMML Code — the Input Data node does not generate PMML code.
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Overview of the Merge Node

Use the Merge node to merge observations from two or more data sets into a single
observation in a new data set. The Merge node is found on the Sample tab of the
Enterprise Miner node tools bar.

Data Set Requirements of the Merge Node

Data sets of types Train, Validate, Test and Score can be merged. The Merge node
supports both one-to-one and match merging and also provides users with the ability to
not overwrite certain variables (such as predicted values and posterior probabilities)
depending on how the node is configured.

Merge Node Properties

Merge Node General Properties
The following general properties are associated with the Merge node:

*  Node ID — The Node ID property displays the ID that Enterprise Miner assigns to a
node in a process flow diagram. Node IDs are important when a process flow
diagram contains two or more nodes of the same type. The first Merge node added to
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a diagram will have a Node ID of Merge. The second Merge node added to a
diagram will have a Node ID of Merge2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
— Merge window. The Imported Data — Merge window contains a list of the ports
that provide data sources to the Merge node. Select the :‘ button to the right of the

Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
— Merge window. The Exported Data — Merge window contains a list of the output
data ports that the Merge node creates data for when it runs. Select the :‘ button to

the right of the Exported Data property to open a table that lists the exported data
sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Merge Node Train Properties

Variables — Select the j button to the right of the Variables property to open the
“Merge Node Variables Window” on page 394 .

Merging — Use the Merging property to specify the type of merge that you want to
perform.

*  Match — combines observations from two or more SAS data sets into a single
observation in a new data set according to the values of common variables. All
data sets are sorted by the BY variables for match merging. You specify BY
variables in the “Merge Node Variables Window” on page 394 . The number of
observations in the new data set is the sum of the largest number of observations
in each BY group in all data sets.

*  One-to-One — (default setting) combines observations from two or more SAS
data sets into a single observation in a new data set. In a one-to-one merge, the
number of observations in the new data set is equal to the number of observations
in the largest data set.

By Ordering — Launches an editor that allows you to specify the order of the BY
variables. You can enable this option by setting the value of the Merging property to
Match.
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* Overwrite Variables — Use the binary Overwrite Variables property to specify
permission to overwrite certain variables common to data sets. The default setting for
the Overwrite Variables property is No. Setting the Overwrite Variables property to
Yes enables the Variables Group properties. You use the properties in the Variables
Group to specify which specific variables you wish to allow to be overwritten.

Merge Node Train Properties: Variables Group

The Variables Group properties are unavailable unless the Merge node Overwrite
Variables property is set to Yes. When the Overwrite Variables property is set to Yes,
use the Variables Group properties to specify which common variables you want to
permit the Merge node to overwrite.

Select the plus sign next to Variables Group in the Merge node's Property panel to view
or configure the following Overwrite Variables properties:

* Segment — overwrite segment variables in merging data sets. Enterprise Miner
ignores this setting unless the Overwrite Variables property is set to Yes. The default
setting for the Segment property is No.

» Assess — overwrite assessment variables. Enterprise Miner ignores this setting
unless the Overwrite Variables property is set to Yes. The default setting for the
Assess property is No.

* Classification — overwrite classification variables. Enterprise Miner ignores this
setting unless the Overwrite Variables property is set to Yes. The default setting for
the Classification property is No.

* Predicted or Posterior — overwrite posterior probability variables (class targets) or
overwrite predicted variables (interval targets). Enterprise Miner ignores this setting
unless the Overwrite Variables property is set to Yes. The default setting for the
Overwrite Predicted or Posterior Variables property is No.

* Residual — overwrite residual variables. Residual variables are generated when you
model class targets or interval targets and can be identified by the prefix R .
Enterprise Miner ignores this setting unless the Overwrite Variables property is set to
Yes. The default setting for the Residual property is No.

Merge Node Status Properties

The following status properties are associated with this node:
* Create Time — displays the time that the node was created.

* Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

* Last Error — displays the error message from the last run.

» Last Status — displays the last reported status of the node.

* Last Run Time — displays the time at which the node was last run.

*  Run Duration — displays the length of time of the last node run.

* Grid Host — displays the grid server that was used during the node run.

» User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.
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Use the table in the Variables — Merge window to identify cluster and stratification
variables and to specify data partitioning methods for individual variables on a one-by-
one basis. To open the Variables - Merge window, select the button to the right of the
Variables property in the Properties Panel while the Merge node is selected in the
diagram workspace. The example below uses the SAMPSIO.CUSTOMERS data set that
is used in the “Merge Node Example” on page 397 .

Bi Variables - Merge

(none) L ™ not Equalto L J

olumns: [ Label [~ Mining [~ Basic

Marne Merge Role Crveraribe Mariable Role
RLILE1 <hone:> Default Input =]
RLILE10 <none> Default nput Bir
RLILE100 <Hone:> Default Input =]
RLULE101 <hone:> Default Input =]
RLLE10Z <none> Default nput Bir
RLILE103 <Hone:> Default Input =]
RLLE104 <hone:> Default Input =]
RLILE10% <none> Default nput Bir
RLILE10G <Hone:> Default Input =]
RLLE1OY <hone:> Default Input =]
RLILE108 <none> Default nput Bir
RLILE10Y <Hone:> Default Input =]
RLULE11 <hone:> Default Input =]
RLILE110 <none> Default nput Bir
RLLET111 <Hone:> Default Input =]
RLLET11Z <hone:> Default Input =]
RLILE113 <none> Default nput Bir
Explore... Updak

You can resize the columns in the Variables — Merge window to enhance readability.
Click on a column header to toggle between ascending and descending column and table
sorts. Information in cells with a white background can be configured. Cells with grey
backgrounds are read-only.

You can highlight a variable in the table and click the Explore button to get Sampling,
distribution, and metadata information in the Explore Variable window.
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The table in the Variables - Merge window contains two columns that you can modify:

Merge Role — click the cell to specify BY variables when you are performing
Match Merging.

Overwrite Variable — click the cell to specify whether you want to overwrite this
variable during the merge.

Default — use the overwrite behavior that is specified for this variable type in
the Merge node Properties panel.

Yes — overwrite this variable during merge operations, even if the specifications
for this variable type in the Merge node Properties panel indicate otherwise.

No — do not overwrite this variable during merge operations, even if the
specifications for this variable type in the Merge node Properties panel indicate
otherwise. Variables that are not overwritten are renamed and listed in the node
output.

The Name, Role, and Level (for class variables) values for a variable are displayed as
read-only properties.

The following buttons and check boxes provide additional options to view and modify
variable metadata:

Apply — changes metadata based on the values supplied in the drop-down menus,
check box, and selector field.

Reset — changes metadata back to its state before use of the Apply button.

Label — displays the text label to be used for the variable in graphs and output.

Mining — adds columns for the Order, Report, Lower Limit, Upper Limit, Creator,
Comment, and Format Type for each variable.

Order — displays the variable order.

Report — displays the Boolean setting for creating reports.

Lower Limit — displays the minimum value for the variable.
Upper Limit — displays the maximum value for the variable.
Creator — displays the user who created the process flow diagram.
Comment — displays the user-supplied comments about a variable.

Format Type — displays the variable format type.

Basic — adds columns for the Type, Format, Informat, and Length of each variable.

Type — displays the variable type.
Format — displays the variable format.
Informat — displays the SAS Informat for the variable.

Length — displays the variable length.

Statistics — adds statistics metadata for each variable.

Explore — opens an Explore window that allows you to view a variable's sampling
information, observation values, or a plot of variable distribution.

Note: You can use a Metadata node if you need to modify any of the preceding
information about predecessor node data tables that are imported into the Merge
node.
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Setting the Merge Method

You use the Properties Panel of the Merge node to specify the merge method and
overwrite variables settings to be applied to the set of imported variables. The merge
method that you specify in the general section of the Merge Properties Panel are applied
to the set of all non-rejected variables passed to the node. Right-click on the Value cell
next to Merging to choose the merging method for your data. You can choose between
One-to-One and Match merging.

If you choose to overwrite certain variable types (Segment, Assess, Classification,
Predicted or Posterior, or Residual) or not to overwrite certain variable types, you make
those settings in the Variables Group section of the Properties Panel after setting the
Overwrite Variables property to Yes.

It is possible to override the Merge Role and Overwrite Variables setting for one or more
individual variables. You must open the Variables window where you can specify a new
Merge Role or Overwrite Variable setting.

Bi Variables - Merge

(none) L ™ not Equalto L J

olumns: [ Label [~ Mining [~ Basic

Marne Merge Role Creetwrite Mariable Role
RLILE1 <hone:> Default Input =]
RLILE10 <none> Default nput Bir
RLILE100 <Hone:> Default Input =]
RLULE101 <hone:> Default Input =]
RLLE10Z <none> Default nput Bir
RLILE103 <Hone:> Default Input =]
RLLE104 <hone:> Default Input =]
RLILE10% <none> Default nput Bir
RLILE10G <Hone:> Default Input =]
RLLE1OY <hone:> Default Input =]
RLILE108 <none> Default nput Bir
RLILE10Y <Hone:> Default Input =]
RLULE11 <hone:> Default Input =]
RLILE110 <none> Default nput Bir
RLLET111 <Hone:> Default Input =]
RLLET11Z <hone:> Default Input =]
RLILE113 <none> Default nput Bir
Explore... Updak
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Merge Node Results

After a successful node run, you can open the Results window of the Merge node by
right-clicking the node and selecting Results from the pop-up menu. For general
information about the Results window, see “Using the Results Window” on page 264 in
the Enterprise Miner Help.

Select View from the main menu to view the following results in the Results window:
* Properties

» Settings — displays a window with a read-only table of the Merge node
properties configuration when the node was last run.

* Run Status — indicates the status of the Merge node run. The Run Start Time,
Run Duration, and information about whether the run completed successfully are
displayed in this window.

* Variables — a table of the variables in the training data set.
* Train Code — the code that Enterprise Miner used to train the node.

* Notes — displays any user-supplied notes of interest, such as data or
configuration information.

*  SAS Results
* Log— the SAS log of the Merge node run.

*  Output — the SAS output of the Merge node run. The SAS output displays a
variable summary, a chart of merged table attributes, and a list of variables that
were renamed.

*  Flow Code — the SAS code used to produce the output that the Merge node
passes on to the next node in the process flow diagram.

* Scoring

* SAS Code — the SAS score code that was created by the node. The SAS score
code can be used outside of the Enterprise Miner environment in custom user
applications.

*  PMML Code — the Merge node does not generate PMML code.
» Table — opens the data table that corresponds to the graph that you have in focus.

* Plot — opens the Select a Chart plotting wizard so that you can plot the data in the
table that you have in focus.

Merge Node Example

Introduction

The following example merges customer transaction data with customer demographic
data. In the example scenario, we wish to examine clusters of customer transactions that
are based on association sequence rules and compare them to clusters that are based on
customer demographics. More analysis can be performed on the data, but it is beyond
the scope of demonstrating the functionality of the Merge node. This example merges
customer-based transaction and demographic data sets together so you can form clusters
of the purchasers' demographic data.
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The process flow diagram you build in the Merge node example will resemble the
following:
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The example assumes that you have a blank diagram open in an existing Enterprise
Miner project.

The following are the main steps to the Merge node example:

*  “Generate the Example Data” on page 398

*  “Create Enterprise Miner Data Sources” on page 399

*  “Find Association Rules for the Transaction Data” on page 407

* “Examine the Association Output” on page 409

*  “Cluster Individuals Based on Transactions” on page 410

*  “Merge the Demographic Data with the Transaction Data” on page 413

*  “Analyze Customers Based on Merged Data” on page 414

Generate the Example Data

The data used in this example is generated from data sets in the SAMPSIO samples
library that ships with SAS. The transaction data set that is created for this example is
called SAMPSIO.BUYS. The customer demographic data set that is created for this
example is called SAMPSIO.CUSTOMERS. You must submit the following SAS code
to Enterprise Miner to create the two example data sets before you can create the
Enterprise Miner data sources to use in your process flow diagram.

Open the Enterprise Miner Program Editor from the main menu by selecting View =
Program Editor. Cut and paste the SAS code which follows into the Enterprise Miner

Program Editor, and submit it by clicking the submit IE tool icon. Afterwards, use the
main menu to view the SAS Log by selecting View = Log, and ensure that the code runs
with no errors. After you verify that the code ran successfully and created the example
data sets SAMPSIO.BUYS and SAMPSIO.CUSTOMERS, move on to the step to Create
Data Sources in Enterprise Miner.

%$LET newds=SAMPSIO.BUYS ;

PROC FREQ data=sampsio.assocs noprint ;
table product / out=items; run ;
DATA items ;
length product $32 ;
SET items ;
product= "when( '" !! trim(left(product)) !! "' ) product= ' '" ;

run ;

PROC PRINT data=items ;

run ;
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DATA &newds;
length product $32 ;
SET sampsio.assocs ;

select (product) ;

when( 'apples' ) product= 'dresses' ;
when( 'artichok' ) product= 'pants' ;
when( 'avocado' ) product= 'belts';
when ( 'baguette' ) product= 'sweaters';
when ( 'bordeaux' ) product= 'socks';
when ( 'bourbon' ) product= 'ties';
when( 'chicken' ) product= 'slippers';
when( 'coke' ) product= 'gloves';
when( 'corned b' ) product= 'pajamas';
when( 'cracker' ) product= 'pants';
when( 'ham' ) product= 'coats';
when( 'heineken' ) product= 'shirts';
when( 'hering' ) product= 'blouses';
when( 'ice crea' ) product= 'hats';
when( 'olives' ) product= 'parkas';
when ( 'peppers' ) product= 'jackets';
when( 'sardines' ) product= 'umbrellas';
when( 'soda' ) product= 'monograms';
when( 'steak' ) product= 'accessories';
when ( 'turkey' ) product= 'miscellaneous';
end ;
customer id= 'cxx' !! trim(left (put(customer,best.)));
run ;

PROC SORT data=é&newds ;

by customer id ; run ;

PROC FREQ data=&newds noprint ;
table customer id / out=clist ;

run ;

DATA sampsio.customers ;
merge sampsio.dmagecr
(in=a
drop=good bad purpose history
amount savings housing depends
)
clist
(keep=customer id) ;
if a then output ;

run ;

Create Enterprise Miner Data Sources

You must associate the transaction and demographic data sets with your project by
making them Enterprise Miner Data Sources. In the Project Panel, right-click the Data
Sources folder and select Create Data Source.
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The Data Source Wizard opens to the Metadata Source page.

E-_l":_[)ata Source Wizard -- Step 1 of § Metadata Source

Select a metadata source

Saurce :

The data sources are SAS tables. Click Next to continue to the Select a SAS Table
window of the Data Source Wizard.



Merge Node 401

B4 Data Source Wizard -- Step 2 of 7 Select a 5AS Table

SAMPSIO.BUYS

_seack | x> |

Type SAMPSIO.BUYS, the name of the transaction data set, in the Table box, or use
Browse to open a file utility that you use to select the SAMPSIO library and the BUYS
dataset. After you populate the Table box, click Next. The Table Information window of
the Data Source Wizard displays a data table of properties. Click Next.

The Metadata Advisor Options window of the Data Source Wizard opens.
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B Data Source Wizard -- Step 4 of 7 Metadata Advizor Dptions

Choose the Advanced advisor and click Next. The Columns Metadata page of the Data
Source Wizard opens.
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Er':_[)ata Source Wizard -- Step b of ¥ Column Metadata
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Set the level for the variable TIME to Interval and the role to Sequence. Set the role for
the variable product to Target. Click Next. The Decision Configuration window of the
Data Source Wizard opens. Leave No selected and click Next. The Data Source
Attributes window of the Data Source Wizard opens.
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a

A Data Source Wizard -- Step 7 of 8 Data Source Attributes
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Select Transaction from the Role drop-down list, and then click Next. To complete the
creation of the BUYS data source for your project, click Finish. Now the CUSTOMERS
data source must be created.

Return to the Project Panel, right-click the Data Sources folder and select Create Data
Source.
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The Data Source Wizard opens to the Metadata Source page. Ensure that the Source is
set to SAS Table and click Next.

The Select a SAS Table window of the Data Source Wizard opens. Type
SAMPSIO.CUSTOMERS, the name of the demographic data set, in the Table box, or
use Browse to open a file utility you use to select the SAMPSIO library and the
CUSTOMERS data set. After you populate the Table box, click Next.

The Table Information window of the Data Source Wizard displays a data table of
properties. Click Next.

The Metadata Advisor Options window of the Data Source Wizard opens. Choose the
Advanced advisor and click Next.

The Column Metadata page of the Data Source Wizard opens.

E:_Data Source Wizard -- Step b of ¥ Column Metadata

e R (nonel - I_ not  |Equalto -
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. |f|:| Feigh hnput Binary Hu
[ |in stallp hnput Mominal Hu
. ok Input Nominal No
-' marital hnput Mominal Hu
||:|th Br hnput Hominal Hu
|pr|:|per1‘g.f hnput Mominal Hu
resident hnput Mominal Hu
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Show code | Explore | Refresh Surnrmary |

Confirm that the cCustomer _id variable from the DATA.CUSTOMERS data set is set to
the ID role and that the Level is set to Nominal, and click Next.

The Data Source Attributes page of the Data Source Wizard opens.
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BA Data Source Wizard -- Step 6 of 7 Data Source Attributes
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Set the Role for the CUSTOMERS demographic data set to Train and click Next. Click
Finish to complete the creation of the customers data source.

You now should have entries BUYS and CUSTOMERS in Data Sources folder in your
Project Panel.
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Find Association Rules for the Transaction Data
Now we examine associations in the transaction data set. In your Enterprise Miner
Diagram Workspace, create the following process flow diagram:

#},‘Assnciatinn ‘
ik J

Select the Association node in the Ddiagram Workspace. In the properties panel for the
Association node, in the Train properties, find the Rules property group. In the Rules
property group, find and set the Export Rule by ID property to Yes in the Properties
Panel. Leave all other properties for the Association node in their default settings.

Run the Association node by right-clicking the node in the process flow diagram and
selecting Run from the pop-up menu.

When the process flow diagram run completes, open the Association Results window.

We want to look for association rules that have relatively high confidence and relatively
low support. In the Statistics Plot scatter plot, use your mouse pointer to draw a rectangle
around the red markers for 3-item-chains that have confidence scores of greater than
50% and support scores of less than 15%. The rules that are associated with the selected
scatter plot points will also be selected in the other Association charts.
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The Association node run saves two hundred rules. To see the rules, from the Results
window menu, select View = Rules = Rules Table. The rules that were selected in the
scatter plot will be selected in the Rules Table. You can see by sorting the columns for
Confidence and Support that the selected rules all have confidence scores above 50%

and support scores below 15%.
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8 Bules Table

Chain Length | Transaction | Support(3) | Confidence(%:) ¥ | Rule Ch
Count

3 218 21.78 47 FREmonograms === pants === shirts il
3 210 20.98 95 45 sweaters === hlouses === pants Sy
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3 116 11.59 91.34umbrellas === slippers === gloves LItT
3 116 11.59 91.34umbrellas === slippers === hats LItT
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4

The output rules data set has columns for the left-hand and right-hand sides of the rule.
The rules that are selected in the plots have relatively high confidence and relatively low
support. These observations consist of sequences such as umbrellas = slippers =
gloves. In sequences, the right-hand side of the rule is always the last item in the
sequence chain. This helps us understand patterns in market baskets.

Examine the Association Output

Close the Association node Results window and return to your process flow diagram. To
view the Association node's output training data, verify first that the Association node is
selected in the Diagram Workspace. Then, in the Association node Properties panel,

select the j button to the right of the Exported Data property to open the Exported
Data — Association window.

E-_! Exported D ata - Aszociation

Port Table Raole Diaka Exis
TRAIM EMYW'S, Assoc_TRAIM Train Yes |
RULES EMW'S, Assoc_RILLES RULES Yes
TRANSACTION EMW'S, Assoc_TRAMSACTION | Transaction Yes

BREEE . Explaren., PROEErbES .
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Select the row for TRAIN and click the Explore button to open the training data set from

the Association node.

E‘_Eupmted Data - Merge

Pork Table Role Daka Exists
{EMW'S. Merge_TRAIN Train
VALIDATE EMWS . Merge_YALIDATE Yalidate Mo
TEST EMWS. Merge TEST Test Mo
SCORE EMWS . Merge SCORE acore Mo

Browse, ., Explore...

Properties. .. | 0] 4 I

The Train data set is a new table that has one row per ID value (customer) and one

column for each rule. These new columns are binary indicators with true values if the
customer has executed this rule. The training data table can be used to model customers
based on their transaction record.

Cluster Individuals Based on Transactions

The training data set from the Association node can be used to cluster customers by their

purchasing behavior as encoded in the rules variables. Add a Cluster node to your
process flow diagram:

Select the Cluster node in the Diagram Workspace. Look in the properties panel for the
Cluster node, and in the Train properties, locate the Number of Clusters property group,

. \ —

?‘—?ﬂssuciatiun luster
| LT
.

]

and set the Specification Method property to User Specify.

Run the Cluster node by right-clicking it in the Diagram Workspace and selecting Run

from the pop-up menu. When the run completes, open the Cluster Results window.
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Ten clusters are produced. The segment plots show one plot for each significant rule and
one bar for each cluster. Bars are colored by the value of the variable in the cluster. The
rules variables are all binary so the bar plots are only in two colors.

You can use a decision tree algorithm to investigate the overall variables’ importance in
discriminating the clusters. You can view the decision tree list in the Results Output
window, or from the Clustering Results window main menu, select View = Cluster
Profile = Tree.

The cluster profile Tree window opens. It is a convenient and explainable means of
investigating the clusters.
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Merge the Demographic Data with the Transaction Data
Add the CUSTOMERS data source and the Merge node to your process flow diagram as

shown below:
%—:‘,‘Assnciatinn wmster
. m ]

Herge ‘

You can leave the Merge node in its default state. Because both the CUSTOMERS and
BUYS (via Association) data tables contain an ID variable with the same name, the
Merge node joins the two tables indexing on the Customer ID field. Run the Merge
node by right-clicking it in the Diagram Workspace and selecting Run from the pop-up
menu. When the run completes, go to the Merge node Properties panel, and select the

j button to the right of the Exported Data property to open the Exported Data —
Merge window.

E:_Eupmted Data - Merge

Port Table Role Data Exists
JEMWS, Merge_TRAIN Train
VALIDATE EMWS. Merge WALIDATE Yalidake Mo
TEST EMWS . Merge _TEST Teskt Mo
SCORE EMWS.Merge_SCORE aScare Mo

Browse, ., Explare, .. Propetties. .. | ] 4 I

Select the TRAIN row and click the Explore button to view the Merge training data. The
resulting table has one row per customer ID with columns for both rules and
demographics.
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Now further analysis can be executed on both attributes; clustering by rules, and

clustering by demographics.

Analyze Customers Based on Merged Data
Add a second Cluster node to the process flow diagram, behind the Merge node as

shown:
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As with the previous Cluster node, set the Specification Method property to User
Specify.

Run the Cluster node by right-clicking it in the Diagram Workspace and selecting Run
from the pop-up menu. When the run completes, open the Cluster Results window.

The results show clusters that are based on both rules and demographics.
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Sample Node

gﬁ sample

Overview of the Sample Node
The Sample node is located in the Sample tab of the Enterprise Miner nodes toolbar.

The Sample node enables you to extract a sample from your input data source. Sampling
is recommended for extremely large databases because it can tremendously decrease
model fitting time. As long as the sample is sufficiently representative, patterns that
appear in the data as a whole will be traceable in the sample. Sampling also closes the
gap between huge data sets and human limitations.

The Sample node performs simple random sampling, nth-observation sampling,
stratified sampling, first-n sampling, or cluster sampling of an input data set. For any
type of sampling, you can specify either a number of observations or a percentage of the
population to select for the sample. If you are working with rare events, the Sample node
can be configured for oversampling, or stratified sampling. When you adjust the
frequency for oversampling, the Sample node creates (or adjusts) a frequency variable
with the sampling weights.

The Sample node writes the sampled observations to an output data set. The Sample
node saves the seed values that are used to generate the random numbers for the samples
so that you may replicate the samples. You can configure the Sample node to display
samples in a view or in a data set.

The Sample node must be preceded by a node that exports at least one Raw, Train,
Transaction, Document, Test, or Score data set. The Input Data node normally precedes
the Sample node. If there is more than one predecessor data set, then the Sample node



418 Chapter 27 + Sample Node

automatically selects one of the data sets for sampling. The other predecessor data sets
are not exported to successor nodes in the process flow.

To partition the sample into training, validation, and test data sets, follow the Sample
node with a Data Partition node. In general, any node can follow a Sample node.

Sample Node Properties

Sample Node General Properties
The following general properties are associated with the Sample node:

Node ID — The Node ID property displays the ID that SAS Enterprise Miner
assigns to a node in a process flow diagram. Node IDs are important when a process
flow diagram contains two or more nodes of the same type. The first Sample node
that is added to a diagram will have a Node ID of Smpl. The second Sample node
added to a diagram will have a Node ID of Smpl2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
— Sample window. The Imported Data — Sample window contains a list of the
ports that provide data sources to the Sample node. Select the :‘ button to the right

of the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
— Sample window. The Exported Data — Sample window contains a list of the
output data ports that the Sample node creates data for when it runs. Select the :‘

button to the right of the Exported Data property to open a table that lists the
exported data sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Sample Node Train Properties
The following train properties are associated with the Sample node:

Variables — Use the Variables table to specify the status for individual variables
that are imported into the Sample node. Select the j button to open a window

containing the variables table. You can set the Sample Role, view the columns
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metadata, or open an Explore window to view a variable's sampling information,
observation values, or a plot of variable distribution.

Output Type — Use the Output Type property to indicate if the node should create
data sets, or data step views.

Sample Method — Use the Sample Method property to specify the Sample method
that you want to use.

You can choose from the following sampling methods:

Default — When the Default method is selected, if the target variable is a class
variable, then the sample is stratified on the target variable. Otherwise, random
sampling is performed.

Cluster — When Cluster sampling is selected, samples are drawn from a cluster
of observations that are similar in some way. For example, a data miner might
want to get all the records of each customer from a random sample of customers.
If you select Cluster Sampling as your method, you must use the “Sample Node
Variables Table” on page 424 to set the Sample Role on page 424 and specify a
cluster variable. If you perform cluster sampling, the Sample node creates a data
set. Cluster sampling cannot be used to create a data view.

First N— When First N sampling is selected, the first n observations are
selected from the input data set for the sample. You must specify the quantity n
either as a percentage or as an absolute number of observations, by using the
respective properties Observations and Percentage. To enable these options, set
the Type property to Number of Observations or Percentage.

Note: The First N method of sampling can produce a sample that is not
representative of the population, particularly if the input data set is not in
random order.

Random — When random sampling is selected, each observation in the data set
(population) has the same probability of being selected for the sample,
independently of the other observations that happen to fall into the sample. For
example, if observation 1345 is randomly drawn as the first member of the
sample, we know that each member of the data set still has an equal chance of
being the second member of the sample.

Stratify — When stratified sampling is selected, you choose nominal, binary, or
ordinal variables from the input data set to form strata (or subsets) of the total
population. Within each stratum, all observations have an equal probability of
being selected for the sample. Across all strata, however, the observations in the
input data set generally do not have equal probabilities of being selected for the
sample. You perform stratified sampling to preserve the strata proportions of the
population within the sample. This may improve the classification precision of
fitted models.

Systematic — When systematic sampling is selected, the percentage of the
population that is required for the sample is computed based on the number that
you specify in the Observations or Percentage property. The tool divides 100 by
the number in the Percentage property value field to come up with a number. The
random sample process selects all observations that are multiples of this number
for the sample.

For example, if you specify a 5% sample from a population, then the random
sample process selects observations that are multiples of 100/5=20. The node
first randomly selects a start position from observations 1 through 20, and then it
selects every nth observation from that position. For example, assume
observation 10 is randomly selected as the start position. The tool then selects the
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remaining observations that are multiples of 20 (the 30th, 50th, 70th
observations, and so on).

The systematic method of sampling can produce a sample that is not
representative of the population, particularly if the input data set is not in random
order. If there is a structure to the input data set, then the systematic sample may
reflect only a part of that structure. For example, suppose the input data set
contains information from 20 zip code regions, listed in the same order
throughout the data set. In that case, a sample of every 20th observation would
contain only the observations from a single zip code region.

Random Seed — The Sample node displays the seed value used in the random
number function for each sample. The default seed value is set to 12345. Type in a
new seed directly to change the seed value. The Sample node saves the seed value
that is used for each sample so that you can replicate samples exactly.

Sample Node Train Properties: Size

Type — Use the Type property to specify the method you want to use to determine
the sample size.

*  Computed — SAS computes the sample size that is required to capture rare
events with the probability that you enter in the Pvalue field.

* Number of Observations — the sample size is determined by the number that
you enter in the Observations property value field.

* Percentage — (default setting) the sample size is determined by the percentage
number that you enter in the Percentage property value field.

Observations — When the Type property is set to Number of Observations, use
the Observations property to specify the sample size n, where n is the number of
observations to use from the input data set. Permissible values are nonnegative
integers.

Percentage — When the Type property is set to Percentage, use the Percentage
property to specify the sample size as a proportion of the input data set observations.
Permissible values for the Percentage property are real numbers greater than zero.
The default value for the Percentage property is 10.0.

Alpha — When the Type property is set to Computed, use the Alpha property

to specify the alpha value that you want to use when calculating the final number n
of observations in a sample. Permissible values are nonnegative real numbers. The
default alpha value is 0.01.

Pvalue — When the Type property is set to Computed, use the Pvalue property to
specify the p-value that you want to use when calculating the final number of
observations for a sample. Permissible values are nonnegative real numbers. The
default p-value is 0.01.

Cluster Method — When the Sample Method property is set to Cluster, use the
Cluster Method property to specify the cluster sample building method that you want
to use.

» First N— Using First N clusters sampling, the Sample node includes the first
sequential n clusters that are associated with the specified cluster variable.

*  Random — (default setting) Using simple random cluster sampling, every
cluster that is associated with the cluster variable has the same probability of
being selected in the sample, independently of the other clusters that are
associated with the same cluster variable. For example, if a specified variable
cluster 1345 is randomly drawn as the first member of the sample, we know that
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all other clusters associated with that variable still have an equal chance of being
the second member of the sample.

» Systematic — Using systematic cluster sampling, the Sample node computes the
percentage of the variable-specified clusters that are required for the sample. The
Sample node selects for the sample all matching variable clusters that are
multiples of this number.

Sample Node Train Properties: Stratified
* Criterion — Use the Criterion property to specify the sampling criterion that you
want to use during stratified sampling.

You can select from the following criteria:

* Proportional — In proportional stratified sampling, the proportion of
observations in each stratum is the same in the sample as it is in the population.

* Equal — The equal property requires the Sample node to sample the same
number of observations from each stratum. That is, the total sample size is
divided by the number of strata to determine how many observations to sample
from each stratum.

*  Optimal — With optimal allocation, both the proportion of observations within
strata and the relative standard deviation of a specified variable within strata are
the same in the sample as in the population. Usually, the within-strata standard
deviations are computed for the target variable. When you select the Optimal
stratified sampling Criterion, you must specify a Deviation Variable using the
“Sample Node Variables Table” on page 424 .

* Level Based — If Level Based is selected, then the sample is based on the
proportion captured and sample proportion of a specific level. When the
Criterion property is set to Level Based, use the Level Based Options properties
to specify parameters for the proportion captured, sample proportion, and the
level of interest.

+ Ignore Small Strata — When the Sample Method property is set to Stratify, and the
Ignore Small Strata property is also set to Yes, any stratum that has a population less
than the value n that is specified in the Minimum Strata Size property is excluded
from the sample. The default setting for the Ignore Small Strata property is No. This
option is ignored when using the Level Based stratification criterion.

*  Minimum Strata Size — When the Method property is set to Stratify, use the
Minimum Strata Size property to specify the value n for the minimum number of
observations that are required to construct a valid stratum. Permissible values are
integers greater than or equal to 1. The default value for the Minimum Strata Size
property is 5. This option is ignored when using the Level Based stratification
criterion.

Sample Node Train Properties: Level Based Options

You can configure Level Based Options when the Criterion property in the Stratified
properties group is set to Level Based. The Level Based properties specify the Level
Based stratification criterion when a single stratification variable is used. If more than
one stratification variable is used, the Level Based Options settings are ignored, and the
Criterion property in the Stratified properties group is automatically set to Proportional.

* Level Selection — Use the Level Selection property to specify the level of interest.
The available choices are Event and Rarest Level. If Event is selected, then the
level is based on the variable ordering. The default ordering is ascending for input
variables and descending for target variables.
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* Level Proportion — Use the Level Proportion property to specify the proportion of
the selected level of interest to be included in the sample.

* Sample Proportion — Use the Sample Proportion property to specify what
proportion of the sample should contain the selected level of interest.

To further illustrate Level and Sample Proportion properties, consider performing level-
based sampling from a 1000-observation training data source that has a binary target.

The training data source has the following binary target variable value distribution:

# Obs. % Obs.
TARGET=0 750 75
TARGET=1 250 25
Total 1000 100

If you create a sample using Level Based as your Criterion, and set Level Proportion =
60% and Sample Proportion = 25%, the created sample will have the following

composition:
# Obs. % Obs. Notes
TARGET=0 450 75 60% of 750 is 450
observations
TARGET=1 150 25 60% of 250 is 150
observations
Total 600 100

You can see that 150 out of 250, or 60% of the observations with the selected level of
interest (TARGET=1) from the data source are included in the sample. You can also see
that 25 out of 100, or 25% of the observations in the sample contain the TARGET=1
event.

Using the same data source, suppose you create another level based sample and set Level
Proportion = 10% and Sample Proportion 100%. The new created sample will have the
following composition:

# Obs. % Obs. Notes
TARGET=0 0 0
TARGET=1 25 100 100% of 25 is 25
observations
Total 25 100

You can see that 25 out of 250, or 10% of the observations with the selected level of
interest (TARGET=1) from the data source are included in the sample. You can also see
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that 25 out of 25, or 100% of the observations in the sample contain the TARGET=1
event.

Sample Node Train Properties: Oversampling

The following properties configure Stratified Random Sampling (oversampling)
properties. Oversampling is used most often to create models to predict rare events.
Random sampling often does not provide enough targets to train a predictive model for
rare events. Oversampling biases the sampling to provide enough target events to
effectively train a predictive model.

* Adjust Frequency — Set the Adjust Frequency property to Yes to adjust the
frequency for oversampling and create a biased stratified sample. The biased
stratified sample uses a frequency variable that contains the sampling weights to
adjust the target level proportions. If you configure the Sampling node for
oversampling and no frequency variable exists, Enterprise Miner creates one.
Oversampling is only performed when the Adjust Frequency option is set to Yes.
The extent of the adjustment depends on how biased your sample is with respect to
the input data source.

* Based on Count — Set the Based on Count property to Yes if you want to base your
frequency variable adjustment on counts. When the Based on Count property is set to
No, frequency variable adjustments are based on percentages. The default setting for
the Based on Count property is No.

* Exclude Missing Levels — Set the Exclude Missing Levels property to Yes if you
want to exclude strata where the stratification variables contain missing values.
When Exclude Missing Levels is set to Yes, the frequency variable for excluded
strata is set to 0. The default setting for the Exclude Missing Levels property is No.

Sample Node Report Properties

The following report properties are associated with the Sample node:

* Interval Targets — When set to Yes, the Interval Targets property generates
summary statistics for the interval target variables based on the sample and training
data.

* Class Targets — When set to Yes, the Class Targets property generates charts for
the class target variables based on the sample and training data.

Sample Node Status Properties

The following status properties are associated with this node:
* Create Time — displays the time that the node was created.

* Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

* Last Error — displays the error message from the last run.

» Last Status — displays the last reported status of the node.

+ Last Run Time — displays the time at which the node was last run.

*  Run Duration — displays the length of time of the last node run.

* Grid Host — displays the grid server that was used during the node run.

» User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.
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Sample Node Variables Table

In the Variables window, use the table to specify the sample role of specific variables.
You can choose the following roles: Cluster, Deviation, Stratification, None, and
Default. See “Setting the Sample Role” on page 424 for more information. If a sampling
role is dimmed and unavailable, then that sample role would not be applicable for that
particular variable.

The following are read-only attributes:

Name — displays the name of the variable

Label — displays the text label to be used for variable in graphs and output
Role — displays the variable role

Level — displays the level for class variables

Type — displays the variable type

Order — displays the variable order

Report — displays the Boolean setting for creating reports
Format — displays the variable format

Informat — displays the SAS Informat for the variable

Length — displays the length of a variable

Lower Limit — displays the minimum value for variable

Upper Limit — displays the maximum value for variable

Creator — displays the user who created the process flow diagram
Comment — displays the user-supplied comments about a variable

Format Type — displays the format type of a variable

Setting the Sample Role

If you choose cluster or stratify as the sampling method, then you can specify the
variables upon which you want to cluster or stratify in the Variables table.

To set the Sampling role:

1. Click the :I button in the Variables property value field in the Properties panel to

open the Variables table.

2. In the Variables table, click the Sample Role column of the row of the variable that
you want to set.
3. From the pop-up menu, choose Cluster, Deviation, Stratification, None or Default.
If a sampling role is dimmed and unavailable, then that sample role would be not be
applicable for that particular variable.
Sample Node Results

You can open the Results window of the Sample node by right-clicking the node and
selecting Results from the pop-up menu. For general information about the Results
window, see “Using the Results Window” on page 264 in the Enterprise Miner Help.
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Select View from the main menu to view the following results in the Results window:

Properties

» Settings — displays a window with a read-only table of the Sample node
properties configuration when the node was last run.

* Run Status — indicates the status of the Sample node run. The Run Start Time,
Run Duration, and information about whether the run completed successfully are
displayed in this window.

* Variables — displays a window with a read-only table of the Sample node
variables by Sample Role, Name, Role, and Level.

* Train Code — the code that Enterprise Miner used to train the node.
* Notes — displays any user-created notes of interest.

SAS Results

* Log — the SAS log of the Filter node run.

e Output — the SAS output of the sampling run. The output displays a variable
summary and summary statistics for class and/or interval targets in the Sample
node's output data set. The variables summary displays the variable roles, levels,
and counts. The class and/or interval target summary statistics display the
variables by value, formatted value, count, and percentage.

*  Flow Code — is not available in the Sample node.

Scoring

* SAS Code — is not available in the Sample node.

*  PMML Code — the Sample node does not generate PMML code.

Summary Statistics — The summary statistics for class and interval target variables
shows the distribution of levels for the sample and training data for class targets. The
summary statistics also provide minimum, maximum, mean, and other related
statistics for the sample and training data for interval targets. Summary statistics are
only produced for variables where the Report properties are set to Yes.

» Interval Variables — The Interval Variables summary uses the INTRVL data
set to display a table of descriptive statistics based on the sample and original
data for the interval target variables.

The statistics are:

*  Maximum — the maximum value in the range for an interval target.
*  Mean — the arithmetic mean of the values of an interval target.

*  Minimum — the minimum value in the range for an interval target.

* Non Missing — the number of non missing observations for an interval
target.

* Missing — the number of missing observations for an interval target.

» Standard Deviation — the standard deviation of the values of an interval
target.

* Class Variables — displays bar charts that compare the distribution of the class
target variables in the incoming data set with the sample data of the same
variables.
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» Table — displays a table that contains the underlying data used to produce the
selected chart. The Table menu item is dimmed and unavailable unless a results chart
is open and selected.

*  Plot — use the Graph Wizard to create ad-hoc plots based on the underlying data
used to produce the selected table. The Graph Wizard menu item is dimmed and
unavailable unless a Results chart or table is open and selected.

References

SAS Institute Inc 1998. SAS Institute Best Practices Paper: “Data Mining and the Case
for Sampling: Solving Business Problems Using SAS Enterprise Miner Software” .
Cary, NC: SAS Institute Inc.
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Overview of the Time Series Node

Over time, businesses collect large amounts of data related to the business activities and
transactions that they conduct with their customers, suppliers, and monitoring devices.
The Time Series node enables you to better understand trends and seasonal variations in
time series data, such as the buying patterns of your customers, your buying patterns
from your suppliers, or the ongoing performance of your equipment and machinery.

For example, you might have many suppliers and many customers, both with very large
sets of associated transactional data. Traditional data mining tasks become difficult
because of the size of the data set. By condensing the information into a time series, you
can discover trends and seasonal variations in the data, such as customer and supplier
habits that may not have been visible in the transactional data.

Transactional data is time-stamped data that is collected over time at no particular
frequency. By contrast, time series data is time-stamped data that is collected over time
at a specific frequency. The following table displays examples of transactional data, the
data that results from conversion to time series data, and the analysis that might be done
on the time series data.
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Table 28.1 Transactional Data Versus Time Series Data

Transactional Data Time Series Data Analysis

Internet data Web hits per hour Web hits by hour and by hour
of day

Point of Sales (POS) data Sales per month Sales per month and by

month of year

Inventory ata Inventory draws per week Inventory draws per week and
by week of month

Call Center ata Calls per day Calls per day and by day of
week
Trading data Trades per weekday Trades per weekday and by

day or week

Time Series Node Data Set Requirements

Required Variable Types
The Time Series node requires that the following roles be assigned to variables in the
data source:

* Target — you must define a single interval level target variable.

*  TimelD — you must define a single numeric interval time ID variable. The time ID
provides the time stamp information.

The following variable is optional:

*  CrossID — you can define any number of cross ID variables. A cross ID variable
must have a non-interval measurement. A cross ID variable represents a cross-
sectional dimension to the time series data.

Required Data Set Role
The data set that you analyze with the Time Series node must have a data set role of
Transaction.

Time Series Node Properties

Time Series Node General Properties
The following basic properties are associated with the Time Series node:

* Node ID — The Node ID property displays the ID that SAS Enterprise Miner
assigns to a node in a process flow diagram. Node IDs are important when a process
flow diagram contains two or more nodes of the same type. The first Time Series
node that is added to a diagram will have a Node ID of TIME. The second Time
Series node added to a diagram will have a Node ID of TIME2, and so on.

* Imported Data — The Imported Data property provides access to the Imported Data
— Time Series window. The Imported Data — Time Series window contains a list
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of the ports that provide data sources to the Time Series node. Select the :I button
to the right of the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
— Time Series window. The Exported Data — Time Series window contains a list
of the output data ports that the Time Series node creates data for when it runs.
Select the j button to the right of the Exported Data property to open a table that

lists the exported data sets.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Time Series Node Train Properties
The following train properties are associated with the Time Series node:

Variables — Use the Variables table to specify the status for individual variables
that are imported into the Time Series node. Select the j button to open a window

containing the variables table. You can set the Use property to Yes, No, or Default,
view the columns metadata, or open an Explore window to view a variable's
sampling information, observation values, or a plot of variable distribution.

Accumulation — specifies how the Time Series node accumulates time series data
set observations within each time period.

*  Total — (default setting) observations are accumulated based on the total sum of
their values.

* Average — observations are accumulated based on the means of their values.

*  Minimum — observations are accumulated based on the smallest of their values.
e Median — observations are accumulated based on the median of their values.

*  Maximum — observations are accumulated based on the largest of their values.
* First — observations are accumulated based on their first values.

« Last — observations are accumulated based on their last values.

Transformation — specifies the time series transformation algorithm that you want
the Time Series node to apply to your time series data.
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*  None — (default setting) no transformation is applied
* Log — logarithmic transformation

* Square Root — square-root transformation

» Logistic — logistic transformation

*  Box-Cox — Box-Cox transformation

Box-Cox Parameter — When the Transformation property of the Time Series node
is set to BoxCox, use the Box-Cox Parameter property to specify the Box-Cox
parameter value that you want to use. The permissible BoxCox parameter values are
real numbers from -5.0 to 5.0, with a default of 0.0.

Apply Differencing — When set to Yes, the Apply Differencing property of the
Time Series node applies differencing to the accumulated time series. The default
setting for the Apply Differencing property is No.

Difference Order — When the Apply Differencing property of the Time Series
node is set to Yes, use the Difference Order property to specify the order of
differencing that is used. Permissible values are positive integers. The minimum and
the default values of the Difference Order property are both 1.

Time Series Node Train Properties: Time Interval

Interval Selection — specifies whether the Time Series node should automatically
choose the time interval, or whether the user specifies the time interval.

* Automatic — (default) the interval selection is defined by the node.

» User Specified — the interval selection is defined by the values that you put in
the Time Interval and Length of Cycle properties.

Specify an Interval — When the Interval Selection property of the Time Series
node is set to User Defined, you must use the Specify an Interval property to specify
the SAS time interval.

*  Year — Yearly

* Semiyear — Semiannual

*  Quarter — Quarterly

*  Month — Monthly

* Semimonth — 1st and 16th of each month
*  Ten Days — 1Ist, 11th, and 21st of each month
*  Week — Weekly

*  Weekday — Daily, ignoring weekend days
* Day— Daily

*  Hour — Hourly

*  Minute — Every Minute

* Second — Every Second

Time of Day — Set the Time of Day property of the Time Series node to Yes if you
want to include the time of day in your Time Interval. The Time of Day property
setting is ignored if the Time Interval property is set to Hour, Minute, or Second. The
default setting for the Time of Day property is No.
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Seasonal Cycle Selection — Use the Seasonal Cycle Selection property of the Time
Series node to specify the selection method of seasonal cycle. The resulting length of
cycle will be applied to the Seasonal, Trend, and Seasonal Decomposition analysis
methods. When the Seasonal Cycle Selection property is set to User Specified, use
the Length of Cycle property to specify a value. When the Seasonal Cycle Selection
property is set to Default, the cycle length depends on the time interval:

* Year — 1 Cycle

* Semiyear — 2 Cycles
*  Quarter — 4 Cycles

*  Month — 12 Cycles

e Semimonth — 24 Cycles
* Ten Days — 36 Cycles
*  Week — 52 Cycles

*  Weekday — 5 Cycles
* Day— 7 Cycles

*  Hour — 24 Cycles

*  Minute — 60 Cycles

*  Second — 60 Cycles

Length of Cycle — Use the Length of Cycle property of the Time Series node to
specify the seasonal cycle length if the Seasonal Cycle Selection property is set to
User Specified. A valid value must be greater than 1.

Time Series Node Train Properties: Missing Value

Set Value — Use the Set Value property of the Time Series node to specify how you
want missing value assignments to be performed.

The choices are as follows:

*  Missing — (default setting) missing values are not changed.

* Average — missing values are imputed with the average value.

¢ Minimum — missing values are imputed with the minimum value.

*  Maximum — missing values are imputed using the maximum value.

*  Median — missing values are imputed using the median value.

* First — missing values are imputed using the first value in the time series.
* Last — missing values are imputed using the last value in the time series.

*  Previous Value — missing values are imputed using the previous value in the
time series.

* Next Value — missing values are imputed using the next value in the time
series.

» Constant — missing values are imputed using a user-specified numeric constant.
You must set the constant value in the Constant Value for Missing Observations

property.
Constant Value for Missing Observations — When the Set Value property of the

Time Series node is set to Constant, use the Constant Value for Missing
Observations property to specify the numerical value n that you want to use to
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replace missing values. Permitted values are nonnegative real numbers. The default
value is 0.0.

Time Series Node Train Properties: Analysis Method

Select an Analysis — Use the Select an Analysis property of the Time Series node
to specify the analysis method from which the Time Series node uses to generate
exported data.

The choices are as follows:

* Seasonal

* Trend

* Correlation

* Seasonal Decomposition

Transpose — Use the Transpose property of the Time Series node to transpose or
suppress transposing the rows and columns of the exported data set. Transposed data
sets are often suitable for classification. Setting the property to Yes will transpose the
rows and columns. Setting the Transpose property to No will not transpose data
positions. The default setting for the Transpose property is Yes.

Time Series Node Train Properties: Seasonal Analysis

Exported Statistics — Use the Exported Statistics property of the Time Series node
to specify the season statistics to be exported to a successor node after a seasonal
analysis. To perform seasonal analysis, the data must encapsulate more than one
seasonal cycle.

The following seasonal statistics are available:

*  Sum — (default setting) the season value is the sum of the values.
*  Mean — the season value is the mean of the values.

¢ Minimum — the season value is the minimum value.

*  Maximum — the season value is the maximum value.

e Median — the season value is the median value.

Time Series Node Train Properties: Trend Analysis

Exported Statistics — Use the Exported Statistics property of the Time Series node
to specify the trend statistic that is exported to a successor node after a trend
analysis.

The following trend statistics are available:

*  Sum — (default setting) the season value is the sum of the values.
*  Mean — the season value is the mean of the values.

*  Minimum — the season value is the minimum value.

*  Maximum — the season value is the maximum value.

* Median — the season value is the median value.

Use Default Number of Time Periods — When set to No, the Use Default Number
of Time Periods property of the Time Series node suppresses the default number of
time periods that is stored in the output data. When the Use Default Number of Time
Periods property is set to No, you must specify the number of time periods that you
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want to use in the Number of Time Periods property. The default setting of the Use
Default Number of Time Periods property is Yes.

Number of Time Periods — When the Use Default Number of Time Periods
property of the Time Series node is set to No, you must use the Number of Time
Periods property to specify the number of time periods that you want to use for your
trend analysis. The allowable values for the Number of Periods property are integers
greater than 0. The default setting for the Number of Periods property is 24.

Time Series Node Train Properties: Correlation Analysis

Exported Statistics — Use the Exported Statistics property of the Time Series node
to specify the time domain statistic that you want to be exported to a successor node.

The time domain statistic choices are as follows:

* Autocovariances

* Autocorrelations

* Normalized ACF — Normalized Autocorrelations

« Partial Autocorrelations

* Normalized PACF — Normalized Partial Autocorrelations
* Inverse Autocorrelations

* Normalized IACF — Normalized Inverse Autocorrelations
*  White Noise — White Noise Test Statistics

Use Default Number of Lags — When the Use Default Number of Lags property of
the Time Series node is set to No, the default number of lags that are stored in the
output data is overridden. You must use the Number of Lags property to specify the
number of lag periods that you want your correlation analysis to use. The default
setting for the Use Default Number of Lags property is Yes.

Number of Lags — When the Use Default Number of Lags property of the Time
Series node is set to No, the number of lag periods stored in the data is overridden.
You must use the Number of Lags property to specify the number of lags that you
want to use in your correlation analysis instead of the default lags stored in the data.
If the Use Default Number of Lags property is set to Yes, the value in the Number of
Lags setting is ignored. Permissible values for the Number of Lags property must be
positive integers greater than or equal to 1. The default value is the lesser of 24 or
three times the normal seasonal cycle.

Time Series Node Train Properties: Seasonal Decomposition

Exported Component — Use the Exported Component setting of the Time Series
node to specify which seasonal decomposition component you want to use to
perform classic seasonal decomposition on your time series data.

e Trend-Cycle

* Seasonal-Irregular

* Seasonal

* Trend Cycle Seasonal — (default setting)
* Irregular

* Seasonal Adjusted

* Percent Change Seasonal Adjusted
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* Trend

* Cycle

Type — Use the Type property of the Time Series node to specify the type of
decomposition that you want to perform on your time series data.

* Default — The default setting is Additive or Multiplicative

e Additive

*  Multiplicative

* Log Additive

* Pseudo Additive

e Additive or Multiplicative

Lambda — Use the Lambda property of the Time Series node to specify the
Hodrick-Prescott filter parameter that you want to use for trend-cycle decomposition.
Permissible values are integers greater than 0. The default value for the Lambda
property is 1600.

Use Default Number of Periods — When set to No, the Use Default Number of
Periods property of the Time Series node overrides the default number of periods
specified between the Start and End properties. Instead, the number of periods that
you specify in the Number of Time Periods property is used. The default setting for
the Use Default Number of Periods property is Yes.

Number of Time Periods — When the Use Default Number of Periods property of
the Time Series node is set to No, set the Number of Time Periods property to
specify the number of time periods to be stored in the decomposition output.

Time Series Node Status Properties
The following status properties are associated with this node:

Create Time — displays the time that the node was created.

Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

Last Error — displays the error message from the last run.

Last Status — displays the last reported status of the node.

Last Run Time — displays the time at which the node was last run.
Run Duration — displays the length of time of the last node run.

Grid Host — displays the grid server that was used during the node run.

User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Time Series Node Results

You can open the Results window of the Time Series node after a successful run by
selecting the Results button in the Run Status-Run completed window, or by right-
clicking the node in the diagram workspace and selecting Results from the pop-up menu.
For general information about the Results window, see “Using the Results Window” on
page 264 in the Enterprise Miner Help.
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Select View from the main menu to view the following results in the Results window:

* Properties

Settings — displays a window with a read-only table of the Time Series node
properties configuration when the node was last run.

Run Status — indicates the status of the Time Series node run. The Run Start
Time, Run Duration, and information about whether the run completed
successfully are displayed in this window.

Variables — a table of the variables in the training data set.
Train Code — the code that Enterprise Miner used to train the node.

Notes — allows users to read or create notes of interest.

e SAS Results

Log — the SAS log of the Time Series node run.
Output — the SAS output of the Time Series node run.

Flow Code — the SAS code used to produce the output that the Time Series
node passes on to the next node in the process flow diagram.

* Scoring

SAS Code — the SAS score code that was created by the node. The SAS score
code can be used outside of the Enterprise Miner environment in custom user
applications.

PMML Code — the Time Series node does not generate PMML code.

¢ Plots

Season — displays plots from a Seasonal analysis. By default, the plots display
the Seasonal Index as the category and the Sum as the response variable.

Trend — displays plots from a Trend analysis. By default, the plots display the
Time Index as the category and the Sum as the response variable.

Decomposition — displays plots of the seasonal decomposition statistics. The
plots use the Time Index variable as the category, and use the Time Series ID
variable as the group variable.

Correlation — displays plots of the correlation statistics. The plots use the Time
Lag variable as the category, and use the Time Series ID variable as the group
variable.

* Table — displays a table that contains the underlying data used to produce a chart.
The Table menu item is dimmed and unavailable unless a results chart is open and
selected.

*  Plot — opens the Graph Wizard to modify an existing Results plot or create a
Results plot of your own. The Plot menu item is dimmed and unavailable unless a
Results chart or table is open and selected.
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Time Series Node Output Data Sources

Output Data Sources
Depending on the analysis method selected at run time, the Time Series node can export
the following data sets:

+ TIME SEASON — the seasonal statistics for the data set.

+ TIME TREND — the trend statistics for the data set.

+ TIME OUTDS — the output training data set.

+ TIME CORRSTAT — the time domain statistics for the data set.
+ TIME DECOMP — the decomposition data set.

Viewing the Time Series Node Output Data Sources
You can view the Time Series output data sets through the Properties panel window after

the node run is complete. Select the j button to the right of the Exported Data property
in the Time Series node Properties panel. This opens the Exported Data-Time Series
window.

Time Series Node Example

Introduction
This example creates the process flow diagram shown below.

[&Time Series ‘

*  “Create the Transaction Data” on page 436
*  “Connect and Run the Time Series Node” on page 437

*  “View the Time Series Model Results” on page 437

Create the Transaction Data
Create a data source that uses the SAS sample cosmetic sales data set.

1. From the main menu, select File = New = Data Source.
Select SAS Table Import as the import type and click Next.

2
3. Enter SAMPSIO.COSMETIC in the Table field. Click Next.
4. Click Next in the Table Information window.

5

Select the Advanced radio button in the Metadata Configuration window. Click
Next.
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In the Column Metadata table, assign a role of Time ID to the MNTH_YR variable,
and change the level of the MNTH_YR variable from Nominal to Interval.

Assign arole of Target to the SALES variable. Make sure that the Level of the
SALES variable is Interval.

Assign a role of Cross ID to the variables for SKU, GROUP, and STATE. Click
Next.

In the Data Source Attributes window, enter Cosmetic Sales in the Name field.
In the Role field, click the arrow and select Transaction. Click Next.

In the Summary window click Finish.

Expand the Data Sources folder in the Project Panel and drag the Cosmetic Sales
data set to the Diagram Workspace.

Connect and Run the Time Series Node

1.

A

Select the Sample tab of the Enterprise Miner node tool bar, and drag a Time Series
node onto the diagram workspace.

Connect the Input Data Source (Cosmetic Sales) node to the Time Series node.
Use the default property settings of the Time Series node.
Right-click the Time Series node and select Run.

Click Results in the Run Status window after the node successfully runs.

View the Time Series Model Results

1.
2.

The Time Series Results window displays the seasonal plots and the Output window.

Expand the Output window. The Output window contains a summary of PROC
TIMESERIES for each combination of the levels of the Cross ID variables. In this
example, the Cross ID variables SKU, Group, and State have five, three, and five
levels, respectively. Therefore, there are 5 * 3 * 5 =75 combinations.
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38

39 CrozzID: product=54105 CroszzsID: group=i CrozsID: =
40

41 The TIMEIERIES Procedure

42

43 Variable Information

L,

45 Name SALES

46 Label Target

47 First JAN1996

5 Last DEC1995

49 Number of Obserwvations Read 36

a0

al

52 Time Series Descriptiwve 3tatistics

53

! Wariahle SALESD
55 Number of Obserwvations 36
S6 Mumber of Mizsing Obserwvations ]
a7 Minimum 42635
1= Maimum 133129
L9 Mean a000s. 81
B0 dtandard Dewviation ZZ2865.9

3. Minimize the Output window.

4. Expand the Season window.
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5. Right-click the Season plot and select Data Options.

6. In the Data Options Dialog window, select the Where tab.
7.
8
9

Click Add to display the code-generating lists.
Select CrossID: product (SKU) from the Column name drop-down list.

Select Equal to from the Operator drop-down list.

10. Open the Value field and select 54105 from the list. Click OK.
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) Data Options Dialog
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Click Apply and then click OK.

11. The resulting plot shows the time series that corresponds to SKU 54105, which was
represented by the upper set of lines in the plot.
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Association Node

i
:I* Association

Overview of the Association Node

Association Discovery

The Association node belongs to the Explore category in the SAS data mining process of
Sample, Explore, Modify, Model, Assess (SEMMA). You can use the Association node
to perform association discovery and sequence discovery.

Association discovery is the identification of items that occur together in a given event
or record. This technique is also known as market basket analysis. The databases behind
online transaction processing systems often provide the data sources for association
discovery. Association discovery rules are based on frequency counts of the number of
times items occur alone and in combination in the transaction records. An association
discovery rule can be expressed as "if item A is part of an event, then item B is also part
of the event X percent of the time."

Associations can be written using the form A ==> B, where A (or the left hand side) is
called the antecedent and B (the right hand side) is called the consequent. Both sides of
an association rule can contain more than one item.
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An example of an association rule might be, "If shoppers buy a jar of salsa, then they
buy a bag of tortilla chips." In this example, the antecedent is, "buy a jar of salsa," and
the consequent is, "buy a bag of tortilla chips." Association rules should not be
interpreted as a direct causation.

Association rules define some affinity between two or more items. Association analysis
does not create rules about repeating items, such as "if item A is part of an event, then
another item A is also part of the event X percent of the time." In association analysis, it
doesn't matter whether an individual customer buys one or multiple units of item A: only
the presence of item A in the market basket is relevant. However, Identifying creditable
associations between two or more different items can help the business technologist
make decisions such as when to distribute coupons, when to put a product on sale, or
how to present items in store displays.

Sequence Discovery

The Association node also enables you to perform sequence discovery. Sequence
discovery goes one step further than association discovery by taking into account the
ordering of the relationships among items (the rules additionally imply a timing
element). For example, rule A ==> B implies that event B occurs after event A occurs.

Here are two hypothetical sequence rules.

* Of those customers who currently hold an equity index fund in their portfolio, 15%
of them will open an international fund in the next year.

» Of those customers who purchase a new computer, 25% of them will purchase a
laser printer in the next month.

Association Performance Measurements

Definitions
Association discovery uses the following performance measures to evaluate association
rules:

Support — The level of support indicates how often the association combination occurs
within the transaction database. In other words, support quantifies the probability of a
transaction that contains both item A and item B. Support for the association rule A ==>
B can be expressed mathematically as the ratio:

transactions that contain both items A and B

all transactions

Confidence — The strength of an association is defined by its confidence factor. Given
the association rule A ==> B, the confidence for the association rule is the conditional
probability that a transaction contains item B, given that the transaction already contains
item A. Confidence for the association rule A ==> B can be expressed mathematically as

transactions that contain both items A and B

. transactions that confain item A
the ratio:
Expected Confidence — Given the association rule A ==> B, the expected confidence
for the rule is the proportion of all transactions that contain item B. The difference
between confidence and expected confidence is a measure of the change in predictive
power due to the presence of item A in a transaction. Expected confidence provides an
indication of what the confidence would be if there were no relationship between the
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items. Expected confidence for the association rule A ==> B can be expressed

r

transactions that contain item B

mathematically as the ratio: SRRSO C IS
Lift — Given the association rule A ==> B, the lift of the association rule is defined as
the ratio of the rule's confidence to the rule's expected confidence. In other words, lift is
the factor by which the confidence exceeds the expected confidence. Larger lift ratios
tend to indicate more interesting association rules. The greater the lift, the greater the
influence of an item A in a transaction has on the likelihood that item B will be
contained in the transaction. Lift can be used as a general measure of the affinity that
exists between the two items of interest.

A creditable rule has a large confidence factor, a large level of support, and a value of
lift greater than 1. Rules that have a high level of confidence, but have little support
should be interpreted with caution.

Association Performance Measurement Examples
To further illustrate these concepts, consider the following hypothetical information
from a grocery store's transaction database.

Database Transaction Detail Count
Total transactions in database 2000
Transactions containing the item "detergent” 55
Transactions containing the item "soda" 335
Transactions containing the item "chips" 450
Transactions containing the item "orange juice" 125
Transactions containing the items "detergent" and "orange juice" 35
Transactions containing the items "chips" and "soda" 150
Transactions containing the items "chips" and "detergent" 115
Tr'ansactions containing the item "chips" and "soda" and "orange 15
juice"

Now, let's calculate performance measurement statistics for some association rules.
»  What proportion of transactions contain both items "chips" and "soda"?

» Support for the association rule "chips" ==> "soda" is the ratio of transactions
that contain both chips and soda to all transactions: (150/2000) = 0.075 = 7.5%
support.

That means 7.5% of all customer transactions contain both chips and soda.

*  What is the probability that a transaction that contains the item "chips" will also
contain the item "soda"?

» Confidence for the association rule "chips" ==> "soda" is the ratio of transactions
that contain both chips and soda to transactions that contain chips: (150/450) = .
3333 =33.33% confidence.
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That means that if a customer's transaction includes chips, there is a 33.33%
chance that customer's transaction will also include soda.

* What is the expected confidence for the association rule "chips" ==> "soda"?

» The expected confidence of the association rule "chips" ==> "soda" is equal to
the ratio of transactions that contain soda to all transactions: (335/2000) = .1675
=16.75% expected confidence.

That means that 16.75% of all customer transactions are expected to contain
soda, regardless of what other items are purchased.

*  What is the lift for the association rule "chips" ==> "soda"?

» The lift for the association rule "chips" ==> "soda" is the ratio of the confidence
of the rule to the expected confidence of the rule: lift = (confidence/expected
confidence) = (.3333/.1675) = 1.99

That means that a customer whose transaction includes chips is 1.99 times more
likely to also include soda in that same transaction, as compared to customers
whose transactions does not include chips.

Association Node Data Set Requirements

Input Data Set Role

The data set that you analyze with the Association node must have a data role of
Transaction.

Input Data Format

To perform association discovery, the input data set must have a separate observation for
each product purchased by each customer, as illustrated in the following table. You must
assign the ID role to one variable and the target model role to another variable when
you create the data source.

Customer Product

Skip Hops Natural Choice Tomato Soup
Skip Hops Washington Carver Honey Ale
Mary Lamb Natural Choice Black Bean Soup
Mary Lamb Otto's Oatmeal

To perform sequence discovery, the input data set must have a separate observation for
each product purchased by each customer at each visit. In addition to assignment of ID
and target roles, you must apply a sequence model role to a time stamp variable. The
sequence variable is used for timing comparisons. It can have any numeric value
including date/time values. The time or span from observation to observation in the input
data set must be on the same scale.

Customer Visit Product

Skip Hops 1 Natural Choice Tomato Soup
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Customer Visit Product

Skip Hops 1 Brown Cow 2% Milk

Skip Hops 1 Washington Carver Honey Ale
Skip Hops 2 Lucky Dog Chow

Mary Lamb 1 Natural Choice Black Bean Soup
Mary Lamb 1 Brown Cow 2% Milk

Mary Lamb 2 Washington Carver Honey Ale
Mary Lamb 2 Otto's Oatmeal

The target variable can be a character variable or a non-interval numeric variable
(binary, nominal, or ordinal).

If your data is not in this form, you can write a SAS DATA step or PROC TRANSPOSE
step in the SAS Code node to create new a data set that contains a separate observation
for each product purchased by each customer. See “Example 1: Writing SAS Code to
Create Transaction Data” on page 466 for details.

Missing Values in the Association Node

For numeric target variables, missing values constitute a separate item or target level.
They are listed in the rules as a period. For character target variables, completely blank
values constitute a separate item. Missing character values are also listed in the rules as a
period.

All observations with missing ID values are considered a single valid transaction.
Transactions with missing sequence values are ignored entirely in a sequence analysis.

Managing Class Variables with a Large Number of Levels in the

Association Node

Enterprise Miner is designed to handle class variables that have a large number of
variable levels. In the past, analyzing data sets that contained class variables with very
large numbers of levels could exhaust memory resources or could require very large
amounts of processor time to execute. To handle such data sets gracefully, Enterprise
Miner uses a SAS macro variable called EM_TRAIN MAXLEVELS.

When the Association node processes a data set that contains variables with a very large
number of classes or levels, it compares the number of levels in class variables to two
values: the Association node class variable threshold value of 100,000, and the value
stored in the macro variable EM_TRAIN MAXLEVELS. If the number of levels in a
class variable exceeds the greater of the two values, Enterprise Miner generates an error
and halts the process flow.

To use the EM_ TRAIN MAXLEVELS macro variable to control variable levels in
transaction data with the Association node, it must be set to some value greater than the
default setting of 100,000. To set the macro variable to a new value of 120,000, for
example, type $let EM TRAIN MAXLEVELS = 120000 in the SAS Program Editor
and then submit the statement to SAS for processing. If you always want to change this
default setting, you can include the EM_TRAIN MAXLEVELS macro variable
statement in your Enterprise Miner project start code.
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Association Node Properties

Association Node General Properties
The following general properties are associated with the Association node:

Node ID — The Node ID property displays the ID that Enterprise Miner assigns to a
node in a process flow diagram. Node IDs are important when a process flow
diagram contains two or more nodes of the same type. The first Association node
added to a diagram will have a Node ID of Assoc. The second Association node
added to a diagram will have a Node ID of Assoc2, and so on.

Imported Data — The Imported Data property provides access to the Imported Data
— Association window. The Imported Data — Association window contains a list of
the ports that provide data sources to the Association node. Select the :‘ button to

the right of the Imported Data property to open a table of the imported data.

If data exists for an imported data source, you can select the row in the imported data
table and click one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data source. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Exported Data — The Exported Data property provides access to the Exported Data
— Association window. The Exported Data — Association window contains a list of
the output data ports that the Association node creates data for when it runs. Select
the j button to the right of the Exported Data property to open a table that lists the

exported data sets.

If data exists for an exported data set, you can select the row in the table and click
one of the following buttons:

* Browse to open a window where you can browse the data set.
« Explore to open the Explore window, where you can sample and plot the data.

* Properties to open the Properties window for the data set. The Properties
window contains a Table tab and a Variables tab. The tabs contain summary
information (metadata) about the table and variables.

Notes — Select the j button to the right of the Notes property to open a window

that you can use to store notes of interest, such as data or configuration information.

Association Node Train Properties
The following train properties are associated with the Association node:

Variables — specifies the properties of each variable in the data source that you
want to use. Select the j button to the right of the Variables property to open a

variables table. You can set the variable status to either Yes, No, or Default in the
table.

Maximum Number of Items to Process — Use the Maximum Number of Items to
Process property to specify the upper limit on the number of items, or the maximum
number of levels (items) of the target variable that you want to allow the Association
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node to process. Permissible values for the Maximum Number of Items to Process
property are integers greater than 2. The default setting for Maximum Number of
Items to Process is 100,000.

Rules — Use the Rules property of the Association node to configure and transpose
individual association rules in the Rules Selector window. The “Association Node
Rules Selector” on page 465 window uses the Association node rules table. The
Association rules table is created after a successful Association node run. The Rules
Selector window cannot be opened until the node has been run. To open the Rules
Selector window after a successful node run, select the Association node in the
process flow diagram, then locate the Rules property in the Properties Panel. Select
the j button in the right column of the Rules property to open the Rules Selector

window.

Association Node Train Properties: Association

Maximum Items — Use the Maximum Items property to specify the maximum size
of any given item set that you want to consider in an association. For the example,
the default value of 4 items indicates that up to four-way associations are performed.
The minimum number of Maximum Items is 1. Permissible values are non-negative
integers. If you set Maximum Items to 1 and your data source does not contain a
sequence variable, then Maximum Items is reset to 2.

Minimum Confidence Level — Use the Minimum Confidence Level property to
specify the minimum confidence level that you want to meet in order to generate a
rule. The default level is 10%. If you are interested in rules that have a certain level
of confidence, such as 50%, then it is to your advantage to set the minimum
confidence to this level. Otherwise, the node can generate too many rules.
Permissible values are real numbers between 0 and 100. The default frequency is
10%.

Support Type — Use the Support Type property in the association group to specify
whether the association analysis should use the count support or the percentage
support. The default support type setting is Percent.

Support Count — When the Association Support Type property is set to Count, use
the Support Count property to specify the minimum level of support to claim that
items are associated (that is, occur together in the database). Permissible values are
integers between 0 and 100. The value in this field is expressed as a count value.
Because the theoretical number of item sets can grow very fast, your system can run
out of disk and/or memory resources. For example, with 50 different items, you have
1,225 potential 2-item sets and 19,600 3-item sets. With 5,000 items, you have over
12 million 2-item sets. You might want to set the support level to a higher number to
reduce the item sets to a more manageable number. The default setting for the
Support Count property is 1.

Support Percentage — When the Support Type property is set to Percentage, use
the Support Percentage property to specify the minimum level of support to claim
that items are associated (that is, occur together in the database). Permissible values
are real numbers between 0 and 100. The support percentage figure that you specify
refers to the proportion of the largest single item frequency, and not the end support.
The default frequency is 5%.

Association Node Train Properties: Sequence

Chain Count — Use the Chain Count property to specify the maximum number of
items that can be included in a sequence. Permissible values are positive integers
between 2 and 10. The default value is 3. If you specify a number for the Chain
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Count property that is larger than any chain that is found in the data, then the chain
length in the results will be smaller than the value you specified.

Consolidate Time — Use the Consolidate Time property to specify whether
consecutive visits to a location over a given interval can be consolidated into a single
visit for analysis purposes. For example, a customer goes to the store at 7:00 AM to
buy eggs and bacon (the unit of measure is an hour). She returns to the store at 1:00
PM to buy several other items. She makes an additional visit at 9:00 PM to buy cold
medicine and a box of tissues. She returns to the store two days later at noon to buy
orange juice, chicken noodle soup, and more cold medicine. In this example, the
sequence variable (VISIT) has 4 entries. If you want to perform sequence discovery
on a daily basis, then you would need to enter 24 hours in the Consolidate Time
property. This would enable multiple visits on the same day to be consolidated as a
single visit. Permissible Consolidate Time values are real numbers larger than 0.

Maximum Transaction Duration — Use the Maximum Transaction Duration
property to define the maximum transaction window length. By default, all possible
sequences are identified. If you want to be restricted to a particular time limit, you
can specify the transaction window length; for example, printers bought within three
months after a PC purchase. Permissible Maximum Duration property entries are real
numbers larger than 0.

Support Type — Use the Support Type property in the sequence group to specify
whether the sequence analysis should use the count support or the percentage
support. The default support setting is percentage support.

Support Count — When the Sequence Support Type property is set to Count, use
the Support Count property to specify the minimum level of support for a sequence
in the sequence analysis. If a sequence in the database has a count that is less than
the specified value, then that sequence is excluded from the output data set. The
default setting for the Support Count property is 1.

Support Percentage — When the Sequence Support Type property is set to
Percentage, use the Support Percentage property to specify the minimum level of
support for a sequence in the sequence analysis. If a sequence has a frequency that is
less than the specified percentage of the total number of transactions in the database,
then that sequence is excluded from the output data set. Permissible values are real
numbers between 0 and 100. The default frequency is 2%.

Association Node Train Properties: Rules

Number to Keep — Use the Number to Keep property to define the maximum
number of rules that you want to keep for the results. The default setting is 200 rules.
Choices include settings for 50, 100, 200, 500, 1,000, 2,000, 5,000, and 10,000 rules.

Sort Criterion — Use the Sort Criterion property to specify the statistic that you
want to use to sort the generated rules. The default sort criterion for an association
analysis is the lift statistic. The default sort criterion for a sequence analysis is the
support statistic. The available statistic settings are Default, Confidence, Count,
Expected Confidence, Lift, and Support.

Number to Transpose — Use the Number to Transpose property to control the
number of rules that will be transposed and used to create the train data set (Rule By
ID data set). The default setting is 200 rules. Choices include settings for 50, 100,
200, 500, 1,000, 2,000, and 5,000 rules.

Export Rule by ID — Set the Export Rule by ID property to Yes if you want to
export the Rule-by-ID Data and to display the “Rule Description Table” on page
461 in the Results window. The default setting for this property is No.
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* Recommendation — Use the Recommendation property to specify that scoring is
done only for recommendations. If you want to determine which rules are met for a
given ID, then you should not use this property. The default setting is No.

Association Node Status Properties
The following status properties are associated with this node:

* Create Time — displays the time that the node was created.

* Run ID — displays the identifier of the node run. A new identifier is created every
time the node runs.

» Last Error — displays the error message from the last run.

» Last Status — displays the last reported status of the node.

* Last Run Time — displays the time at which the node was last run.

*  Run Duration — displays the length of time of the last node run.

* Grid Host — displays the grid server that was used during the node run.

» User-Added Node — specifies if the node was created by a user as a SAS Enterprise
Miner extension node.

Sequence Analysis Settings That Affect Computing Resources

The SAS algorithm behind the Associations node is active during both association
analysis and sequence analysis. Before a sequence analysis can be performed, the PROC
ASSOC algorithm performs a combinatorial analysis of the submitted variables, and acts
as a filter to generate the item set, also called the candidates list. The item set is a list of
the combinations of items that will be used during sequence analysis.

When specifying Association node properties for a sequence analysis model, support
properties should be configured in both the Association group and the Sequence group of
the Association node Train properties. To overcome computing resource constraints,
some sequence analysis models that have large numbers of combinations may need to
increase the values of the default support levels in the Association property settings

group.

The Association support and Sequence support property settings are interrelated. When
you increase the minimum support for the associations analysis, there will be less
candidates to consider for the sequence analysis.

Association Node Results

General Information

You can open the Results window of the Association node by selecting the Results
button in the Run window that appears immediately after a successful Association node
run. You can also right-click the Association node in the process flow diagram and select
Results. For general information about the Results window, see “Using the Results
Window” on page 264 in the Enterprise Miner Help.

The plots in the results of association and sequence analyses are based on a subset of the
association rules that were created.
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Association Node Results Window Main Menu
Select View from the main menu to view the following results in the Results window:

* Properties

* Settings — displays a window with a read-only table of the Association node
properties configuration when the node was last run.

¢ Run Status — indicates the status of the Association node run. The Run Start
Time, Run Duration, and information about whether the run completed
successfully are displayed in this window.

* Variables — a table of the variables in the training data set. You can resize and
reposition columns by dragging borders or column headers, and you can toggle
column sorts between descending and ascending by clicking on the column
headers.

* Train Code — the code that Enterprise Miner used to train the node.
*  SAS Results
* Log— the SAS log of the Association node run.

*  Output — the SAS output of the Association node run. The output displays the
summary statistics for the original partitioned data set and for each resulting
partition.

*  Flow Code — the SAS code used to produce the output that the Association
node passes on to the next node in the process flow diagram.

* Scoring

*  SAS Code — the SAS score code that was created by the node. The SAS score
code can be used outside of the Enterprise Miner environment in custom user
applications.

*  PMML Code — the PMML Code on page 47 that was generated by the node.
The PMML Code menu item is dimmed and unavailable unless PMML is
enabled on page 47 .

* Rules
* Rule Matrix — opens the “Rule Matrix and Rules Table” on page 455 window.
» Statistics Line Plot — opens the “Statistics Line Plot” on page 456 window.
» Statistics Plot — opens the “Statistics Plot” on page 457 window.

* Confidence Plot — opens the “Confidence Plot” on page 458 window for an
association analysis. This menu item is not available for a sequence analysis.

* Rule Description — opens the “Rule Description Table” on page 461 window.

* Rules Table — opens the “Rules Table” on page 459 that contains information
about the association rules that are generated. The contents of the Rules table is
similar to the Rules Output Data Set.

* Link Graph — opens the “Link Graph” on page 462 window.

* Table — displays a table that contains the underlying data used to produce a chart.
The Table menu item is dimmed and unavailable unless a results chart is open and
selected.

*  Plot — opens the Graph Wizard that you can use to modify an existing Results plot
or create a Results plot of your own. The Plot menu item is dimmed and unavailable
unless a Results chart or table is open and selected.
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Results Graphs and Tables

General Information
The Association node Results window produces the following graphic plots and tables
that are useful for Association results interpretation.

* “Rule Matrix and Rules Table” on page 455
» “Statistics Line Plot” on page 456

» “Statistics Plot” on page 457

*  “Confidence Plot” on page 458

*  “Rule Description Table” on page 461

*  “Rules Table” on page 459

* “Link Graph” on page 462

You can modify and enhance Results graph attributes, whether you want to graphically
explore effects of different variable roles, add or change response variables, or modify

graph attributes to emphasize particular results or enhance appearance for presentation

purposes.

For more information about manipulating plot variable roles and response variables, see
the Data Options Dialog on page 278 topic in the Enterprise Miner User Interface Help.
For more information about modifying individual plot attributes, see the section on the
Graph Properties window on page 280.

Rule Matrix and Rules Table

Association rules are made up of a left-hand item and one or more right-hand items. The
left-hand item is called the Left Hand of Rule. The right-hand items are called the Right
Hand of Rule. The rule matrix displays a grid plot of the items in the Left Hand of Rule

on the Y-axis and the items in the Right Hand of Rule on the X-axis.
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Rule Matnx
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A data point in the plot corresponds to a transaction rule. The ToolTip displays the rule
and the Confidence (%) value of the rule when you position the mouse pointer over a
selected data point.

The data underlying the rule matrix plot can be viewed in the “Rules Table” on page
459 .

Statistics Line Plot

The statistics line plot displays a line plot of various values for each rule on the Y-axis.
Here is an example of the statistics line plot.
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Statistics Line Plot
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The X-axis represents the values of Rule Index.

+ Lift — is not available in a sequence analysis.

* Expected Confidence (%) — is not available in a sequence analysis.
* Confidence (%)

* Support (%).

The Statistics Line Plot and Rule Matrix windows are linked. When you select a data
point in the rule matrix, the associated data points in the statistics line plot are
highlighted.

The data underlying the statistics line plot can be viewed in the “Rules Table” on page
459 .

Statistics Plot

The statistics plot displays a scatter plot of Support (%) on the Y-axis versus Confidence
(%) on the X-axis. The points are colored either by the number of items (association) or
the chain size (sequence). Here is an example of the statistics plot.
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Statistics Plot
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The X-axis and Y-axis represent the Confidence (%) and the Support (%), respectively.

The data underlying the statistics histogram can be viewed in the “Rules Table” on page
459 .

Confidence Plot

The confidence plot is available for an association analysis only.

The confidence plot displays a scatter plot of Confidence (%) on the X-axis versus
Expected Confidence (%) on the Y-axis. If the confidence values are close to the
expected confidence, the data points will be close to a 45-degree line that starts from the
origin. Here is an example of the confidence plot.
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Confidence Plot
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The data underlying the confidence plot can be viewed in the “Rules Table” on page
459 .

Rules Table

The rules table displays the information about the association rules that are generated in
the node. The rules table contains the underlying data that is used to generate the rule
matrix plot, statistics line plot, statistics plot, and the confidence plot.

To view the rules table while any of the above plots are open, click the plot to select it.
Then, from the Results window main menu, select View = Table.
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Table: Confidence Plot

Tran=saction Fule Left Hand of Rule
Count

80.00sardines & apples === peppers & avocado  sardines & apple
80.00peppers & avocado === sardines & apples  peppers & avoca

116.00ice_crea & chicken === sardines & coke ice_crea & chicke
116.00=sardines & coke === ice_crea & chicken sardines & coke
96.000Ice_crea & hourbon === turkey & coke ice_crea & hourb
96.00turkey & coke === ice_crea & hourbon turkey & coke
116.00=sardines & ice_crea === coke & chicken sardines & ice_cl
116.00coke & chicken === gsardines & ice_crea coke & chicken

91.00=ardines & baguette === peppers & avocado  sardines & bhagus
81.00peppers & avocado === sardines & baguette peppers & avoca
80.00sardines & avocado === peppers & apples  sardines & avoca
90.00peppers & apples === sardines & avocado peppers & apple:
96.00turkey & ice_crea === coke & bourbon turkey & ice_crea
86.00coke & bourbon === turkey & ice_crea coke & bourhon

90.00=ardines & peppers === avocado & apples sardines & pepp
80.00avocado & apples === sardines & peppers  avocado & apple:
80.00sardines & baguette === peppers & apples  sardines & bagus
90.00peppers & apples === sardines & baguette  peppers & apple:

Kl |

Alternately, you can open the rules table without using a plot by selecting View = Rules
= Rules Table from the Results window main menu. You can right-click any column
cell in the Rules table and select Show Variable Names to change the column headers
from the default descriptive variable labels to the variable names that are used in SAS
code. To restore variable labels from variable names, right-click any column cell and
select Show Variable Labels.

The rules table contains the following columns:

Relations — the number of items in the rule.

Expected Confidence (%) — the percent of expected confidence, which is the
number of transactions that satisfy the right-hand side of the rule divided by the total
number of transactions.

Confidence (%) — the percent confidence, which is the number of transactions that
satisfy the rule divided by the number of transactions that satisfy the left-hand side of
the rule.

Support (%) — the percent support, which is the percentage of the total number of
transactions that qualify for the rule.

Lift — the lift ratio, which is the percent confidence divided by the percent expected
confidence.
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e Transaction Count — the number of transactions that meet the rule.
* Rule — the text of the rule, for example, A & B==>C & D.

* Left Hand of Rule — identifies the left side of the rule, where the rule is expressed:
_LHAND ==> RHAND.

» Right Hand of Rule — identifies the right side of the rule, where the rule is
expressed: LHAND ==> RHAND.

* Rule Item 1 — individual items that make up the rule. Rule item 1 is the first item of
the left-hand side.

* Rule Item 2 — individual items that make up the rule. Rule item 2 is the second
item of the left-hand side.

* Rule Item 3 — individual items that make up the rule. Rule item 3 is the arrow ==>.

* Rule Item 4 — individual items that make up the rule. Rule item 4 is the first item of
the right-hand side.

* Rule Item 5 — individual items that make up the rule. Rule item 5 is the second
item of the right-hand side.

* Rule Index — an integer value that is used to uniquely identify each rule.

* Transpose Rule — a binary value that indicates whether the rule was transposed to
create the Rule By ID data set that is to be used as training data.

Rule Description Table
The rule description table displays the rules and the map ID for each rule. The rule map
ID corresponds to the rule index number that is displayed in the rules table.
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EE Hule deszcription

map

Rule

RLILE1
RLILEZ
RLILES
RLILE4
RLILES
RLILEER
RLILEY
RLILES
RLILES
RLILE10O
RLUILE11
RLULE1Z
RLILE13
RLILET4
RLULE1S
RLILE1E
RLUILET7
RLUILE1S
RLILE1S
RLUILEZ0
RLUILE21
RLULEZZ

sardines & apples ==+ peppers & avacado
peppers & avocado === sardines & apples
ice_crea & chicken === sardines & coke
sardines & coke === ice_crea & chicken
ice_crea & bourbon === furkey & coke

turkey & coke === ice_crea & hourbon
sardines & ice_crea === coke & chicken
coke & chicken === sardines & ice_crea
sardines & haguette === peppers & avocado
peppers & avocado === sardines & haguette
sardines & avocado === peppers & apples
peppers & apples === sardines & avocado
turkey & ice_crea === coke & hourhon

coke & hourbon === turkey & ice_crea
sardines & peppers === avocado & apples
avocado & apples === sardines & peppers
sardines & haguette === peppers & apples
peppers & apples === sardines & haguette
sardines & avocado === peppers & haguette
peppers & baguette === sardines & avocado
turkey & coke === olives & ice_crea

olives & ice_crea === turkey & cake

A

Link Graph

The link graph displays association results by using nodes and links. The default size and
color of a node indicates the transaction counts in the Rules data set. Larger nodes have

greater counts than smaller nodes. The color and thickness of links between nodes

indicate the confidence level of a rule. The thicker the links are, the higher confidence

the rules have.

The link graph sometimes shows too many nodes and links to display them clearly. Here
is an example that was created using SAMPSIO.ASSOCS and with the Association node
Chain Count property set to 6:
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Link Graph M =]

borde aux

turey ice_crea

To make the link graph easier to read, you can create a WHERE clause to display a
subset of the nodes and their links. Suppose that you want to select the nodes that
contains the item coke only. You right-click in the link graph and select Data Options.
In the Data Options window, select the Where tab. Use the Where tab to create a
WHERE clause that selects nodes where label contains coke, then click the Apply and
OK buttons.

mt Data Options Dialog

= J Canstellation : Yarighles Where ISDr‘ting I RD"ESI
- # Links
Calumn name: Operatar
IITEr-.-1 v | I ret ICl:untains
Apply Cuztom | [elete | Rezet |

When you return to the link graph, it displays only nodes that contains the item coke.
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Link Graph _ 3]

cioke

If you want to manipulate more of the properties of the graphic elements in the link
graph, right-click inside the plot and select Graph Properties again from the pop-up list.

The Properties window contains three tabs that you can use to customize your link graph
plots.

The Graph tab of the Properties window has a Style section that has style options in a
drop-down menu. The Graph tab also contains a check box that you can use to toggle
the chart tips setting on and off.

The Nodes tab of the Properties window has sections that you can use to customize
the way that nodes are displayed in your link graph. You can modify the layout, size,
and shape of your link graph. The layout section allows you to specify auto layout
options, or a user layout. The Size section enables you to increase the default size of
the nodes. The Shape section enables you to change the displayed node shape to
squares, diamonds, circles, triangles, or only labels. The Nodes tab also contains
check boxes that you can use to map color from data values, and toggle the display
of node labels in the link graph on and off.

The Links tab of the Properties window has three sections that you can use to
customize the way node links are displayed in your link graph. You can specify a
width that is fixed, or one that is mapped from data values. You can specify whether
to show the threshold slider. When this option is selected you can use it with a scroll
bar at the bottom of your link graph. It will show the links that satisfy the specified
threshold that you specify. If the threshold slider is selected, you can choose to scale
link values. The Link visibility section allows you to specify how the Link graph
should display links. You can show all links, or show only those links that lead to a
node, away from a node, or are among nodes. Check boxes also allow you to specify
whether you want to map color from data values, be able to select links, or show
links in a directed format. To see how these options work, try deselecting Show all
links, and only select Show links out of selection. Select Show Directed Links.
Then click Apply, and OK. Now click a node in your link graph.
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Association Node Rules Selector

Enterprise Miner provides a tool called the Rules Selector. The Rules Selector is an
interactive window for the Association node that allows users to decide which of the
generated association rules should be transposed. The Rules Selector window is not
available until after the Association node has successfully run.

To open the Rules Selector window after a node run, ensure that the Association node is
selected in the process flow diagram, then locate the Rules property in the Association

node's Properties Panel. Select the j button in the right column of the Rules property
to open the Rules Selector window.

B4 Rules Selector

Transpose valle I ;I

Confidence(%]) | Support() | Lift |Transactiun Cuunt| Rule |Left Hand of Rule | Ris
v0.249 2188 238 220ice_cre...ice_crea coki
7432 2188 238 220coke =... coke ice_
a8.13 .08 1.9 211 avacad... avocado artic
F9.18 208 19 211 adicho... artichok awnl
49 BB 1469 168 147 sardin... =ardines cok
49 BB 1469 168 147 coke =... coke SAr
51.493 11.79 1.EB 118steak=... steak app
ar.ag 11.79 1.EB 118apples ..apples ste:
4B.72 2208 185 21 olives ... olives turk
¥a.049 2208 1645 221 turkey ... turkey olive
48.24 15.08 1.63 1581ice_cre...ice_crea Sarr
a1.01 15.08 1.63 151 sardin... sardines ice_

Kl |

. Rules |v| Link: Flat |v|

Subset O

You can select individual or multiple association rules to transpose in the Rules tab of
the Rules Selector window. Click individual rows to select them. You can also batch-
select successive rows using <SHIFT>-click and non-successive rows using <CTRL>-
click. Use the Transpose Value list box to choose Yes or No as your transpose setting.
Click Subset to open the Rules Selector Where Builder window if you want to create a
subset of your rules list. You can view rule changes graphically by examining the Link
Plot tab. Select OK to accept or Cancel to negate association rules transpositions that
were made in the Rules Selector window.
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Association Node Output Data Sources
The Association node passes the following data source to the successor node:

* Rules (<libref>.ASSOC_Rules) — lists the first 200 rules that are found in a
analysis.

* Transaction — the input transaction data for the Association node.

Association Node Examples

Example 1: Writing SAS Code to Create Transaction Data

The Association node requires a transaction data set as the input. In a transaction data
set, each observation represents a product that a customer purchased. However, it is very
likely that your data is not in this format and not ready to be analyzed. This example
shows you how to use SAS Code to transform your data set if the data is already in one
of the following formats.

* Each observation corresponds to multiple items that a customer purchased over a
period of time.

» Each observation corresponds to multiple items that a customer purchases at a visit.

The SAS code in the example creates a time-stamped variable. If you want to perform an
association analysis that does not require a time-stamped variable, change the role of the
time-stamped variable to rejected.

This Association node example assumes that you have already created and opened both a
project and a diagram to contain this example. This example uses a Project named Assoc
and a diagram named Example 1. For additional information about how to create a
project, see Creating a New Project on page 242 . For information about how to create a
diagram, see Create a New Project Diagram on page 246 .

1. You will store the association data that you generate for this example in the project
directory that you created for this example. To find the path to your project directory,
select your project in the Project Navigator, and write down the value for your Path
property. This example uses the path C: \EM\EM_Projects\smith\Assoc. Your
path will be different.

1]
|:| Data Sources
|:| Diagrams
BT Model Packages

P %
Property Value

Mame Bssoc
Project Start Code
Created 5/4/11 11:26 AM
SErver SASApp - Logical Workspace Server
rid Available Mo
Path C\EMYEM_Projectsismithlassoc
Metadata Folder Path  fHeasRaldace Seith Dichord © Aoans
Max. Concurent Tode CHEMMEM_Projects‘smith*Assoc [

F
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Open the Program Editor window by selecting from the main menu View =
Program Editor. Copy and paste the code below into your Program Editor window.

You will need to modify the code so the opening LIBNAME assignment references
your project directory.

In the Program Editor window, locate the initial LIBNAME statement and replace
the text, c: \EM\EM_Projects\smith\Assoc with the path to your project
directory. Be sure to keep the single quote marks around your path specification.

/***% LIBNAME Assignment ***/
libname assocs 'c:\EM\EM Projects\smith\Assoc';

/*** Part 1: Generating Data Set TEST1 ***/

DATA assocs.testl;

input customer iteml $ item2 $ item3 $
item4 $ item5 $ itemé $ item7 $;

DATALINES;

1 herring corned b olives ham turkey
bourbon ice cream

2 baquette soda herring cracker heineken
olives corned b

3 avocado cracker artichok heineken ham
turkey sardines

run;
/*** Part 2: Creating Data for Association Analysis **%/

PROC TRANSPOSE
data=assocs.testl
out=assocs.assocsl;

var iteml-item7;
by customer;

run;
/*** Part 3: Creating Data for Sequence Analysis ***/

DATA assocs.sedql;
set assocs.testl;
array item(7) iteml-item7;
customer=0;

do time=1 to 7;
customer+1l;
product=item(time) ;
output;

end;

drop iteml-item7;

run;
/*** Part 4: Generating Data Set Test2 ***/

DATA assocs.test2;
input customer time iteml $ item2 $ item3 $
item4 $;
datalines;
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herring corned b olives .

ham turkey bourbon ice cream
baquette soda .

herring cracker heineken olives
corned b .

avocado cracker artichok heineken

w W N NN R
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ham turkey sardines .
run;
/*** Part 5: Creating Data for Sequence Analysis ***/

PROC TRANSPOSE
data=assocs.test2
out=assocs.seq2 (rename= (coll=product)
drop=_name_
where= (product is not missing));

var iteml-item4;
by customer time;

run;
Use Actions = Run to run your code in the Program Editor.

If you correctly updated the LIBNAME statement and submitted the code, you
generated the data sets required for this example.

2. You need to put the LIBNAME statement you customized in Step 1 in your project
start-up code to complete this example. Select the project name in your Project panel,
then select the ellipsis button :I to the right of the Project Start Code property to

open up the Project Start Code window.

E||:| Data Sources
E||:| Ciagrams

@1 Example 1

I:l Model Packages

S
Property Value
Mame Assoc
Project Start Code
Created 5/4f11 11:25 AM

Project Start Code
Code which is executed whenever this project is opened.

Path IC:\EM'EM_Projectssmith\Assoc
Metadata Folder Path  [User Folders/Smith, Richard 5. [Assoc
Max. Concurrent Tasks Default

F %

Copy and paste your LIBNAME statement (with your unique project directory path)
in the Project Start Code window. This example uses a LIBNAME statement to with
the path C: \EM\EM_Projects\smith\Assoc. Your LIBNAME statement

should be different, and should instead contain the path to your project directory.
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Enter code to execute when this project is opened or a node is run. Enter
SAS OPTIONS statements, LIBMAME statements, TITLE statements and
ather code that will affect the environment of the 345 code submitted by
Enterprise Miner.

1 libname assocs ‘or \EM\EM DIrojects'\smith\dssoc':

" Code |~ tea [~]

Run Mow |

| | oK I Cancel

After entering your custom LIBNAME statement, click the Run Now button, then
click the OK button. Your Enterprise Miner project now knows where files
associated with the assocs library are located.

L]
=
=i
=l

. To view the data sets that you generated, use View = Explorer from the Enterprise
Miner main menu to open the SAS Explorer. The SAS Explorer allows you to view
the libraries and data sets that are associated with your project. Open the Assocs
folder to verify that your data sets were created.

(N Explorer S [=] E3

[T Show Project Data Get Details |
SAS Libraries = I Type I
- [a)) m Table
-z Autodata Tahle
J Dtcubes Tahle
B2 Maps Table
&= Mapsafk Table

[/ zfl Mapszas
(=} Orsdm
-2 Pdfperf
J Prebase
(=P Qcdata
[z} Query
-2 Restrict
J Sampsio
J Sasdata
J Sashelp
J SasLser
(= Stpsamp
[z Testdata
(=} Work LI

In the Assocs library, there should be the five association data sets that you just
created. You can double-click a data set in the right side of the Explorer window to
open a view of the table:
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cuskarmer MAME OF FORMER WARIAELE oLl
1 H iiteml herring
2 |1 |item2 corned_b
3 1 |item3 olives
4 |1 |item4 ham
5 |1 |item5 Furkey
& |1 |item6 bourban
711 |item? ice_crea
g |2 |item1 haquette
g |2 |item2 soda
10 |2 |item3 herring
11 |2 |item4 cracker
1z |2 |item5 heineken
13 |2 |item6 alives
14 |2 |item? corned_h
15 |3 |item1 avocado
16 |3 |item2 cracker
17 |3 |item3 arkichal:
13 |3 |item4 heineken
19 |3 |item5 ham
20 |3 |item6 Eurkey
21 |3 |item? sardines

The 