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Overview

SAS Enterprise Miner 14.1 includes enhancements to the HPASCORE, HPFOREST, and HPSVM procedures.

Procedure Enhancements

HP4SCORE Procedure
The HPASCORE procedure has been enhanced in the following areas:

o If the input data contain a target variable or a frequency variable, those variables are automatically
included in the output from the SCORE statement.

e The new IMPORTANCE statement enables you to use a new method for computing the importance of
a variable in the model. The new method, called “random branch assignments,” is less influenced by
correlations than the loss reduction method that PROC HPFOREST uses.

HPFOREST Procedure
The HPFOREST procedure has been enhanced in the following areas:

e The default values of options have changed to produce more trees and larger trees in order to improve
accuracy at the expense of speed.
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e The new PRESELECT= option in the PROC HPFOREST statement specifies how to choose a vari-
able for splitting. PRESELECT=LOH and PRESELECT=HOTHORN specify unbiased methods.
PRESELECT=BINNEDSEARCH specifies a more traditional method.

e The new SCOREPROLE-= option in the PROC HPFOREST statement requests that predictions be
based on the training, out-of-bag, or validation data.

e PROC HPFOREST now runs in distributed mode without copying more than a minimal number of
observations (if any) between nodes. The number of observations is controlled by three new options:
the GRIDCOPY=, GRIDNODESIZE=, and GRIDCLASSSIZE= options.

HPSVM Procedure
The HPSVM procedure has been enhanced in the following areas:
e A new test partition option has been added to the PARTITION Statement. The test result is reported in

the “Classification Matrix” and “Fit Statistics” tables.

e A new value, VALIDATESET, is available for the CV= option in the SELECTION statement.
CV=VALIDATESET requests that the penalty value be selected by using the validation set that
is provided in the PARTITION statement.
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Overview of the SAS Enterprise Miner High-Performance
Procedures

The high-performance data mining procedures provides tools that have been specially developed to take
advantage of parallel processing in both multithreaded single-machine mode and distributed multiple-machine
mode. Data Mining methods include neural networks and ensemble tree models as well as variables selection
techniques and applying decision maricies to make optimal decisions. The software is constantly being
updated to reflect new methodology and advances in high-performance analytics.

In addition to the high-performance data mining procedures described in this book, Enterpise Miner in-
cludes high-performance utility procedures, which are described in Base SAS Procedures Guide: High-
Performance Procedures. You can run all these procedures in single-machine mode without licensing SAS
High-Performance Data Mining. However, to run these procedures in distributed mode, you must license
SAS High-Performance Data Mining.

About This Book

This book assumes that you are familiar with Base SAS software and with the books SAS Language Reference:
Concepts and Base SAS Procedures Guide. It also assumes that you are familiar with basic SAS System
concepts, such as using the DATA step to create SAS data sets and using Base SAS procedures (such as the
PRINT and SORT procedures) to manipulate SAS data sets.
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Chapter Organization

This book is organized as follows:

Chapter 2, this chapter, provides an overview of high-performance data mining procedures.

Chapter 3, “Shared Concepts and Topics,” describes the modes in which high-performance data mining

procedures can execute.

Subsequent chapters describe the individual procedures. These chapters appear in alphabetical order by
procedure name. Each chapter is organized as follows:

e The “Overview” section provides a brief description of the analysis provided by the procedure.

The “Getting Started” section provides a quick introduction to the procedure through a simple example.
The “Syntax” section describes the SAS statements and options that control the procedure.

The “Details” section discusses methodology and other topics, such as ODS tables.

The “Examples” section contains examples that use the procedure.

The “References” section contains references for the methodology.

Typographical Conventions

This book uses several type styles for presenting information. The following list explains the meaning of the
typographical conventions used in this book:

roman

UPPERCASE ROMAN

UPPERCASE BOLD

oblique

VariableName
bold

italic

monospace

is the standard type style used for most text.

is used for SAS statements, options, and other SAS language elements when
they appear in the text. However, you can enter these elements in your own SAS
programs in lowercase, uppercase, or a mixture of the two.

is used in the “Syntax” sections’ initial lists of SAS statements and options.

is used in the syntax definitions and in text to represent arguments for which you
supply a value.

is used for the names of variables and data sets when they appear in the text.
is used to for matrices and vectors.

is used for terms that are defined in the text, for emphasis, and for references to
publications.

is used for example code. In most cases, this book uses lowercase type for SAS
code.
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Options Used in Examples

The HTMLBLUE style is used to create the graphs and the HTML tables that appear in the online documen-
tation. The PEARLIJ style is used to create the PDF tables that appear in the documentation. A style template
controls stylistic elements such as colors, fonts, and presentation attributes. You can specify a style template
in an ODS destination statement as follows:

ods html style=HTMLBlue;
ods html close;
ods pdf style=Pearld;

ods pdf close;

Most of the PDF tables are produced by using the following SAS System option:

options papersize=(6.5in 9in);

If you run the examples, you might get slightly different output. This is a function of the SAS System options
that are used and the precision that your computer uses for floating-point calculations.

Online Documentation

You can access the documentation by going to http://support.sas.com/documentation.

SAS Technical Support Services

The SAS Technical Support staff is available to respond to problems and answer technical questions re-
garding the use of high-performance procedures. Go to http://support.sas.com/techsup for more
information.


http://support.sas.com/documentation
http://support.sas.com/techsup
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Overview

This chapter describes the modes of execution in which SAS high-performance analytical procedures can
execute. If you have SAS Enterprise Miner installed, you can run any procedure in this book on a single
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machine. However, to run procedures in this book in distributed mode, you must also have SAS High-
Performance Data Mining software installed. For more information about these modes, see the next section.

This chapter provides details of how you can control the modes of execution and includes the syntax for the
PERFORMANCE statement, which is common to all high-performance analytical procedures.

Processing Modes

Single-Machine Mode

Single-machine mode is a computing model in which multiple processors or multiple cores are controlled
by a single operating system and can access shared resources, such as disks and memory. In this book,
single-machine mode refers to an application running multiple concurrent threads on a multicore machine
in order to take advantage of parallel execution on multiple processing units. More simply, single-machine
mode for high-performance analytical procedures means multithreading on the client machine.

All high-performance analytical procedures are capable of running in single-machine mode, and this is the
default mode when a procedure runs on the client machine. The procedure uses the number of CPUs (cores)
on the machine to determine the number of concurrent threads. High-performance analytical procedures use
different methods to map core count to the number of concurrent threads, depending on the analytic task.
Using one thread per core is not uncommon for the procedures that implement data-parallel algorithms.

Distributed Mode

Distributed mode is a computing model in which several nodes in a distributed computing environment
participate in the calculations. In this book, the distributed mode of a high-performance analytical procedure
refers to the procedure performing the analytics on an appliance that consists of a cluster of nodes. This
appliance can be one of the following:

e a database management system (DBMS) appliance on which the SAS High-Performance Analytics
infrastructure is also installed

e acluster of nodes that have the SAS High-Performance Analytics infrastructure installed but no DBMS
software installed

Controlling the Execution Mode with Environment Variables and
Performance Statement Options

You control the execution mode by using environment variables or by specifying options in the PERFOR-
MANCE statement in high-performance analytical procedures, or by a combination of these methods.

The important environment variables follow:
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e grid host identifies the domain name system (DNS) or IP address of the appliance node to which the
SAS High-Performance Data Mining software connects to run in distributed mode.

e installation location identifies the directory where the SAS High-Performance Data Mining software is
installed on the appliance.

You can set an environment variable directly from the SAS program by using the OPTION SET= command.
For example, the following statements define the grid host and the location where the SAS High-Performance
software is installed on the appliance:

option set=GRIDHOST ="hpa.sas.com";
option set=GRIDINSTALLLOC="/opt/TKGrid";

Alternatively, you can set the parameters in the PERFORMANCE statement in high-performance analytical
procedures. For example:

performance host ="hpa.sas.com"
install ="/opt/TKGrid";

A specification in the PERFORMANCE statement overrides a specification of an environment variable
without resetting its value. An environment variable that you set in the SAS session by using an OPTION
SET= command remains in effect until it is modified or until the SAS session terminates.

The key variable that determines whether a high-performance analytical procedure executes in single-machine
or distributed mode is the grid host. The installation location is needed to ensure that a connection to the grid
host can be made, given that a host is specified. This book assumes that the installation location has been set
by your system administrator.

The following sets of SAS statements are functionally equivalent:

proc hpreduce;
reduce unsupervised x:;
performance host="hpa.sas.com";
run;

option set=GRIDHOST="hpa.sas.com";
proc hpreduce;

reduce unsupervised x:;
run;

Determining Single-Machine Mode or Distributed Mode

High-performance analytical procedures use the following rules to determine whether they run in single-
machine mode or distributed mode:

e [f a grid host is not specified, the analysis is carried out in single-machine mode on the client machine
that runs the SAS session.
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e If a grid host is specified, the behavior depends on whether the execution is alongside the database
or alongside HDFS. If the data are local to the client (that is, not stored in the distributed database or
HDFS on the appliance), you need to use the NODES= option in the PERFORMANCE statement
to specify the number of nodes on the appliance or cluster that you want to engage in the analysis.
If the procedure executes alongside the database or alongside HDFS, you do not need to specify the
NODES= option.

The following example shows single-machine and client-data distributed configurations for a data set of
100,000 observations that are simulated from a logistic regression model. The following DATA step generates
the data:

data simData;
array _a{8} _temporary_ (O,
array _b{8} _temporary_ (
array _c{8} _temporary_ (O,
do obsno=1 to 100000;
x = rantbl1(1,0.28,0.18,0.14,0.14,0.03,0.09,0.08,0.06);

o
H oo
<
o r o
N
oo R
=)
N
HoKR
-
oRr R
H R
- - ~—

a = _a{x};
b = _b{x};
c = _c{x};
x1 = int (ranuni (1) *400);

x2 = 52 + ranuni (1) x38;
x3 = ranuni (1) *12;
lp = 6. -0.015%(1-a) + 0.7%(1-b) + 0.6%(1l-c) + 0.02%x1 -0.05%x2 — 0.1xx3;
y = ranbin(1l,1, (1/(1+exp(1lp))));
output;

end;

drop x 1lp;

run;

The following statements run PROC HPLOGISTIC to fit a logistic regression model:

proc hplogistic data=simData;
class a b ¢;
model y = a b ¢ x1 x2 x3;
run;

Figure 3.1 shows the results from the analysis.

Figure 3.1 Results from Logistic Regression in Single-Machine Mode
The HPLOGISTIC Procedure

Performance Information
Execution Mode Single-Machine
Number of Threads 4

Data Access Information
Data Engine Role Path
WORK_.SIMDATA V9 Input On Client
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Figure 3.1 continued

Model Information

Data Source WORK.SIMDATA
Response Variable y

Class Parameterization GLM
Distribution Binary

Link Function Logit

Optimization Technique Newton-Raphson with Ridging

Parameter Estimates

Standard
Parameter Estimate Error DF t Value Pr> |t
Intercept 5.7011 0.2539 Infty 22.45 <.0001
a0 -0.01020 0.06627 Infty -0.15 0.8777
al 0 . . . .
b0 0.7124  0.06558 Infty 10.86 <.0001
b1 0 . . . .
cO 0.8036 0.06456 Infty 12.45 <.0001
c1 0 . . . .
x1 0.01975 0.000614 Infty 32.15 <.0001
x2 -0.04728 0.003098 Infty -15.26 <.0001
x3 -0.1017 0.009470 Infty -10.74 <.0001

The entries in the “Performance Information” table show that the HPLOGISTIC procedure runs in single-
machine mode and uses four threads, which are chosen according to the number of CPUs on the client
machine. You can force a certain number of threads on any machine that is involved in the computations
by specifying the NTHREADS option in the PERFORMANCE statement. Another indication of execution
on the client is the following message, which is issued in the SAS log by all high-performance analytical
procedures:

NOTE: The HPLOGISTIC procedure is executing in single-machine mode.

The following statements use 10 nodes (in distributed mode) to analyze the data on the appliance; results
appear in Figure 3.2:

proc hplogistic data=simData;

class a b ¢c;

model y = a b ¢ x1 x2 x3;

performance host="hpa.sas.com" nodes=10;
run;
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Figure 3.2 Results from Logistic Regression in Distributed Mode
The HPLOGISTIC Procedure

Performance Information
Host Node hpa.sas.com
Execution Mode Distributed
Number of Compute Nodes 10
Number of Threads per Node 24

Data Access Information
Data Engine Role Path
WORK.SIMDATA V9 Input From Client

Model Information
Data Source WORK.SIMDATA
Response Variable y
Class Parameterization GLM
Distribution Binary
Link Function Logit
Optimization Technique Newton-Raphson with Ridging

Parameter Estimates

Standard
Parameter Estimate Error DF t Value Pr> ||
Intercept 5.7011 0.2539 Infty 22.45 <.0001
a0 -0.01020 0.06627 Infty -0.15 0.8777
al 0 . . . .
b0 0.7124 0.06558 Infty 10.86 <.0001
b1 0 . . . .
c0 0.8036 0.06456 Infty 12.45 <.0001
c1 0 . . . .
x1 0.01975 0.000614 Infty 32.15 <.0001
x2 -0.04728 0.003098 Infty -15.26 <.0001
x3 -0.1017 0.009470 Infty -10.74 <.0001

The specification of a host causes the “Performance Information” table to display the name of the host node
of the appliance. The “Performance Information” table also indicates that the calculations were performed in
a distributed environment on the appliance. Twenty-four threads on each of 10 nodes were used to perform
the calculations—for a total of 240 threads.

Another indication of distributed execution on the appliance is the following message, which is issued in the
SAS log by all high-performance analytical procedures:

NOTE: The HPLOGISTIC procedure is executing in the distributed
computing environment with 10 worker nodes.

You can override the presence of a grid host and force the computations into single-machine mode by
specifying the NODES=0 option in the PERFORMANCE statement:
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proc hplogistic data=simData;

class a b c;

model y = a b ¢ x1 x2 x3;

performance host="hpa.sas.com" nodes=0;
run;

Figure 3.3 shows the “Performance Information” table. The numeric results are not reproduced here, but they
agree with the previous analyses, which are shown in Figure 3.1 and Figure 3.2.

Figure 3.3 Single-Machine Mode Despite Host Specification
The HPLOGISTIC Procedure

Performance Information
Execution Mode Single-Machine
Number of Threads 4

Data Access Information
Data Engine Role Path
WORK.SIMDATA V9 Input On Client

The “Performance Information” table indicates that the HPLOGISTIC procedure executes in single-machine
mode on the client. This information is also reported in the following message, which is issued in the SAS
log:

NOTE: The HPLOGISTIC procedure is executing in single-machine mode.

In the analysis shown previously in Figure 3.2, the data set Work.simData is local to the client, and the
HPLOGISTIC procedure distributed the data to 10 nodes on the appliance. The High-Performance Analytics
infrastructure does not keep these data on the appliance. When the procedure terminates, the in-memory
representation of the input data on the appliance is freed.

When the input data set is large, the time that is spent sending client-side data to the appliance might dominate
the execution time. In practice, transfer speeds are usually lower than the theoretical limits of the network
connection or disk I/O rates. At a transfer rate of 40 megabytes per second, sending a 10-gigabyte data set
to the appliance requires more than four minutes. If analytic execution time is in the range of seconds, the
“performance” of the process is dominated by data movement.

The alongside-the-database execution model, unique to high-performance analytical procedures, enables you
to read and write data in distributed form from the database that is installed on the appliance.

Data Access Modes

Single-Machine Data Access Mode

When high-performance analytical procedures run in single-machine mode, they access data in the same
way as traditional SAS procedures. They use Base SAS to access input and output SAS data sets on the
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client machine, and they use the relevant SAS/ACCESS interface to bring data from other sources, such as
third-party databases, Hadoop, and SAS LASR servers, to the client.

Distributed Data Access Mode

When high-performance analytical procedures run in distributed mode, input data must be brought to the
computation that is performed on the nodes of the grid, and output data must be sent from the computational
nodes. This can be accomplished in several ways:

e Client-data (local-data) mode: The input and output data for the analytic task are stored on the client
machine where the high-performance procedure is invoked. When the procedure runs, the SAS High-
Performance Analytics infrastructure sends input data from the client to the distributed computing
environment and sends output data from the distributed computing environment to the client.

e Parallel symmetric mode: Input and output data are stored on the same nodes that are used for the
distributed computation, and the data move in parallel from the data store to the computational nodes
without crossing node boundaries. Parallel symmetric mode is available with the following distributed
data sources:

— Data in Greenplum databases that are collocated with the computational nodes. This access mode
is also called alongside-the-database mode. For more information, see the section “Alongside-
the-Database Execution” on page 16.

— Data in SASHDAT format in the Hadoop Distributed File System (HDFS) that is collocated
with the computational nodes. This access mode is also called alongside-HDFS mode. For more
information, see the section “Alongside-HDFS Execution by Using the SASHDAT Engine” on
page 25.

— Datain a SAS LASR Analytic Server that is collocated with the computational nodes. This access
mode is also called alongside-LASR mode. For more information, see the section “Running
High-Performance Analytical Procedures Alongside a SAS LASR Analytic Server in Distributed
Mode” on page 19.

e Parallel asymmetric mode: The primary reason for providing this mode is to enable you to manage and
house data on appliances (the data appliances) and to run high-performance analytical procedures on a
different appliance (the computing appliance). The high-performance analytical procedures run in a
SAS process on the computing appliance. For each data source that is accessed in parallel asymmetric
mode, a SAS Embedded Process must run on the associated data appliance. Data are requested by a
SAS data feeder that runs on the computing appliance and communicates with the SAS Embedded
Process on the data appliance. The SAS Embedded Process transfers the data in parallel to the SAS
data feeder that runs on each of the nodes of the computing appliance. This mode is called asymmetric
mode because the number of nodes on the data appliance does not need to match the number of nodes
on the computing appliance. Parallel asymmetric mode is supported for data in Teradata, Greenplum,
and Oracle databases and for data in HDFS and SAP HANA. In these cases, the parallel asymmetric
access is somewhat loosely described as being asymmetric alongside access, even though the data
storage and computation can occur on different appliances. For more information, see the section
“Running High-Performance Analytical Procedures in Asymmetric Mode” on page 22.
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e Through-the-client mode: When data can be accessed through a SAS/ACCESS interface but the data
reside in a file system or in a distributed data source on which a SAS Embedded Process is not running,
those data cannot be accessed in parallel in either symmetric or asymmetric mode. The SAS/ACCESS
interface is used to transfer input data from the data source to the client machine on which the high-
performance procedure is invoked, and the data are then sent to the distributed computing environment
by the SAS High-Performance Analytics infrastructure. The data path is reversed for output data. This
mode of data access is referred to as through-the-client access.

Determining the Data Access Mode

High-performance analytical procedures determine the data access mode individually for each data set that
is used in the analysis. When high-performance analytical procedures run in distributed mode, parallel
symmetric or parallel asymmetric mode is used whenever possible. There are two reasons why parallel
access might not be possible. The first reason is that for a particular data set, the required SAS Embedded
Process is not installed on the appliance that houses the data. In such cases, access to those data reverts to
through-the-client access, and a note like the following is reported in the SAS log:

NOTE: The data MYLIB.MYDATA are being routed through the client because a
SAS Embedded Process is not running on the associated data server.

The second reason why parallel data access might not be possible for a particular data set is that the required
driver software might not be installed on the compute nodes. In this case, the required data feeder that
moves the data from the compute nodes to the data source cannot be successfully loaded, and a note like the
following is reported in the SAS log:

NOTE: The data MYLIB.MYDATA are being routed through the client because
the ORACLE data feeder could not be loaded on the specified grid host.

For distributed data in SASHDAT format in HDFS or data in a SAS LASR Analytic Server, parallel symmetric
access is used when the data nodes and compute nodes are collocated on the same appliance. For data in a
LASR Analytic Server that cannot be accessed in parallel symmetric mode, through-the-client mode is used.
Through-the-client access is not supported for data in SASHDAT format in HDFS.

For data in Greenplum databases, parallel symmetric access is used if the compute nodes and the data nodes
are collocated on the same appliance and you do not specify the NODES=n option in a PERFORMANCE
statement. In this case, the number of nodes that are used is determined by the number of nodes across which
the data are distributed. If you specify NODES=n, then parallel asymmetric access is used.

High-performance analytical procedures produce a “Data Access Information” table that shows you how
each data set that is used in the analysis is accessed. The following statements provide an example in which
PROC HPDS?2 is used to copy a distributed data set named Neuralgia (which is stored in SASHDAT format
in HDFS) to a SAS data set on the client machine:

libname hdatlib sashdat
host='hpa.sas.com';

hdfs_path="/user/hps";

proc hpds2 data=hdatlib.neuralgia out=neuralgia;
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performance host='hpa.sas.com';
data DS2GTF.out;
method run();
set DS2GTF.in;
end;
enddata;
run;

Figure 3.4 shows the output that PROC HPDS2 produces. The “Performance Information™ table shows that
PROC HPDS2 ran in distributed mode on a 13-node grid. The “Data Access Information” table shows that

the input data were accessed in parallel symmetric mode and the output data set was sent to the client, where
the V9 (base) engine stored it as a SAS data set in the Work directory.

Figure 3.4 Performance Information and Data Access Information Tables
The HPDS2 Procedure

Performance Information
Host Node hpa.sas.com
Execution Mode Distributed
Number of Compute Nodes 12
Number of Threads per Node 24

Data Access Information

Data Engine Role Path
HDATLIB.NEURALGIA SASHDAT Input Parallel, Symmetric
WORK.NEURALGIA V9 Output To Client

Alongside-the-Database Execution

High-performance analytical procedures interface with the distributed database management system (DBMS)
on the appliance in a unique way. If the input data are stored in the DBMS and the grid host is the appliance
that houses the data, high-performance analytical procedures create a distributed computing environment in
which an analytic process is collocated with the nodes of the DBMS. Data then pass from the DBMS to the
analytic process on each node. Instead of moving across the network and possibly back to the client machine,
the data pass locally between the processes on each node of the appliance.

Because the analytic processes on the appliance are separate from the database processes, the technique is
referred to as alongside-the-database execution in contrast to in-database execution, where the analytic code
executes in the database process.

In general, when you have a large amount of input data, you can achieve the best performance from
high-performance analytical procedures if execution is alongside the database.

Before you can run alongside the database, you must distribute the data to the appliance. The following
statements use the HPDS2 procedure to distribute the data set Work.simData into the mydb database on the
hpa.sas.com appliance. In this example, the appliance houses a Greenplum database.
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option set=GRIDHOST='"green.sas.com";
libname applianc greenplm
server ="green.sas.com"
user =XXXXXX
password=YYYYY
database=mydb;

option set=GRIDHOST="compute_appliance.sas.com";

proc datasets lib=applianc nolist; delete simData;
proc hpds2 data=simData
out =applianc.simData(distributed by='distributed randomly');
performance commit=10000 nodes=all;
data DS2GTF.out;
method run();
set DS2GTF.in;
end;
enddata;
run;

If the output table applianc.simData exists, the DATASETS procedure removes the table from the Greenplum
database because a DBMS does not usually support replacement operations on tables.

Note that the libref for the output table points to the appliance. The data set option informs the HPDS2
procedure to distribute the records randomly among the data segments of the appliance. The statements that
follow the PERFORMANCE statement are the DS2 program that copies the input data to the output data
without further transformations.

Because you loaded the data into a database on the appliance, you can use the following HPLOGISTIC
statements to perform the analysis on the appliance in the alongside-the-database mode. These statements
are almost identical to the first PROC HPLOGISTIC example in a previous section, which executed in
single-machine mode.

proc hplogistic data=applianc.simData;
class a b ¢c;
model y = a b ¢ x1 x2 x3;

run;

The subtle differences are as follows:

e The grid host environment variable that you specified in an OPTION SET= command is still in effect.

e The DATA= option in the high-performance analytical procedure uses a libref that identifies the data
source as being housed on the appliance. This libref was specified in a prior LIBNAME statement.

Figure 3.5 shows the results from this analysis. The “Performance Information” table shows that the
execution was in distributed mode, and the “Data Access Information” table shows that the data were
accessed asymmetrically in parallel from the Greenplum database. The numeric results agree with the
previous analyses, which are shown in Figure 3.1 and Figure 3.2.
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Figure 3.5 Alongside-the-Database Execution on Greenplum
The HPLOGISTIC Procedure

Performance Information
Host Node compute_appliance.sas.com
Execution Mode Distributed
Number of Compute Nodes 141
Number of Threads per Node 32

Data Access Information
Data Engine Role Path

APPLIANC.SIMDATA GREENPLM Input Parallel, Asymmetric

Model Information

Data Source APPLIANC.SIMDATA
Response Variable y

Class Parameterization GLM

Distribution Binary

Link Function Logit

Optimization Technique Newton-Raphson with Ridging

Parameter Estimates

Standard
Parameter Estimate Error DF t Value Pr> ||
Intercept 5.7011 0.2539 Infty 22.45 <.0001
a0 -0.01020 0.06627 Infty -0.15 0.8777
al 0 . . . .
b0 0.7124 0.06558 Infty 10.86 <.0001
b1 0 . . . .
c0 0.8036 0.06456 Infty 12.45 <.0001
c1 0 . . . .
x1 0.01975 0.000614 Infty 32.15 <.0001
x2 -0.04728 0.003098 Infty -15.26 <.0001
x3 -0.1017 0.009470 Infty -10.74 <.0001

Alongside-LASR Distributed Execution

You can execute high-performance analytical procedures in distributed mode alongside a SAS LASR Analytic
Server. When high-performance analytical procedures run in this mode, the data are preloaded in distributed
form in memory that is managed by a LASR Analytic Server. The data on the nodes of the appliance
are accessed in parallel in the process that runs the LASR Analytic Server, and they are transferred to the
process where the high-performance analytical procedure runs. In general, each high-performance analytical
procedure copies the data to memory that persists only while that procedure executes. Hence, when a
high-performance analytical procedure runs alongside a LASR Analytic Server, both the high-performance
analytical procedure and the LASR Analytic Server have a copy of the subset of the data that is used by the
high-performance analytical procedure. The advantage of running high-performance analytical procedures
alongside a LASR Analytic Server (as opposed to running alongside a DBMS table or alongside HDFS) is
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that the initial transfer of data from the LASR Analytic Server to the high-performance analytical procedure
is a memory-to-memory operation that is faster than the disk-to-memory operation when the procedure runs
alongside a DBMS or HDFS. When the cost of preloading a table into a LASR Analytic Server is amortized
by multiple uses of these data in separate runs of high-performance analytical procedures, using the LASR
Analytic Server can result in improved performance.

Running High-Performance Analytical Procedures Alongside
a SAS LASR Analytic Server in Distributed Mode

This section provides an example of steps that you can use to start and load data into a SAS LASR Analytic
Server instance and then run high-performance analytical procedures alongside this LASR Analytic Server
instance.

Starting a SAS LASR Analytic Server Instance

The following statements create a SAS LASR Analytic Server instance and load it with the simData data
set that is used in the preceding examples. The data that are loaded into the LASR Analytic Server persist
in memory across procedure boundaries until these data are explicitly deleted or until the server instance is
terminated.

proc lasr port=54545
data=simData
path="/tmp/";
performance host="hpa.sas.com" nodes=ALL;
run;

The PORT= option specifies a network port number to use. The PATH= option specifies the directory in
which the server and table signature files are to be stored. The specified directory must exist on each machine
in the cluster. The DATA= option specifies the name of a data set that is loaded into this LASR Analytic
Server instance. (You do not need to specify the DATA= option at this time because you can add tables to
the LASR Analytic Server instance at any stage of its life.) For more information about starting and using a
LASR Analytic Server, see the SAS LASR Analytic Server: Reference Guide.

The NODES=ALL option in the PERFORMANCE statement specifies that the LASR Analytic Server run
on all the nodes on the appliance. You can start a LASR Analytic Server on a subset of the nodes on an
appliance, but this might affect whether high-performance analytical procedures can run alongside the LASR
Analytic Server. For more information, see the section “Alongside-LASR Distributed Execution on a Subset
of the Appliance Nodes” on page 21.

Figure 3.6 shows the “Performance Information” and “Data Access Information™ tables, which show that
the LASR procedure ran in distributed mode on 13 nodes and that the data were sent from the client to the
appliance.
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Figure 3.6 Performance and Data Access Information
The LASR Procedure

Performance Information
Host Node hpa.sas.com
Execution Mode Distributed
Number of Compute Nodes 12

Data Access Information
Data Engine Role Path
WORK.SIMDATA V9 Input From Client

Associating a SAS Libref with the SAS LASR Analytic Server Instance

The following statements use a LIBNAME statement that associates a SAS libref (named MyLasr) with
tables on the server instance as follows:

libname MylLasr sasiola port=54545 host="hpa.sas.com";

The SASIOLA option requests that the MyLasr libref use the SASIOLA engine, and the PORT= value
associates this libref with the appropriate server instance. For more information about creating a libref that
uses the SASIOLA engine, see the SAS LASR Analytic Server: Reference Guide.

Running a High-Performance Analytical Procedure Alongside the SAS
LASR Analytic Server Instance

You can use the MyLasr libref to specify the input data for high-performance analytical procedures. You can
also create output data sets in the SAS LASR Analytic Server instance by using this libref to request that the
output data set be held in memory by the server instance as follows:

proc hplogistic data=MylLasr.simData;

class a b ¢c;

model y = a b ¢ x1 x2 x3;

output out=Mylasr.simulateScores pred=PredictedProbabliity;
run;

Because you previously specified the GRIDHOST= environment variable and the input data are held in
distributed form in the associated server instance, this PROC HPLOGISTIC step runs in distributed mode
alongside the LASR Analytic Server, as indicated in the “Performance Information” table shown in Figure 3.7.
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Figure 3.7 Performance and Data Access Information
The HPLOGISTIC Procedure

Performance Information
Host Node hpa.sas.com
Execution Mode Distributed
Number of Compute Nodes 12
Number of Threads per Node 24

Data Access Information
Data Engine Role Path
MYLASR.SIMDATA SASIOLA Input Parallel, Symmetric
MYLASR.SIMULATESCORES SASIOLA Output Parallel, Symmetric

The “Data Access Information” table shows that both the input and output data were read and written,
respectively, in parallel symmetric mode.

The preceding OUTPUT statement creates an output table that is added to the LASR Analytic Server instance.
Output data sets do not have to be created in the same server instance that holds the input data. You can use a
different LASR Analytic Server instance to hold the output data set. However, in order for the output data to
be created in parallel symmetric mode, all the nodes that are used by the server instance that holds the input
data must also be used by the server instance that holds the output data.

Terminating a SAS LASR Analytic Server Instance

You can continue to run high-performance analytical procedures and add and delete tables from the SAS
LASR Analytic Server instance until you terminate the server instance as follows:

proc lasr term port=54545;
run;

Alongside-LASR Distributed Execution on a Subset of the
Appliance Nodes

When you run PROC LASR to start a SAS LASR Analytic Server, you can specify the NODES= option in a
PERFORMANCE statement to control how many nodes the LASR Analytic Server executes on. Similarly,
a high-performance analytical procedure can execute on a subset of the nodes either because you specify
the NODES= option in a PERFORMANCE statement or because you run alongside a DBMS or HDFS
with an input data set that is distributed on a subset of the nodes on an appliance. In such situations, if a
high-performance analytical procedure uses nodes on which the LASR Analytic Server is not running, then
running alongside LASR is not supported. You can avoid this issue by specifying the NODES=ALL in the
PERFORMANCE statement when you use PROC LASR to start the LASR Analytic Server.
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Running High-Performance Analytical Procedures in
Asymmetric Mode

This section provides examples of how you can run high-performance analytical procedures in asymmetric
mode.

Asymmetric mode is commonly used when the data appliance and the computing appliance are distinct
appliances. In order to be able to use an appliance as a data provider for high-performance analytical
procedures that run in asymmetric mode on another appliance, it is not necessary that SAS High-Performance
Data Mining be installed on the data appliance. However, it is essential that a SAS Embedded Process be
installed on the data appliance and that SAS High-Performance Data Mining be installed on the computing
appliance.

The following examples use a 24-node data appliance named ‘“data_appliance.sas.com,” which houses a
Teradata DBMS and has a SAS Embedded Process installed.

The following statements load the simData data set of the preceding sections onto the data appliance:

libname datalib teradata
server ="tera2650"
user =XXXXXX
password=YYYYY
database=mydb;

data datalLib.simData;
set simData;
run;

NOTE: You can provision the appliance with data even if SAS High-Performance Data Mining software is
not installed on the appliance.

The following subsections show how you can run the HPLOGISTIC procedure asymmetrically on distinct
data and computing appliances.

Running in Asymmetric Mode on Distinct Appliances

Usually, there is no advantage to executing high-performance analytical procedures in asymmetric mode
on one appliance, because data might have to be unnecessarily moved between nodes. The following
example demonstrates the more typical use of asymmetric mode. In this example, the specified grid host
“compute_appliance.sas.com” is a 142-node computing appliance that is different from the 24-node data
appliance “data_appliance.sas.com,” which houses the Teradata DBMS where the data reside.

The advantage of using different computing and data appliances is that the data appliance is not affected by
the execution of high-performance analytical procedures except during the initial parallel data transfer. A
potential disadvantage of this asymmetric mode of execution is that the performance can be limited by the
bandwidth with which data can be moved between the appliances. However, because this data movement
takes place in parallel from the nodes of the data appliance to the nodes of the computing appliance, this
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potential performance bottleneck can be overcome with appropriately provisioned hardware. The following
statements show how this is done:

proc hplogistic data=datalib.simData;

class a b ¢c;

model y = a b ¢ x1 x2 x3;

performance host = "compute_appliance.sas.com" nodes=30;
run;

Figure 3.8 shows the “Performance Information” and “Data Access Information” tables.

Figure 3.8 Asymmetric Mode with Distinct Data and Computing Appliances
The HPLOGISTIC Procedure

Performance Information
Host Node compute_appliance.sas.com
Execution Mode Distributed
Number of Compute Nodes 30
Number of Threads per Node 32

Data Access Information
Data Engine Role Path
DATALIB.simData TERADATA Input Parallel, Asymmetric

PROC HPLOGISTIC ran on 30 nodes of the computing appliance, even though the data were partitioned
across the 24 nodes of the data appliance. The numeric results are not reproduced here, but they agree with
the previous analyses shown in Figure 3.1 and Figure 3.2.

Every time you run a high-performance analytical procedure in asymmetric mode that uses different comput-
ing and data appliances, data are transferred between these appliances. If you plan to make repeated use of
the same data, then it might be advantageous to temporarily persist the data that you need on the computing
appliance. One way to persist the data is to store them as a table in a SAS LASR Analytic Server that runs on
the computing appliance. By running PROC LASR in asymmetric mode, you can load the data in parallel
from the data appliance nodes to the nodes on which the LASR Analytic Server runs on the computing
appliance. You can then use a LIBNAME statement that associates a SAS libref with tables on the LASR
Analytic Server. The following statements show how you do this:

proc lasr port=54345
data=datalLib.simData
path="/tmp/";
performance host ="compute_appliance.sas.com" nodes=30;
run;

libname MyLasr sasiola tag="datalib" port=54345 host="compute_appliance.sas.com"

Figure 3.9 show the “Performance Information” and “Data Access Information” tables.
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Figure 3.9 PROC LASR Running in Asymmetric Mode
The LASR Procedure

Performance Information
Host Node compute_appliance.sas.com
Execution Mode Distributed
Number of Compute Nodes 30

Data Access Information
Data Engine Role Path
DATALIB.simData TERADATA Input Parallel, Asymmetric

By default, all the nodes on the computing appliance would be used. However, because NODES=30 was
specified in the PERFORMANCE statement, PROC LASR ran on only 30 nodes of the computing appliance.
The data were loaded asymmetrically in parallel from the 24 data appliance nodes to the 30 compute nodes
on which PROC LASR ran.

After the data are loaded into a LASR Analytic Server that runs on the computing appliance, you can run
high-performance analytical procedures alongside this LASR Analytic Server as shown by the following
statements:

proc hplogistic data=MylLasr.simData;
class a b ¢c;
model y = a b ¢ x1 x2 x3;
output out=MyLasr.myOutputData pred=myPred;
performance host = "compute_appliance.sas.com";
run;

The following note, which appears in the SAS log, confirms that the output data set is created successfully:

NOTE: The table DATALIB.MYOUTPUTDATA has been added to the LASR Analytic Server
with port 54345. The Libname is MYLASR.

You can use the dataLib libref that you used to load the data onto the data appliance to create an output data
set on the data appliance.

proc hplogistic data=MyLasr.simData;
class a b c;
model y = a b ¢ x1 x2 x3;
output out=datalib.myOutputData pred=myPred;
performance host = "compute_appliance.sas.com";
run;

The following note, which appears in the SAS log, confirms that the output data set is created successfully on
the data appliance:

NOTE: The data set DATALIB.myOutputData has 100000 observations and 1 variables.
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When you run a high-performance analytical procedure on a computing appliance and either read data from
or write data to a different data appliance on which a SAS Embedded Process is running, the Read and Write
operations take place in parallel without any movement of data to and from the SAS client.

When you no longer need the data in the SAS LASR Analytic Server, you should terminate the server instance
as follows:

proc lasr term port=54345;
performance host="compute_appliance.sas.com";
run;

If you configured Hadoop on the computing appliance, then you can create output data tables that are stored
in the HDFS on the computing appliance. You can do this by using the SASHDAT engine as described in the
section “Alongside-HDFS Execution” on page 25.

Alongside-HDFS Execution

Running high-performance analytical procedures alongside HDFS shares many features with running along-
side the database. You can execute high-performance analytical procedures alongside HDFS by using either
the SASHDAT engine or the Hadoop engine.

You use the SASHDAT engine to read and write data that are stored in HDFS in a proprietary SASHDAT
format. In SASHDAT format, metadata that describe the data in the Hadoop files are included with the
data. This enables you to access files in SASHDAT format without supplying any additional metadata.
Additionally, you can also use the SASHDAT engine to read data in CSV (comma-separated value) format,
but you need supply metadata that describe the contents of the CSV data. The SASHDAT engine provides
highly optimized access to data in HDFS that are stored in SASHDAT format.

The Hadoop engine reads data that are stored in various formats from HDFS and writes data to HDFS in
CSV format. This engine can use metadata that are stored in Hive, which is a data warehouse that supplies
metadata about data that are stored in Hadoop files. In addition, this engine can use metadata that you create
by using the HDMD procedure.

The following subsections provide details about using the SASHDAT and Hadoop engines to execute
high-performance analytical procedures alongside HDFS.

Alongside-HDFS Execution by Using the SASHDAT Engine

If the grid host is a cluster that houses data that have been distributed by using the SASHDAT engine, then
high-performance analytical procedures can analyze those data in the alongside-HDFS mode. The procedures
use the distributed computing environment in which an analytic process is collocated with the nodes o