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About the Analyst Application

The Analyst Application is a point-and-click interface to basic statistical
analyses in the SAS System. These analyses are performed primarily by
using procedures in base SAS and SAS/STAT software, although some anal-
yses are carried out with the use of specially written SAS macros.

Documentation

This book describes the features of the Analyst Application and how to use
it to perform typical analyses, but it is not intended to teach or describe the
statistical methodology that is employed. You can find a description of the
statistical techniques used in theSAS/STAT User’s Guideand more tutorial-
style information in severalBooks By Users (BBU)books. The pertinent
books are listed in the back of each statistical task chapter.

Software Requirements

The Analyst Application is available in Version 8 of the SAS System for
the following platforms: Windows 95, Windows 98, Windows NT, UNIX
workstations, OS/2, OpenVMS Alpha, and VMS VAX. Required are the fol-
lowing:

• Base SAS software, SAS/STAT, and SAS/GRAPH must be installed.

• SAS/ASSIST must be licensed.

• SAS/ACCESS must be installed in order to import external PC file
formats.

• SAS/IML must be installed in order to produce confidence ellipses
in the Correlations task and partial regression plots in the Linear
Regression task; the selections are grayed out if SAS/IML is not avail-
able.
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Chapter 1
Overview
Introduction

The Analyst Application is a data analysis tool that provides easy access
to basic statistical analyses. The application is intended for students and
researchers as well as experienced SAS users and statisticians.

This interface takes a task-oriented approach to produce analyses and asso-
ciated graphics. You can compute descriptive statistics, perform simple hy-
pothesis tests, fit statistical models with regression and analysis of variance,
and perform survival analysis as well as some multivariate analyses.

Most of the tasks provide access to analyses performed by SAS/STAT soft-
ware, but some provide analyses not currently available with SAS/STAT pro-
cedures, such as certain hypothesis tests and basic sample size and power
computations. In addition, you can produce many types of graphs, includ-
ing histograms, box-and- whisker plots, probability plots, contour plots, and
surface plots.

The Analyst Application enables you to input data in many ways, including
opening data from external sources such as Excel files, inputting SAS data
sets, or manually entering the data yourself. The data are displayed in a
data table in which columns correspond to variables and rows correspond to
observations or cases. You can edit individual elements in the data table, and
you can create new columns and rows. You can also perform a number of
other data manipulations such as subsetting the data, performing transforms,
recoding, and stacking and splitting columns.

Once the data are ready, you specify tasks from pull-down menus, a cus-
tomizable toolbar, or an index of commonly used task descriptions. The
analysis results and plots are presented in separate windows and managed by
a tree-list structure called a project tree. The underlying SAS code used to
produce the results is available as a node in the project tree, and results can
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also be displayed in HTML form and viewed with a web browser. You can
save projects and then recall them for further work.

Getting Started

In this example, you bring data into the Analyst data table, perform a regres-
sion analysis, and see the results in the project tree.

Bring Up Analyst and Create a Sample Data Set

SelectSolutions→ Analysis→ Analyst from the main SAS menu.

Figure 1.1. The Analyst Application with Explorer and Results Windows

You can close the Explorer and Results windows by clicking on the close box
in the upper right corner of the windows. These windows are closed in the
remaining examples in this book.
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To use one of the sample data sets for this example, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

Bring the Data into the Data Table
To bring the sample data into the data table, follow these steps:

1. SelectFile → Open By SAS Name. . .

2. SelectSasuser from the list ofLibraries .

3. SelectFitness from the list of members.

4. Click OK to bring the sample data into the data table.

When you bring theFitness sample data into the data table, theFitness
Analysisfolder, with aFitnesstable node representing the data table, appears
in the project tree.

Figure 1.2. Fitness Analysis Folder in Project Tree



6 � Chapter 1. Overview

Perform a Regression Analysis

To run a simple linear regression on theFitness data, follow these steps.

1. Select Statistics→ Regression→ Simple . . . to select the Simple
Regression task.

2. In the Simple Linear Regression dialog, selectoxygen from the list
and click on theDependentbutton to designate oxygen consumption
as the dependent variable. Selectruntime from the list and click on the
Explanatory button to designate the amount of time to run 1.5 miles
as the explanatory variable.

Figure 1.3. Dependent and Explanatory Variables

3. To create a scatter plot of your results, click on thePlotsbutton. In the
Predicted tab, selectPlot observed vs independent.
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Figure 1.4. Scatter Plot

Click OK .

4. In the Simple Linear Regression dialog, click on theTitles button to
specify a title for your results. In the first field of the Titles dialog, type
Speed vs. Oxygen Consumed.

Figure 1.5. Title
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Click OK .

5. Click OK in the Simple Linear Regression dialog to generate the re-
sults.

Your Results

When you clickOK in the Simple Linear Regression dialog, the output from
a simple linear regression is automatically displayed in the Analysis window.
Drag the borders of the Analysis window until you can see all of the output.

Figure 1.6. Simple Regression Output

This model might be considered minimally adequate with an R-square value
of 0.7434; the negative coefficient forruntime indicates that the linear rela-
tionship between oxygen consumption and running time is a negative one.

You can save and print your results from this window. You can also copy your
output to the Program Editor window, where you can copy it to the clipboard
and paste it into other applications.
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Close the Analysis window to see the project tree. In addition to output, a
scatter plot and the SAS code used to perform the regression and create the
scatter plot are displayed as nodes in the project tree by default.

Figure 1.7. Results in Project Tree

Double-click on theScatter plot node to view the scatter plot that you have
created.
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Figure 1.8. Scatter Plot

The scatter plot illustrates the results of your simple linear regression: higher
oxygen consumption rates are associated with lower running times. You can
change the graph to fit the window, edit the graph, or save it to a different
format, such as GIF, by selectingFile → Save As. . .

Close the Scatter Plot window to view theCodenode in the project tree.

Double-click on theCodenode to view the SAS code that was used to per-
form the simple linear regression and create the scatter plot.
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Figure 1.9. Code

Saving a Project

To save the project, follow these steps:

1. SelectNew Projectat the top of the project tree.

2. SelectSave. . . from the pop-up menu.

3. TypeMy Project in theName: field.
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Figure 1.10. Saving a Project

4. Click OK .

Projects

A project is a collection of results from analyses performed on one or more
data sets.

A project is displayed as a project tree that contains folders of the differ-
ent data tables, reports, code, and other results that are associated with the
project. Results are presented as nodes in this tree. The folder for each data
set contains the results for that data set.
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Figure 1.11. Project Tree

Project Folders

You can open and close a folder by clicking the plus (+) or minus (-) sign
next to it, by double-clicking on the folder, or by selecting the folder and
selectingExpand or Collapsefrom the pop-up menu.
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Nodes

You can view a node within a folder by double-clicking on the node, or by
selecting the node and selectingView from the pop-up menu. You can view
the same node in a new window by selecting the node and selectingView in
new Window from the pop-up menu.

From the pop-up menu, you can also delete, print, save, and, except in the
case of data tables, rename the node.

If the node is a table, you can view the table in a new window by selecting
View from the pop-up menu, or you can open the table for analysis by select-
ing Open from the pop-up menu. Also, you can selectInteractive Analysis
from the pop-up menu to invoke SAS/INSIGHT software (if it is installed)
to perform interactive exploratory analyses.

Data Table

When you open a data file or SAS library member in Analyst, the data are
brought into a data table where you can view and edit the data, perform nu-
merous data transformations, and create new variables.

You can save your data by overwriting your original data source, or you can
create a new data table by combining, summarizing, transposing, or taking
samples of existing data tables.
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Figure 1.12. Data Table

Using the Mouse

You can use the mouse to open project nodes and to select variables in
Analyst.
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Opening Nodes

Double-click on a node in the project tree to display its contents. Double-
clicking on a data set node displays a view of the data set. To open the data
set into the data table, select the data set node and selectOpen from the
pop-up menu.

Selecting and Removing Variables

In a task dialog, you can select one or more variables for analysis.

To select variables for analysis, double-click on each variable name or high-
light the names and click on the appropriate analysis button. To select more
than one continguous variable, press the Shift key while clicking the mouse
on the first and last variable that you want to select. All the variables be-
tween the first and last variables will be automatically selected. To select
noncontiguous variables, press the Ctrl key while clicking the mouse on each
variable.

To remove variables from a variable list, double-click on each variable name,
or select the variables and click on theRemovebutton.

A C in front of a variable name indicates that it is a character variable.

Accessing Tasks and Help

You can access tasks and help in Analyst by using the menus, the index, and
the toolbar on Windows, or the toolbox on other operating systems.

Menus

You can use the menus in Analyst to accomplish a variety of tasks. Click
on the pull-down menus at the top of the window, and select items with the
mouse, or click the right mouse button within a window to display a pop-up
menu. Most items are available from both the pop-up and pull-down menus.

• From theFile menu, you can access and save projects and data sets,
and print reports.
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• From theEdit menu, you can switch data between Browse and Edit
mode, and add, duplicate, and delete columns and rows.

• From theView menu, you can move and hide columns, and view the
attributes of the data table.

• From theTools menu, you can set the titles for your results, create
sample data sets, specify viewer and graph preferences, and assign a
new SAS library.

• From theData menu, you can filter, sort, summarize, concatenate,
merge, transpose, and apply calculations to your data.

• From theReportsmenu, you can create detailed and summary reports.

• From theGraphs menu, you can generate charts, plots, and his-
tograms.

• From theStatisticsmenu, you can choose statistical analyses and use
the index to search for tasks or statistics.

• From theHelp menu, you can display help for Analyst and the rest of
the SAS System.

Index

Use the index to access statistical and graphical tasks through commonly
used terms. SelectStatistics→ Index . . . to display the Index of Tasks dia-
log. Click on a term to open a task, or type a term in theSearch:field to find
it in the list.
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Figure 1.13. Index

For example, if you want to use the Brown-Forsythe test, click onBrown-
Forsythe test of equal variances,click OK , and the One-Way ANOVA task
is opened. The Brown-Forsythe test is available in the Tests dialog.

Toolbar

You can select an Analyst task from the toolbar or toolbox. Click on the icon
for a task to select it. By default, the toolbar displays a range of tasks, from
opening a file to performing a linear regression. You can display a description
for each icon by dragging the mouse cursor over the toolbar. You can also
add tasks to the toolbar. SeeChapter 17, “Details,”for more information.

Figure 1.14. Toolbar
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Getting Help

You can get help in Analyst in three ways:

• theHelp menu

• theHelp button on a dialog

• theHelp icon in the toolbar

Help Menu

When Analyst is open, selectHelp → Using This Window to display help
on Analyst. From the main window,Using This Window displays the ta-
ble of contents for Analyst help. From other windows,Using This Window
displays the help for that particular window. If you are on the Windows op-
erating system, you can go to another help topic through the table of contents
or the index.

Figure 1.15. Help Menu

Help Button in Dialogs

Each dialog in Analyst has aHelp button that you can click on to display the
help for that task.
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Help Icon on the Toolbar

Click on theHelp icon on the toolbar to display the help table of contents
for Analyst.

Graphs

Analyst enables you to create several different kinds of graphs:

• bar charts

• pie charts

• histograms

• box plots

• probability plots

• scatter plots

• contour plots

• surface plots

Use theGraphs menu to select the type of graph you want to create.

You can apply settings to all graphs that you produce with Analyst by select-
ing Graph Settings. . . from theToolsmenu.

Reports

In Analyst, you can create a simple listing of your data or a summary report.

Listing Reports

SelectReports→ List Data . . . to produce a listing of your data.
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Summary Reports

You can create a summary report in any one of five table styles. Select
Reports→ Tables. . . and select one of the styles that are illustrated.

Figure 1.16. Table Styles

Statistical Tasks

Analyst contains a wide range of statistical tasks. You can compute descrip-
tive statistics, perform simple hypothesis tests, and fit models with analysis
of variance and regression analysis. There are also tasks for survival analy-
sis, mixed models, repeated measures analysis, and multivariate techniques.
Analyst also provides basic sample size and power computations. Graphics
are included in most analytical tasks, and you can request many types of
graphs directly from theGraphs menu.
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Descriptive

The descriptive statistical tasks that you can perform on your data include

• summary statistics

• distributions

• correlations

• frequency counts

Table Analysis

In the Table Analysis task, you can create and analyze 2–way ton-way fre-
quency tables.

Hypothesis Tests

The hypothesis tests that you can perform on your data include

• one-sample Z-test for a mean

• one-samplet-test for a mean

• one-sample test for a proportion

• one-sample test for a variance

• two-samplet-test for means

• two-sample pairedt-test for means

• two-sample test for proportions

• two-sample test for variances

ANOVA

You can perform one-way, nonparametric one-way, and factorial analysis of
variance (ANOVA). You can also fit the general linear model, perform re-
peated measurements ANOVA, and fit basic mixed models.
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Regression

The Linear Regression task provides linear and multiple linear regression
analysis. The Simple Linear Regression task predicts a dependent variable
from a single independent quantitative variable.

The Logistic Regression task investigates the relationship between a binary
outcome (such as success and failure) or an ordinal outcome (such as mild,
moderate, and severe) and a set of explanatory variables.

Multivariate

The Principal Components task computes principal components from a set
of variables.

The Canonical Correlation task describes the relationship between two sets
of variables by finding a small number of linear combinations from each set
of variables that have the highest possible between-set correlations.

Survival

The Life Tables task computes nonparametric estimates of the survival dis-
tribution of data that may be right censored due to withdrawals or study ter-
mination. This task computes rank tests and a likelihood ratio test for testing
homogeneity of survival functions across strata.

The Proportional Hazards task performs regression analysis of survival data
based on the Cox proportional hazards model.

Sample Size

The Sample Size tasks enable you to determine the power of a test, given
the sample size, or the sample size required to obtain a specified power.
These calculations can be made for a variety of situations, includingt-tests,
confidence intervals, tests of equivalence, and one-way ANOVA. These are
prospective power and sample size computations; retrospective power com-
putations are provided for some of the analytical tasks.
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Chapter 2
The Data Table
Introduction

The Analyst data table provides a spreadsheet view of your data set, where
rows correspond to observations and columns correspond to variables. You
can type data directly into the table as well as display data from SAS data
sets, data views, and other sources. You can also customize the appearance
of the data table by rearranging rows and columns, changing column formats,
and applying filters.

Figure 2.1. The Data Table

You can enter data into the data table by typing values directly into table
cells. In a new table, the first value you enter in a column determines the
column type. That is, if the first value you type is numeric, then the column
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is defined as numeric and no longer permits character values. Once you have
entered data into the data table, you can immediately generate graphics and
perform analyses. However, you must save the new table as a data set before
you can subset, sort, and transform your data.

Bringing in Data

Opening Local Files

The Analyst Application supports many different file formats, including
SAS data sets, Excel spreadsheets, Lotus spreadsheets, SPSS portable files,
and delimited files. You can open data files from your operating sys-
tem’s directories or folders and bring them into the data table by selecting
File → Open . . .

Figure 2.2. Open Dialog

In the Open dialog, select a file and clickOpen to bring the contents of the
file into the data table. External files (files that were not created in SAS)
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opened into Analyst are converted into SAS data sets. The source files are
not altered.

Opening SAS Files

You can bring SAS data sets or data views into the Analyst data table by
selectingFile → Open By SAS Name. . .

Figure 2.3. Select A Member Dialog

Select a SAS library from the list ofLibraries and select a member. Click
OK to bring the contents of the SAS data set or data view into the data table.

Using the Query Window

You can use the Query window to reduce the number of variables that you
load into the data table. You can also use the Query window to bring more
than one data set into the data table, as well as write SQL queries to filter the
data.

Opening a New Query

You can use the Query window to bring selected columns of data from one
or more SAS data sets into the data table. The Query window opens a view
of the data set that cannot be edited. You can, however, save the view as a
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SAS data set that you can edit. To save the view as a SAS data set, select
File → Save As By SAS Name. . .

Figure 2.4. SQL QUERY TABLES Window

Select File → Open With New Query . . . to open the SQL QUERY
TABLES window. Select one or more tables to use in your query and click
on the right arrow.

Click OK to display the SQL QUERY COLUMNS window. Select the
columns that you want to include in the query and click on the right arrow.
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Figure 2.5. SQL QUERY COLUMNS Window

SelectFile → Closeto exit the Query window and open the data view into
the Analyst data table.

The query is added as a node to your project tree, and the selected columns
are brought into the data table. The name of the query node is generated by
Analyst in the form QUERYnnnn.

Caution: If you select the Analyst window while in the Query window, the
resulting query is not returned to Analyst.

Saving and Opening an Existing Query

Once you have used the Query window to create views of SAS data, you can
bring these views into Analyst.

To create a query to use later, prepare your query in the Query window, and
selectFile → Save Query→ Save as QUERY to Include laterin the SQL
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QUERY COLUMNS window. Select the SAS library, catalog, and library
member name.

To open a saved query in Analyst, selectFile→Open With Existing Query
. . . The Open with Existing Query window searches for saved queries in all
available SAS libraries.

Figure 2.6. Open with Existing Query Window

You can also use the Query window to apply an SQL query to your data.
Refer to the Query window documentation for more information.

Modifying Tables

When you have brought your data into the Analyst data table, you can change
the organization and apply calculations to the data. You must be in Edit or
Shared Edit mode to make modifications to the data table.
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Viewing and Editing Data

To prevent changes to a table while you are viewing it, select
Edit → Mode→ Browse.

To make changes to the table, selectEdit → Mode→ Edit . While you are
in Edit mode, no one else is able to make changes to the table.

To allow more than one person to make concurrent changes to the table, select
Edit → Mode→ Shared Edit. The record you are editing is locked while
you are editing it, but other users can make changes to other records in the
table.

When you are in Edit or Shared Edit mode, you can make changes to the data
table by selecting a cell and typing in it.

Working with Columns

You can perform several operations on data table columns by selecting items
from a pop-up menu. To display the pop-up menu for a column, select the
column and click the right mouse button.



34 � Chapter 2. The Data Table

Figure 2.7. Column Pop-up Menu

These items are also available from theView, Edit , andData menus.

Moving Columns

You can move columns by selecting one or more columns and selecting
Move . . . from the pop-up menu to display the Move Columns dialog.
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Figure 2.8. Move Columns Dialog

To move a column, select it in theColumn order list, then click on the arrows
to move it to the appropriate spot. Sort the columns by selectingAscending
andDescendingunder theAlphabetical order heading. Click on theSort
All button to sort the columns.

SelectSave order with data to save this order with the data file. You must
be in Edit mode to save the order with the data file.

Click OK when the columns are in the desired order.

Hiding Columns

To hide a column or columns from displaying in the data table, select the
columns and selectHide . . . from the pop-up menu to display the Hide
Columns dialog. Hidden columns are still used in an analysis unless you
specify that they be excluded.
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Figure 2.9. Hide Columns Dialog

To hide columns, select the desired columns and click on theHide button.

To unhide columns, select the desired columns and click on theRemove
button.

SelectExclude hidden columns from analysisto specify that the hidden
columns be unavailable for Analyst tasks.

Holding Columns

To hold a column and all the columns to the left of it in place while you scroll
through the columns in the data table, select a column, and selectHold . . .
from the pop-up menu to display the Hold Columns dialog.
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Figure 2.10. Hold Columns Dialog

Select a column from the column list and clickOK to hold it.

Select a held column from the column list and click on theReleasebutton to
release it.

Inserting Columns

To insert one or more columns, select a column and selectInsert from the
pop-up menu. Then select the column typeCharacter or Numeric. The new
column is inserted to the left of the selected column. If you select more than
one column, columns equal to the number you have selected are inserted to
the left of the first column. If no column is selected, the new column is added
to the end of the table.

You must be in Edit mode to insert columns.

Sorting Columns

Select a column and selectSort . . . from the pop-up menu to display the Sort
dialog. Sort the rows in the data table by the selected column’s values.
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Figure 2.11. Sort Dialog

Select columns from the candidate list and click on theSort by button to
specify the column values to use in sorting.

Use the up and down arrows next to theSort by list to specify the desired
column sort order.

Select a variable in theSort by list and click on theAscend/Descendbutton
to sort the rows in the data table in ascending or descending alphabetical
order of column values. The rows are sorted in ascending order by default.
You must be in Edit mode to sort columns.

Duplicating Columns

To duplicate one or more columns, select a column and selectDuplicate from
the pop-up menu. The duplicated column is inserted to the left of the selected
column. If you select more than one column, each column is duplicated to
the left of the first selected column.

You must be in Edit mode to duplicate columns.
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Deleting Columns

To delete a column, select the column and selectDelete. . . from the pop-up
menu to display the Delete Items dialog.

Figure 2.12. Delete Items Dialog

Select the columns that you want to delete and clickOK . To avoid deleting
any columns, deselect all columns or click on theCancelbutton.

You must be in Edit mode to delete columns.

Displaying Variable Labels

You can switch between displaying variable names as column headings in
the data table and displaying labels as column headings in the data table by
selecting a column and selectingLabels from the pop-up menu.
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Column Properties

Select a column and selectProperties . . . from the pop-up menu to display
the Column Properties dialog.

Figure 2.13. Column Properties Dialog

The Column Properties dialog displays the name, label, type (numeric or
character), length, format, and informat of the selected column. If the data
table is in edit mode, you can change the name, label, format and informat
for the variable that the column represents. Otherwise, you can only view the
information.

Working with Rows

You can add, duplicate, and delete rows. To display the pop-up menu for a
row, select the row and click the right mouse button.



Working with Rows � 41

Figure 2.14. Row Pop-up Menu

These items are also available from theEdit menu.

Adding a Row

To add a row to the end of the table, select a row and selectAdd from the
pop-up menu.

You must be in Edit or Shared Edit mode to add a row.

Duplicating a Row

To duplicate a row, select the row, and selectDuplicate from the pop-up
menu.

You must be in Edit or Shared Edit mode to duplicate a row.
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Deleting a Row

To delete a row, select the row, and selectDeletefrom the pop-up menu.

You must be in Edit or Shared Edit mode to delete a row.

Typing in Data Values

You can change the data in a cell by selecting the cell and typing in the new
value.

The Data Menu

From theData menu, you can filter, sort, summarize, concatenate, merge,
transpose, and apply calculations to your data.

Figure 2.15. Data Menu

The following topics describe a few importantData menu tasks. Two other
importantData menu tasks, stacking columns and recoding values, are de-
scribed and used in Chapter 16.Data menu tasks not described in this book
include ranking and standardizing data, converting the values of a variable
from numeric to character or character to numeric, producing a summary
data set, transposing a data set, taking a random sample, and creating a new
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column that is a square, square root, reciprocal, or exponential of an existing
column. Consult the Analyst online help for more information about these
tasks.

Computing New Variables

You can specify an expression for creating a new column in the data table.
SelectData→ Transform → Compute . . . to display the Compute dialog.

Figure 2.16. Compute Dialog

Type the expression in the box under the new column name, or use a combi-
nation of typing and selecting variables, functions, and operators. A numeric
column is created by default.

Click on an operator at the right of the expression box to add it to the expres-
sion. You can also type in an operator.

To add a variable to the expression, double-click on the variable name or
select it and click on the arrow above theVariables list. You can also type in
a variable name.

Functions are organized into categories. Select a category by clicking on the
arrow next to theCategory: field. Review information about a function by
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selecting it. This information appears in the box to the left of the function
list. Add a function to the expression by double-clicking on it or selecting the
function and clicking on the arrow above theFunctions box. You can also
type in any SAS function. The functions displayed are a subset of all SAS
functions.

By default, the column name is CompN , whereN is the lowest number that
produces a unique name. Replace the default column name by typing in one
of your choosing.

TheAttributes button displays the Column Attributes dialog, in which you
can specify the name, label, and other attributes for your computed column.
If you want to create a column with character values, use this dialog to set
the variable type to character. Numeric is the default variable type.

Click on theVerify button to make sure your expression is valid. Function
parameters are not verified, and the variable type is not taken into account.

If you have already used the Compute dialog to add a column to the cur-
rent data table, click on theRecall button to fill the expression box and the
Column Attributes dialog with the most recent expression and attributes.

Recoding Ranges

In performing an analysis, you may want to work with a particular factor as a
classification variable rather than as a continuous variable. Recoding ranges
enables you to create a new variable with discrete levels based on the ranges
of values of an existing variable.

SelectData→ Transform → Recode Ranges. . . to designate the column
whose ranges you want to use.
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Figure 2.17. Recode Ranges Information Dialog

Click on the arrow next toColumn to recode: to select a numeric column
from the current data table.

Specify the name of the new column that will contain the new data values.
The new column has a default name, which you can type over with a name
of your choosing.

The new column type can be character or numeric. If you selectCharacter,
you can use a character string to correspond to each range.

You must specify the number of groups that the current range will be divided
into.

To help you decide how many groups to form, the range of the existing col-
umn is displayed at the bottom of this dialog.

After you have selected a column to recode and the number of groups that
you want the new variable to have, clickOK to display a dialog in which you
can specify the recoding to be performed.
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Figure 2.18. Recode Ranges Dialog

Use this dialog to substitute new values for the original ranges of the column
specified in the Recode Ranges Information dialog. The number of rows in
the table corresponds to the number of groups.

TheLower Bound is the lower boundary of a range. TheUpper Bound is
the upper boundary of a range. The upper boundary is automatically trans-
ferred to the next range’s lower boundary. Only the firstN − 1 cells of the
Upper Bound need to be filled in.

Type in a character or numeric value to correspond to the range. If you do
not type in a value, a missing value (blank) is assigned to the range.

UnderOperators, you can control what happens to column values that fall on
a range boundary. The first option groups these values with smaller values;
the second option groups these values with larger values.

If you selectRecode missing valuesand the lowest lower bound is left blank,
missing values are placed in the lowest new group. If you don’t selectRecode
missing values, missing values remain missing.

The range of the existing column is displayed at the bottom of this dialog.
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Computing Log Transformations

Select a column and selectData→ Transform → Log(Y) to calculate the
natural logarithm of the values in the selected column. A new column
containing the logarithm of each value is created. Other transformations,
such as exponentiating and taking a square root, are also available from the
Transform item in theData menu.

Generating Random Variates

To generate random variates, selectData→ Random Variates, and then se-
lect the distribution to be used for generating the random variates.

Figure 2.19. Generate Random Variates from a Normal Distribution
Dialog

You can leave the new column name as the default or specify a new column
name in theNew column name:field.

Enter a value for each parameter. ClickOK to create a column with the
specified distribution.
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Combining Tables

You can concatenate the rows or merge the columns from two or more tables.

Concatenating Tables by Rows

To vertically join tables by concatenating their rows, select
Data→ Combine Tables→ Concatenate By Rows. . .

Figure 2.20. Concatenate Tables by Rows Dialog

Click on theOpen SAS Databutton to open SAS data tables. Click on the
Browsebutton to select a file from your operating system’s directory.

To change the order of the tables that you are appending, select a table and
click on the up or down arrow to move the table one level up or one level
down in the list.
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To remove a table from the list, select the table and click on theRemove
button.

SelectAppend to append the tables that you have selected. If you have
chosen to append the tables, you can change the order of tables in the list.
When you append tables, the rows of the first table are followed by the rows
of the succeeding tables.

SelectInterleave to interleave the rows of the tables.

Common variables among the tables you have chosen to concatenate are
listed in theCommon variables list. Select a common variable and click
on the Interleave By button to add it to the list of variables to interleave
by. When you interleave table rows, the rows of the table are combined and
ordered according to the common variables that you have selected.

Select a variable and click on theRemovebutton to remove it from the list
of Interleave By variables.

Click on theVariables button to choose the variables that you want to keep in
your concatenation. By default, when you concatenate by rows, the resulting
table contains only the common variables.

Merging Tables by Columns

To join tables horizontally by merging their columns, select
Data→ Combine Tables→ Merge By Columns. . .
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Figure 2.21. Merge Tables by Columns Dialog

In the Merge Tables by Columns dialog, you can select data tables to merge
and the variables you will keep in the merged table. You can merge up to six
tables. Type the name of the table in theTable namefield, click on the arrow
to select a SAS data table, or click on theBrowsebutton to select a file from
a directory.

Click on theMore button to merge more than two tables.

You can choose whether the new combined table displays only matching
rows, rows that match those inTable 1, or all rows.

Common variables among the tables you have chosen to combine are listed
in theCommon variableslist.

Select a common variable and click on theMerge By button to add it to the
list of variables to combine the tables by.
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Select a variable and click on theRemovebutton to remove it from the list
of Merge By variables.

Click on theVariables button to choose the variables that you want to keep
in your merged table. By default, when you merge by columns, the resulting
table contains all the variables.

Splitting Columns

You can split selected columns to output a new column whenever the value
of a variable changes. SelectData→ Split Columns . . . to display the Split
Columns dialog.

Figure 2.22. Split Columns Dialog

Select a column from the candidate list and click on theSplit Column button
to designate a column to split.

Select a variable from the candidate list and click on theSplit By button to
designate a variable to split the first column by.
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You can use the default names or type in new names for the split column if
the type of theSplit By column is character. Numeric columns do not have
default names.

Subsetting Data

You can view a subset of your data by selecting
Data→ Filter → Subset Data. . . In the Subset dialog, you can apply a
Where clause to your data.

Figure 2.23. Subset Dialog

All subsequent analyses are run on the subset of the data.

SelectData→ Filter → None if you do not want to subset your data, or if
you want to remove an existing subset.None is the default.

To save the subsetted data, selectFile → Save As. . . If you select
File → Save, the entire data set, and not just the subset, is saved.
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Example: Modifying a Data Table

In this example, you combine selected columns from two data sets and edit
them in a new data table. This example assumes that you have no data set
loaded in the Analyst data table. If you do, selectFile→ Newbefore starting
the example.

Each data set contains the results of taste tests of breakfast cereal. Each cereal
is rated by several judges, on a scale of 1 to 5. After you concatenate the two
data sets, you split the rating column by sample number.

Open Data Sets for Editing

To select the data sets and bring them into a new Analyst data table, follow
these steps:

1. SelectTools→ Sample Data. . .

2. SelectJRating1 andJRating2.

3. Click OK to create the sample data sets in yourSasuser directory.

4. SelectData→ Combine Tables→ Concatenate By Rows. . .

5. Click on theOpen SAS Databutton. SelectSasuser from the list of
Libraries . SelectJrating1 from the list of members. ClickOK .

6. In the Concatenate Tables by Rows dialog, click on theOpen SAS
Data button again. SelectSasuser from the list ofLibraries . Select
Jrating2 from the list of members. ClickOK .
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Figure 2.24. Concatenate Tables by Rows Dialog

7. SelectInterleave.

8. SelectJUDGE andSAMPLE from the list ofCommon variablesand
click on theInterleave By button to useJUDGE andSAMPLE as the
variables by which the rows of the data tables will be combined.
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Figure 2.25. Interleave by Common Variables

9. Click on theVariables button to select the columns to include in the
new data table.
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Figure 2.26. Selected Columns for New Data Table

Only those columns common to both data tables are kept by default,
as shown in theKeep list. The columnSWEETNESS is not kept as
part of the resulting table. The number preceding the column name
SWEETNESS represents the data table to which this variable be-
longs.

10. Click OK to return to the Concatenate Tables by Rows dialog. Click
OK again to display the new combined data table in a results window.
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Figure 2.27. Combined Table

11. To modify the combined table, you need to open it in the Analyst data
table. Close the results window. Select theCombined Tablenode in
the project tree and click the right mouse button to display the pop-up
menu. SelectOpen.



58 � Chapter 2. The Data Table

Figure 2.28. Opening the Combined Table

12. By default, data tables are opened in Browse mode. Select
Edit → Mode→ Edit to change the mode from Browse to Edit.

Modify the Data

In the data table you can modify the data by splitting columns so that a new
column is generated when the value of a variable changes. You can also
subdivide data into ranges.

To subdivide the data into ranges and split the columns according to sample
number, follow these steps:

1. Divide the taste test results into three categories: good, mediocre, and
bad. SelectData→ Transform → Recode Ranges. . .

2. Click on the arrow next toColumn to recode:and selectRating. Type
taste–test in the New column name: field. ChangeNew column
type: to Character. Type3 in theNumber of groups to be formed:
field to designate three taste test ranges.
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Figure 2.29. Recode Ranges Information Dialog

Click OK to specify the new ranges.

3. In the first row, type0 in theLower Bound column and2 in theUpper
Bound column. Typebad in theNew Valuecolumn.

4. When you press the Enter key, the upper bound value of the previous
row is automatically filled in as the lower bound of the current row.
Type3 in theUpper Bound column andmediocre in theNew Value
column.

5. Move your cursor to the third row. Type5 in theUpper Bound column
andgood in theNew Valuecolumn.
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Figure 2.30. Boundary Values

6. Click OK to save your new boundary values.

In the new table, the new ranges are displayed in thetaste–test col-
umn.
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Figure 2.31. Table with taste–test Column

7. Remove theRating column by selecting the column and selecting
Delete. . . from the pop-up menu. ClickOK in the Delete Items di-
alog.
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Figure 2.32. Delete Rating Column

8. You are going to split thetaste–test column by theSample col-
umn so that a taste test for each sample is displayed by judge. Select
Data→ Split Columns . . .

9. In the Split Columns dialog, selecttaste–test from the list and click
on theSplit Column button. SelectSample from the list and click on
theSplit By button.

10. SelectUser-defined namesfor the column names. TypeSample– in
theColumn name prefix: field.
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Figure 2.33. Taste–test Column Split by Sample

11. Click OK . The resulting table displays the results of the taste test by
each participating judge.
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Figure 2.34. Split Columns Table

Saving and Exporting Data

Saving Data

To save changes made to the current data set, selectFile → Save.

Saving Data to a SAS Library

SelectFile → Save As By SAS Name. . . to save the current table as a SAS
data set.
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Figure 2.35. Save As Dialog

Select a library from the list ofLibraries . Select an existing data set from
the member list or type a member name for the new data set in the field next
to Member Name:. Click on theSavebutton to save the data set. The new
data set is automatically opened into Analyst.

Reserved Names

The following names are reserved by Analyst and should not be used to refer
to tables.

The–proj– libref points to the current project library where project files are
stored. This libref is dynamically assigned each time a project is opened.

A –tmp– libref is assigned by Analyst as needed.–tmp– is also used as
the stem of names for temporary data sets used by Analyst, for example,

–tmp–0439.
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Exporting Data to Different File Formats

You can save files to any export format that is supported by SAS Software on
your platform. For example, you can export a SAS data table to a delimited
file. SelectFile → Save As. . . to export a data table to a different format.

Figure 2.36. Save As Dialog
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Introduction

An Analyst project is a collection of results from analyses performed on one
or more data sets.

SelectProjects from theFile menu to create, open, save, and delete Analyst
projects.

Managing Projects

Creating a Project

If you do not have any existing projects when you invoke the Analyst appli-
cation, a new project is automatically created for you. If you already have ex-
isting projects, and you want to create a new project, selectFile → Projects
→ New to create a new project. A new project tree is displayed.
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Figure 3.1. New Project

A folder namedUntitled Analysis that contains a data node namedUntitled
is automatically created in the new project. You can enter data into the data
table, open a SAS data file, or open external data files such as Excel files. If
you open data into the data table, the folder name is replaced by the name
of the data set that you open. If you enter data into the data table, the folder
name is replaced when you save the data set.

Saving a Project

To save a project, selectFile → Projects→ Save. A new project must con-
tain a named data table before it can be saved.

When you save a new project, you are prompted to give the project a name.
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Figure 3.2. Projects Dialog

Type the name of the new project in theName: field. Click on theBrowse
button to search for a directory in which to save the project. ClickOK to save
the project. By default, Analyst projects are saved in theanalyst–projects
directory within theSasuser directory.

Saving a Project Under Another Name

To save the contents of a project under another name, select
File → Projects→ Save As. . . and type the new name of the project
in theName: field. Click on theBrowsebutton to search for a directory in
which to save the project. ClickOK to save the project with the new name.
The original project, with its original name, still exists.
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Renaming a Folder

To rename a folder within a project, select the folder with the right mouse
button, and selectRename. . . from the pop-up menu.

Figure 3.3. Rename Dialog

Type the new name of the folder in theNew name:field and clickOK .

Deleting Nodes from a Project

You can delete individual nodes in a project without deleting the project it-
self. To delete a node, select the node and selectDelete from the pop-up
menu.

Deleting a SAS data set node from the project tree does not delete it from the
directory in which it resides. For example, if you open theFitness data set
and perform analyses on it, it is not deleted from theSasuser library when
you delete it from the project tree.

Deleting an output data set that you have generated from the SAS data set
does delete it from theanalyst–projects folder where it resides. For exam-
ple, if you create a data table by combining selected columns from two SAS
data sets, the data table that you created is deleted when you remove it from
the project tree.
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Deleting a Project

To delete the current project tree and the files that are stored in a project,
select the project and selectDelete. . . from the pop-up menu. You can also
delete any project by selectingFile → Projects→ Delete. . .

Opening Existing Projects

To see all of the projects that you have created, select
File → Projects→ Open . . . Select a project from the list and click
OK to open it.

Using Code

When you perform an analysis or create a graph in Analyst, the code that
generated your results is saved in aCodenode in the project tree. You can
view, modify, and submit this code.

Viewing Code in the Code Window

To view the code that generated your results, double-click on aCodenode in
your project tree. The code is displayed in the Code window.
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Figure 3.4. Code Window

Copying Code to the Program Editor Window

To copy code to the Program Editor window, selectEdit → Copy to
Program Editor from the Code window.
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Figure 3.5. Code in Program Editor Window

In the Program Editor window, you can edit, submit, and save code. Your
data must be in browse mode in order for you to submit code that uses the
current data table. In edit mode, the data table is locked by Analyst.

Printing and Saving Results

You can print and save individual nodes in the project tree.

Saving Text Results

To save code or an analysis result as a file, double-click on a node to open it,
and selectFile → Save As. . .
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Figure 3.6. Saving a Text File

Type a filename in theFile name: field, and select a file type. You can also
save code or analysis results by selecting a node and selectingSave as. . .
from the pop-up menu.

Saving a Graph Result as a File

To save a graph result as a file, double-click on a graph node to open it, and
selectFile → Save As. . .
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Figure 3.7. Saving a Graphics File

Type a filename in theFile name: field, and select a file type. You can save
the graph in formats that include GIF and postscript.

You can also save a graph result by selecting a node and selectingSave as
. . . from the pop-up menu.

Saving a Result as a Catalog Entry

To save a result as an entry in a SAS catalog, double-click on the node to
open it, and selectFile → Save as Object. . .
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Figure 3.8. Saving a Catalog Entry

Select a library from the list ofLibraries , and select a catalog. Select an
entry name or enter one in the field labeledEntry Name:. You can also enter
a description for the catalog entry.

Printing Results

You can print code, analysis results, and graph results. Print graph results by
opening the graph and selectingFile → Print . . .

To print a code or analysis result, open the node and selectFile → Print . . .

Example: Create and Export Histograms

In this example, you open the project that contains the simple regression
that you performed in the example at the end of Chapter 1, “Overview,” and
save the project under another name. Then you add to the new project by
generating histograms from theFitness data.
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Open the Project

To open the project that you created in Chapter 1, follow these steps:

1. SelectFile → Projects→ Open . . .

2. SelectMy Project . Click OK .

Save the Project Under Another Name

To give the project a more appropriate name, follow these steps:

1. SelectMy Project at the top of the project tree, and selectSave as. . .
from the pop-up menu.

Figure 3.9. Saving a Project Under Another Name

2. TypeFitness in theName: field and clickOK .
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Figure 3.10. Fitness Project

A copy of the project tree is saved with the nameFitness. The original project
is saved until you delete it.

Generate Histograms

Histograms display the distribution of a particular variable over various in-
tervals, or classes. You can use histograms to see the shape of the distribution
and to determine whether the data are distributed symmetrically. A compar-
ative histogram is produced if you specify a classification variable.

To generate comparative histograms of maximum heart rate for each experi-
mental group from theFitness data table, follow these steps:

1. SelectGraphs→ Histogram . . .

2. Selectmaxpulse from the list, and click on theAnalysis button.
Selectgroup from the list, and click on theClassbutton.
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Figure 3.11. Fitness Analysis and Class Variables

3. To change the way the histogram is displayed, click on theDisplay
button.
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Figure 3.12. Histogram: Display Dialog

4. Click Bar Color to change the color of the histogram bars. SelectRed
from the list of colors.
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Figure 3.13. Color Attributes Dialog

Click OK to change the bar color to red.

5. To use number of subjects, rather than percentage, as a gauge of bar
size, selectCount underScale of vertical axis. Click OK to return to
the Histogram dialog.

6. Click OK to create histograms of the maximum heart rate for each
group.
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Figure 3.14. Maximum Heart Rate Histograms

The histograms and the code that produced them have been added to
the project tree.
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Figure 3.15. Project Tree with Histogram Folder

Export Histograms

To save the histogram that you have generated as a graphics file, follow these
steps:

1. Double-click on the first node that is labeledHistogram for maxpulse
to open it.

2. SelectFile → Save As. . .

3. In the Save As dialog, click on the arrow next toSave as type:and
selectGIF file .

4. Typecoronary.gif in theFile name: field.
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Figure 3.16. Save GIF File

5. Click on theSavebutton to save the file. The histogram is exported to
a GIF formatted file.
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Chapter 4
Customizing Your Session

Introduction

You can customize your Analyst session from theTools menu by selecting
Viewer Settings. . . to set viewer preferences andGraph Settings. . . to set
graph preferences. Any global options that you set are overridden by any in-
dividual settings that you specify in a task. These options are also overridden
by options that are saved by theSave Optionsbutton for a task.

You can customize the toolbar by adding other Analyst tasks and icons. See
Chapter 17, “Details,”for information about customizing the Analyst tool-
bar.

Setting Viewer Preferences

SelectTools→ Viewer Settings. . . to display the Viewer Settings dialog.
The Viewer Settings dialog enables you to specify options for the window
layout, the data table, and the display of variables and output. When you
click OK , your changes take effect immediately.

Window Layout

In the Viewer tab, you can control the relative size of the project tree and
data table by moving the slider at the bottom of theWindow layout screen.
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Figure 4.1. Viewer Settings Dialog, Viewer Tab

Table Settings

In theTable tab, you can specify the fonts and initial edit mode of your data
tables.



Settings for Variables � 91

Figure 4.2. Viewer Settings Dialog, Table Tab

UnderTable fonts, click on the arrows next to theData: andLabel: fields
to select a font for the data and column headings in the data table.

UnderShow columns with, select columnNamesor Labels to be displayed
as column headings.

UnderOpen data files for, specify the mode in which data tables are to be
opened. Browse mode prevents any editing of the table. Edit mode allows
table editing, and Shared Edit allows multiple users to edit table values con-
currently for tables that are accessed through a SAS/SHARE server. These
modes can also be changed from theEdit menu when the data table is open.

UnderWhen editing large data files, you can control processing speed by
setting a warning for files that are greater than a certain size.

If you have checkedWarn before opening large files to edit, and the file is
larger than the limit you have specified, a message warns you that the data file
is large and prompts you to either open a copy or open the data file directly.
Opening a copy of the data file takes longer. Opening the data file directly is
faster, but changes to the data table cannot be undone.



92 � Chapter 4. Customizing Your Session

Click on the up or down arrows to specify the file size limit.

Settings for Variables

In the Variables tab, you can customize the display of the variables in the
task dialogs.

Figure 4.3. Viewer Settings Dialog, Variables Tab

Under Sort candidate variables by, select Position in data set or
Alphabetical order to specify the order in which to list variable names in
the task dialogs.

Under Display variables by, selectNames onlyor Names and labelsto
specify how variables should be displayed in the task dialogs.
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Output Settings

In theOutput tab, you can specify options for multiple output, graphs, source
code, and HTML files.

Figure 4.4. Viewer Settings Dialog, Output Tab

UnderWhen creating multiple output, you can determine whether the first
or last output should be displayed automatically when an analysis has been
run, or whether output should be displayed at all.

UnderHTML files , selectCreate HTML file of results to include an HTML
output node in your project tree whenever you apply a task to your data. You
can change the style of the HTML output by selecting a style from theStyle:
drop-down menu. SelectDisplay with table of contentsto view the HTML
output using a table of links to your output (displayed with HTML frames).
If this option is not selected, all results are displayed in a single page.

SelectDisplay graphs with scroll bars to display scroll bars with your
graphs. When scrollbars are displayed, graphs are shown in their natural size.
When scrollbars are turned off, graphs are shown in full size in the Output
window. Scrollbars can also be turned on or off in the Output window.
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SelectProvide source codeto include a source code node in your project
tree whenever you apply a task to your data.

Setting Graph Preferences

SelectTools→ Graph Settings. . . to display the Graph Settings dialog.
You can use the Graph Settings dialog to customize the appearance of the
graphs you produce.

Figure 4.5. Graph Settings Dialog

Point Display Options

Point display options control the display of points and lines in plots. You can
select the color, symbol type, and symbol height of points displayed in the
plot. You can also control the color and width of lines in the plot.

Click on theColor button to change the color selected to display points.
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Figure 4.6. Color Attributes Dialog

Click on the arrow next toSymbol: to select the symbol used to display
points.

Figure 4.7. Point Symbols
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Click on the down or up arrow next toSymbol height: to change the size of
the symbol.

Click on the down or up arrow next toLine width: to change the width of
lines displayed in the plot.

Bar and Contour Rectangle Options

Bar and contour rectangle options control the display of any bars or rectan-
gles in graphs. You can control the outline color, the fill color, the fill pattern,
and the pattern density.

Click on theColor button to select the color used to fill bars and rectangles.

Click on theOutline Color button to select the color used for bar outlines.

Click on the down arrow next toPattern: to select a pattern used to fill bars
and rectangles.

Click on the down or up arrow next toPattern density: to change the density
of the pattern.

Figure 4.8. Pattern Choices
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Axis Options

Axis options control the color and width of axis lines as well as the back-
ground color of the graph.

Click on theAxis Color button to select the color used for axis lines.

Click on theBackground Color button to change the background color of
the graph.

Click on the down or up arrow next toLine width: to change the width of
the axis lines.

Text Options

Text options control the color, font, and size of any text in the graph.

Click on theColor button to change the color used for text.

Click on the arrow next toFont: to select a text font. Do not pick a font for
which no sample text is displayed.

Figure 4.9. Graphics Fonts Dialog

Click on the down or up arrow next toHeight: to change the text height.
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Saving Options

You can save any option that is associated with a task by clicking on theSave
Options button in the task dialog. For example, you can save the options that
are associated with the Bar Chart task by clicking on theSave Optionsbutton
in the Bar Chart dialog.

Figure 4.10. Save Options Button

These options become your defaults and are applied when you click on the
Resetbutton. These options are also saved between sessions.

Options that are associated with data, such asGroup By variables, cannot be
saved with the task options, and do not persist between sessions.

Changing Titles

SelectTools→ Titles . . . or click on theTitles button within a task to specify
the titles that appear on the output.
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Figure 4.11. Titles Dialog, Global Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

If you have selected theTitles button within a task, you can use the tab for
the current task to specify titles for the output from the task. For example,
if you are in the Summary Statistics task, you can specify the titles for the
output from that task.

Figure 4.12. Titles Dialog, Task Tab
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Select the box next toOverride global titles to exclude the global titles from
the task results.

In the Settings tab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Figure 4.13. Titles Dialog, Settings Tab

Global titles information and settings are saved between SAS sessions.

Example: Change Global and Task Options

In this example, you change the viewer and graph settings, and the titles that
appear on your output.

Change Viewer Settings

To change the window layout, open data files automatically in edit mode,
display candidate variables in alphabetical order, and create HTML files of
your results, follow these steps:

1. To change the window layout to make long node names easier to read,
selectTools→ Viewer Settings. . . Move the slider to the right so that
the project tree is displayed in a wider window.
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Figure 4.14. Wider Project Tree Window Setting

2. To automatically open data files in edit mode, select theTable tab, and
selectEdit under theOpen data files forheading.
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Figure 4.15. Open Data Files for Edit

3. To display the candidate variables in alphabetical order in a task dialog,
select theVariables tab and selectAlphabetical order under theSort
candidate variables byheading.
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Figure 4.16. Sort Candidate Variables by Alphabetical Order

4. To automatically create HTML files of your results, select theOutput
tab and selectCreate HTML file of results under theHTML files
heading.
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Figure 4.17. Create HTML File of Results

5. Click OK to save your viewer settings.

When you run an analysis, the HTML results are displayed as a sepa-
rate node in the project tree.
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Figure 4.18. HTML Results Node

If you double-click on the HTML results, they are displayed in your
HTML browser.

Change Graph Settings

To change the point and line display color and the bar and contour rectangle
pattern in your graphs, follow these steps:
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1. SelectTools→ Graph Settings . . .

2. SelectColor underPoint display options.

3. SelectMagenta from the list of colors.

Figure 4.19. Select Point and Line Display Color

Click OK .

4. Under theBar and contour rectangle optionsheading, click on the
arrow next toPattern: and selectEmpty from the list of patterns.
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Figure 4.20. Select Bar and Contour Rectangle Pattern

5. Click OK to save your graph settings.

Change Titles

To specify a default title for all your output, follow these steps:

1. SelectTools→ Titles . . .

2. Under theGlobal tab, typeHealth Report in the first field.
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Figure 4.21. Specifying a Global Title

3. Click OK to apply this title to all subsequent output.
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Chapter 5
Creating Graphs

Introduction
In the Analyst Application, you can use bar charts, pie charts, and scatter
plots, in addition to other kinds of graphs, to display your data graphically.
Vertical and horizontal bar charts display your data in the form of a two-
dimensional or three-dimensional bar graph. A pie chart displays your data in
the form of a two-dimensional or three-dimensional disc, divided into slices.
The size of each slice indicates the relative contribution of each part to the
whole. A scatter plot displays any relationship between two or more vari-
ables.

Bar Charts
To create a bar chart, selectGraphs→ Bar Chart . SelectHorizontal . . . or
Vertical . . . to create a horizontal or a vertical bar chart.

Figure 5.1. Vertical Bar Chart Dialog
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Select variables from the candidate list and click on theChart button to
create bar charts of those variables.

Select2-D or 3-D underBar type to specify whether you want to display a
two-dimensional or a three-dimensional chart.

Select a variable from the candidate list and click on theGroup By button
to add the variable to be used as a grouping variable in the bar chart. This
organizes the bars into groups based on the values of the grouping variable.

Select a variable from the candidate list and click on theStack By button to
add the variable to be used as a stacking variable in the bar chart. Using a
stacking variable subdivides, or stacks segments of, each bar based on the
contribution of the stacking variable.

Bar Chart Options

Click on theOptions button to display the Bar Chart Options dialog. In the
Bar Chart Options dialog, you can control the appearance of your horizontal
or vertical bar chart. ClickOK to save your changes.

Number of Bars

The Number of Bars tab enables you to specify the number of bars in the
chart and the order in which they are displayed.
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Figure 5.2. Number of Bars Tab

SelectDefault number of bars to display a default number of bars based on
the chart variable. SelectN bars and select a number from the list to specify
the number of bars to be displayed. SelectBar for each discrete levelto
display a bar for each discrete level of the chart variable. If there is only
one chart variable, selectBars for specified levelsand click on theSpecify
button to provide a list of midpoints or to specify a range of numeric values,
or to provide a list of character values.

UnderOrder of bars, selectDefault, Ascending, or Descendingto display
your data in default order, ascending order of bar length, or descending order
of bar length.

Bar Values

The Bar Values tab enables you to control the type of information that is
displayed by each bar by specifying the statistic to display in the chart and
any additional variable to use in computing the statistic.
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Figure 5.3. Bar Values Tab

If you do not specify an analysis variable, you can select frequency, percent,
cumulative percent, or cumulative frequency as the statistic to chart. Each
bar represents the selected statistic for the current midpoint value of the chart
variable.

If you specify an analysis variable, you can select sum or average as the
statistic to chart. Each bar displays the sum or average of the analysis variable
for the current midpoint value of the chart variable.

Appearance

TheAppearancetab enables you to select colors and fonts.
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Figure 5.4. Appearance Tab

UnderBar outline, click on theColor button and select a color for the outline
of the bar from the Color Attributes dialog. Specify the width of the bar
outline in pixels in theWidth: selector.

UnderBar text, click on theColor button and select a color for the chart text
from the Color Attributes dialog. Specify the height of the text in cells in the
Height: selector. Select a font by clicking on the arrow next to theFont:
selector.

UnderChange bar appearance with change in, you can track changes in
the chart or group variable values by color, or you can choose to have all bars
remain the same color. If you chooseAll bars the same, you can specify the
color to be used.

Statistics

TheStatisticstab enables you to specify the display of statistics in horizontal
and vertical bar charts.



116 � Chapter 5. Creating Graphs

Figure 5.5. Statistics Tab

If the chart is a vertical bar chart, theVertical bar statistics section is click-
able and theHorizontal bar statistics section is greyed. SelectDisplay
statistics if you want statistics to be displayed in the chart, and specify
whether the statistics should be displayed inside or outside the bars of the
chart. Select the statistic to be displayed from the list.

If the chart is a horizontal bar chart, theHorizontal bar statistics section is
clickable and theVertical bar statistics section is greyed. SelectDisplay
no statisticsto hide statistics from display. SelectDisplay default statistics
to display the statistics that have been applied to the chart. To display one
statistic, selectDisplay one statistic, and select the statistic to be displayed
from the list.

Details

TheDetails tab enables you to specify reference lines and frame options.
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Figure 5.6. Details Tab

UnderReference lines, you can select whether to display no reference lines,
or display reference lines in front of or behind the bars in the chart.

UnderFrame options, when you selectDraw frame on axis, you can click
on theFrame Fill Color button and select a color for the frame from the
Color Attributes dialog.

Bar Chart Titles

Click on theTitles button to display the Titles dialog.
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Figure 5.7. Titles Dialog, Bar Chart Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In theBar Chart tab, you can specify titles for the bar chart. Select the box
next toOverride global titles to exclude the global titles from the bar chart
results.

In the Settings tab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Bar Chart Variables

Click on theVariables button to display the Bar Chart Variables dialog.
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Figure 5.8. Vertical Bar Chart: Variables Dialog

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group and displayed in separate
charts. For example, you could use a BY group variable to perform sepa-
rate analyses on females and males. Specify BY group variables by selecting
them in the candidate list and clicking on theBY Group button.

Example: Create a 3-D Bar Chart

Open the Fitness Data Set

In this example, you create a bar chart using theFitness data set. To open
theFitness data set, follow these steps:
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1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.

Specify Chart and Grouping Variables

To create a 3-D vertical bar chart that compares among experimental groups
the average amount of oxygen consumed given the time it takes to run 1.5
miles, follow these steps:

1. SelectGraphs→ Bar Chart → Vertical . . . to display the Vertical
Bar Chart dialog.

2. Selectruntime from the candidate list, and clickChart to make min-
utes to run 1.5 miles the charted variable.

3. UnderBar type, select3-D to make the bar chart three-dimensional.

4. To compare among experimental groups, selectgroup from the candi-
date list and clickGroup By.
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Figure 5.9. Chart and Grouping Variables

Specify Bar Chart Options

To specify your bar chart options, such as the number and appearance of the
bars, follow these steps.

1. Click on theOptions button to display the Bar Chart Options dialog.

2. UnderNumber of bars, selectN bars, and click on the down arrow
until N = 3. Because a grouping variable was specified, bars for three
runtime midpoints are displayed for each value of the experimental
group.
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Figure 5.10. Number of Bars

3. Select theBar Values tab. UnderAnalysis variables, selectoxygen
from the candidate list and click on theAnalysis button to make oxy-
gen consumption your analysis variable.

4. UnderStatistic to chart, selectAverageto display the average oxygen
consumption per runtime.



Example: Create a 3-D Bar Chart � 123

Figure 5.11. Bar Values

5. Select theAppearance tab. UnderBar outline, click on theColor
button. SelectWhite from the Color Attributes list to make the bar
outlines white.
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Figure 5.12. Bar Outlines

Click OK to close the Color Attributes window and return to the Bar
Chart Options dialog.

6. Still on the Appearance tab, selectGroup variable value under
Change bar appearance with change in.
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Figure 5.13. Bar Appearance

7. Click OK to return to the Vertical Bar Chart dialog.

Specify Bar Chart Titles

To specify the titles for your bar chart, follow these steps:

1. Click on theTitles button in the Vertical Bar Chart dialog.

2. In the Bar Chart tab, typeRuntime and Oxygen Consumedin the
first field.
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Figure 5.14. Bar Chart Title

3. Click on theGlobal tab. TypeFitness Report in the first field. This
global title is saved across all Analyst sessions until you change it.

Figure 5.15. Global Title

4. Click OK to save your title changes.

Generate Bar Chart

To display your bar chart, clickOK in the Vertical Bar Chart dialog.
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Figure 5.16. Vertical Bar Chart

As expected, larger amounts of oxygen are consumed by faster runners.
Experimental group does not appear to affect this relationship or the average
amount of oxygen consumed. No members of experimental group 2 were
among the slowest runners.
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Pie Charts

To create a pie chart, selectGraphs→ Pie Chart . . .

Figure 5.17. Pie Chart Dialog

Select variables from the candidate list and click on theChart button to
produce a pie chart for each variable.

Select2-D or 3-D underPie type to specify whether you want to display a
two-dimensional or three-dimensional chart.

Pie Chart Options

In the Pie Chart Options dialog, you can control the appearance of your pie
chart. Click on theOptions button to display the Pie Chart Options dialog.
Click OK to save your changes.
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Number of Slices

TheNumber of Slicestab enables you to specify the number of slices in the
chart and the levels for which they are displayed.

Figure 5.18. Number of Slice Tab

UnderNumber of slices, selectDefault number of slicesto display an algo-
rithmically determined number of slices. SelectN slicesand select a number
from the list to specify the number of slices to be displayed. SelectSlice for
each discrete levelto display a slice for each discrete level of data. If you
are charting no more than one variable, selectSlices for specified levelsand
click on theSpecifybutton to provide a list of midpoints or to specify a range
of numeric values, or to provide a list of character values.

Slice Values

The Slice Valuestab enables you to control the type of information that is
displayed by each slice by specifying the statistic to display in the chart and
any additional variable to use in computing the statistic.
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Figure 5.19. Slice Values Tab

SelectingFrequencyunderStatistic to chart causes each slice to represent
the frequency with which a value or range of values occurs for the chart
variable. SelectingPercentcauses each slice to represent the percentage of
observations of the chart variable having a given value or falling into a given
range.

If you want to show some characteristic of an additional variable for each
level of the chart variable, select the additional variable as anAnalysis vari-
able. Then you can selectSum or Average of the analysis variable as the
statistic to compute and display in each slice.

Select aFrequency variable if each observation in the data set represents
several real observations, with values of the frequency variable indicating
that number.

Labels

TheLabels tab enables you to define the labels for the slices in the pie chart.
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Figure 5.20. Labels Tab

UnderLabel slices with, you can choose to label the slices with their per-
centage of the pie chart, the level of the slice, and the value of the slice.

Under Corresponding label placement, you can place each of the labels
inside or outside the slice, or you can include an arrow that points from the
label to the slice.

Appearance

TheAppearancetab enables you to select colors, fonts, and line width.



132 � Chapter 5. Creating Graphs

Figure 5.21. Appearance Tab

UnderSlice outline, select the check box if you want the outline of each slice
to be the same as the slice color. You can also control the width of the slice
outlines. To select one color to be used for all outlines, click on theColor
button and select a color from the Color Attributes dialog.

UnderSlice text, select the check box if you want to match the color of the
text with the color of the slice. You can also control the height and font of
the slice text. To select one color to be used for all text, click on theColor
button and select a color from the Color Attributes dialog.

Details

TheDetails tab enables you to specify slice and chart heading options.
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Figure 5.22. Details Tab

UnderSlice options, you can specify the angle in degrees of the first slice
by clicking on the up or down arrows or by typing in the degree. You can
also define the maximum percentage size of slices you want to gather into an
Other category by clicking on the arrows to choose from a range of one to
fifteen percent. If you are charting one variable, you can selectExplode one
slice, and type in the level. If you have selectedSlice for each discrete level
or Slices for specified levelsin theNumber of Slicestab, you can click on
the arrow next toLevel: to select from a range of levels.

You can choose to include missing values in slices.

UnderChart options, you can selectShow default heading above chartto
include a heading that summarizes what the chart displays.
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Pie Chart Titles

Click on theTitles button to display the Titles dialog.

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In thePie Chart tab, you can specify titles for the pie chart. Select the box
next toOverride global titles to exclude the global titles from the pie chart
results.

In theSettingstab, you can specify whether or not to include the date, page
numbers, and a filter description.

Pie Chart Variables

Click on theVariables button to display the Pie Chart Variables dialog.

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group, and a separate chart is dis-
played for each analysis. For example, you could use a BY group variable to
perform separate analyses on females and males. Specify BY group variables
by selecting them in the candidate list and clicking on theBY Group button.

Example: Create a 3-D Pie Chart

Open the Fitness Data Set

In this example, you create a pie chart from theFitness data set. If you have
not already done so, open theFitness data set by following these steps:

1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.
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Specify Pie Chart Variable

To specify the variable to be charted and the chart type, follow these steps:

1. SelectGraphs→ Pie Chart . . .

2. Selectruntime from the candidate list, and clickChart to make min-
utes to run 1.5 miles the charted variable.

3. Select3-D underPie typeto specify a three-dimensional chart.

Figure 5.23. Pie Chart Variable and Type

Specify Pie Chart Options

To specify your pie chart options, such as the number of slices, follow these
steps:

1. Click on theOptions button to display the Pie Chart Options dialog.

2. In theNumber of Slicestab, design a chart with ten slices by selecting
N slicesand clicking on the up arrow until the number10 is visible.
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Figure 5.24. Number of Slices in Pie Chart

3. In theSlice Valuestab, selectPercentunderStatistic to chart in order
to chart the percentage of each runtime in relation to the whole.
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Figure 5.25. Statistic to Chart

4. In the Labels tab, selectSlice levelunderLabel slices with. Select
Arrow underCorresponding label placement. Each slice indicates
a runtime, and each label is placed outside the disc, with an arrow
pointing to the corresponding slice.
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Figure 5.26. Pie Chart Labels

5. In theDetails tab, deselectShow default heading above chartunder
Chart options. You provide a new heading in theTitles dialog.
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Figure 5.27. Deselect Default Heading

6. Click OK to save your changes and return to the Pie Chart dialog.

Specify Pie Chart Titles

To specify the titles for your pie chart, follow these steps:

1. Click on theTitles button in the Pie Chart dialog.

2. In the Pie Chart tab, typePercentage of Each Runtimein the first
field.
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Figure 5.28. Pie Chart Title

3. If you did not change the global title in the first exercise in this chapter,
click on theGlobal tab. TypeFitness Report in the first field. This
global title is saved across all Analyst sessions until you change it.

Figure 5.29. Global Title

4. Click onOK to save your title changes.
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Generate Pie Chart

To display your pie chart, clickOK in the Pie Chart dialog.

Figure 5.30. 3-D Pie Chart

Scatter Plots

To create a scatter plot, selectGraphs → Scatter Plot. Select
Two-Dimensional. . . or Three-Dimensional. . . to create a two-
dimensional or three-dimensional scatter plot of the data in the current table.
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Figure 5.31. 2-D Scatter Plot Dialog

If you specify more than one variable for any of the axes, one plot is produced
for each combination of variables.

You must specify one or morex-axis variables and one or morey-axis vari-
ables. For three-dimensional plots, you must specify one or morez-axis
variables.

For a two-dimensional scatter plot, specify a class variable to define sub-
groups. Each level of the class variable is represented by a different symbol
on the scatter plot.

Two-Dimensional Scatter Plot Options

In two-dimensional plots, you can specify the point color and connecting
lines as well as control the tick marks on the axes. Click on theDisplay
button to specify these display options.
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Figure 5.32. 2-D Scatter Plot: Display Dialog

Click on thePoint Color button to choose the point color. Click on the arrow
next toPoint symbol: to choose the symbol.

UnderConnecting lines, specify whether the points are to be unconnected
or connected to each other or the vertical axis, and specify the line color and
style. Click on theLine Color button to specify the line color to be used for
connecting points. Click on the arrows next toLine width: to specify the
width of the line used to connect points. UnderLine style, specify the style
of the line used to connect points.

UnderAxes, click on the up and down arrows to increase or decrease the
number of minor horizontal and vertical tick marks. Select the check box to
add reference lines at major tick marks.
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Three-Dimensional Scatter Plot Options

In three-dimensional plots, you can control the appearance of the points as
well as the tilt and rotation of the plot. You can also control the tick marks
on the axes.

Figure 5.33. 3-D Scatter Plot: Display Dialog

UnderPoint appearance, specify whether the points should be represented
by symbols, needles, or both. Click on theColor button to specify the color
for point symbols and needles. Click on the arrow next toSymbol shape:to
specify the symbol for the points.

UnderTilting and rotating , move the bars next toTilt angle: andRotation
angle: to specify the tilt angle and rotation angle for the plot.

UnderAxis options, click on the arrows to specify the number ofx-axis,y-
axis, andz-axis tick marks. Click on the box next toDraw reference lines
at tick marks to request that reference lines be drawn at each tick mark.
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Scatter Plot Titles

Click on theTitles button to display the Titles dialog.

Figure 5.34. Titles Dialog, 3-D Scatter Plot Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In theScatter Plot tab, you can specify titles for the scatter plot. Select the
box next toOverride global titles to exclude the global titles from the scatter
plot results.

In the Settings tab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Scatter Plot Variables

Click on theVariables button to display the Scatter Plot Variables dialog.

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group, and a separate plot is dis-
played for each analysis. For example, you could use a BY group variable to
perform separate analyses on females and males. Specify BY group variables
by selecting them in the candidate list and clicking on theBY Group button.
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Example: Create a 2-D Scatter Plot

Open the Fitness Data Set

In this example, you use theFitness data set as the basis of your scatter plot.
If you have not already done so, open theFitness data set by following these
steps:

1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.

Specify Scatter Plot Variables

To specify the variables to be plotted, follow these steps:

1. SelectGraphs→ Scatter Plot → Two-Dimensional. . .

2. Selectage from the candidate list, and clickX Axis to make age in
years thex-axis variable.

3. Selectruntime from the candidate list, and clickY Axis to make min-
utes to run 1.5 miles they-axis variable.
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Figure 5.35. Scatter Plot Variables

Specify Scatter Plot Display Options

To specify your scatter plot display options, follow these steps:

1. Click on theDisplay button to display the Scatter Plot Display dialog.

2. UnderPlotted points, click on thePoint Color button. SelectRed
from the list of colors to make your scatter plot points red. ClickOK .

3. Click on the down arrow next toPoint symbol: and selectDOT from
the list. This makes your scatter plot points display as dots.

4. UnderAxes, selectAdd reference lines at major tick marks. This
displays a grid on the scatter plot by which you can orient the points
on the axes.
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Figure 5.36. Display Options

5. Click OK to save your display changes.

Specify Scatter Plot Titles

To specify the titles for your scatter plot, follow these steps:

1. Click on theTitles button in the Scatter Plot dialog.

2. In theScatter Plot tab, typeAge versus Runtimein the first field.
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Figure 5.37. Scatter Plot Title

3. If you did not change the global title in the first exercise in this chapter,
click on theGlobal tab. TypeFitness Report in the first field. This
global title is saved across all Analyst sessions until you change it.

Figure 5.38. Global Title

4. Click OK to save your title changes.
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Generate Scatter Plot

To display your scatter plot, clickOK in the Scatter Plot dialog.

Figure 5.39. 2-D Scatter Plot
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Creating Reports

Introduction

You can create a detailed report that lists portions of your data, or you can
create a tabular report that summarizes your data.

Listing Data

To create a detailed listing report, selectReports→ List Data . . .

Figure 6.1. List Data Dialog

You can use the List Data dialog to print your data in a listing report. You
can specify the variables to be included in the report and some details about
the report format.

Select variables from the candidate list and click on thePrint button to in-
clude the variables in the listing.
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Select variables from the candidate list and click on theId button to designate
the variables as Id variables in the listing. These Id variables are used instead
of observation numbers to identify the observations in the listing.

List Data Options

Click on theOptions button in the List Data dialog to specify options that
control aspects of the report format and whether or not to print a sum for
numeric columns.

General

The General tab enables you to choose to use column names or column
labels as column headings.

Figure 6.2. General Tab

Spacing between lines of the report can be single or double.

By default, you can print the number of each observation at the left as an
identifier. If you have selected an Id variable, you cannot print the observa-
tion number.

You can also select to print the total number of observations in the data table
at the end of the report.
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To precisely control column headings in the report, you can specify a spe-
cial character for variable labels that determines where the label is split
as it forms a column heading. You can alter variable labels by selecting
Column Properties . . . from theData menu.

Sum

TheSum tab enables you to generate a total for each selected numeric col-
umn.

Figure 6.3. Sum Tab

The numeric columns that are selected to be printed are listed in the candidate
list. Select a column and click on theSum button, or double-click on the
column name to add it to the list of columns to be totalled.

List Data Titles

Click on theTitles button to display the Titles dialog.
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Figure 6.4. Titles Dialog, List Data Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across all Analyst sessions.

In theList Data tab, you can specify titles for the report. Select the box next
to Override global titles to exclude the global titles from the report results.

In the Settings tab, you can specify whether or not to include the date, the
page numbers, and a filter description.

List Data Variables

Click on theVariables button to display the List Data: Variables dialog.
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Figure 6.5. List Data: Variables Dialog

BY group variables separate the data set into groups of observations.
Separate reports are produced for each group. For example, you could use a
BY group variable to produce separate reports for females and males. Specify
BY group variables by selecting them in the candidate list and clicking on the
BY Group button.

Example: Create a Listing Report

Open the Fitness Data Set

In this example, you use theFitness data set as the basis of your listing
report. To open theFitness data set, follow these steps:
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1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.

Specify Report Columns

To list maximum pulse, resting pulse, and average running pulse for each
age, follow these steps:

1. SelectReports→ List Data . . .

2. Selectmaxpulse, rstpulse, andrunpulse and click on thePrint but-
ton to include these variables in the report.

3. Selectage and click on theId button to makeage the Id variable.

Figure 6.6. Columns in Report
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Specify Report Options

To designate options such as column headings, follow these steps:

1. Click on theOptions button in the List Data dialog.

2. In theGeneral tab, selectColumn labelsunderUse as column head-
ings.

Figure 6.7. Use Column Labels as Column Headings

3. Click OK to save your changes.

Specify Report Titles

To specify the titles to be displayed in your report, follow these steps:

1. In the List Data dialog, click on theTitles button to specify your report
titles.

2. In theList Data tab, typeHeart Rates According to Agein the first
field.
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Figure 6.8. List Data Title

3. If you have not already done so, typeFitness Reportin the first field
in theGlobal tab.

4. Click on theSettings tab. DeselectInclude date and Include page
numbers so that the current date and page number are not printed on
your report.

Figure 6.9. Exclude Date and Page Number

5. Click OK to save your title changes.
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Generate a Data Listing

To generate a data listing of the columns that you have chosen, clickOK in
the List Data dialog.

Figure 6.10. Data Listing
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Creating a Table

A summary table can often help you spot important features of the data that
are not apparent from a simple data listing.

To create a summary table, selectReports→ Tables. . .

Figure 6.11. Reports Menu

Select a report style to specify the format and variables to be displayed.

First Report Style

The first report style displays analysis variables as rows and statistics as
columns.
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Figure 6.12. First Report Style

Statistics

In theStatistics tab, select one or more statistics from the candidate list and
click on theStatisticsbutton to apply the statistics to the data in your report.

Figure 6.13. Statistics Tab

Analysis Variables

An analysis variable is a variable for which statistics are computed. In the
Analysis Variables tab, select one or more analysis variables from the can-
didate list and click on theAnalysis Variablesbutton to use these as analysis
variables in your report.
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Figure 6.14. Analysis Variables Tab

Summary

TheSummary tab displays all of your selections. You can change the order
of statistics and analysis variables by selecting the items in their lists and
clicking the up and down arrows to change their position. Columns and rows
in the resulting table are displayed in the tree view on the right.
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Figure 6.15. Summary Tab

Second Report Style

The second report style displays levels of class variables as rows and statistics
for analysis variables as columns.

Figure 6.16. Second Report Style

As with the first report style, the second report style also hasStatistics,
Analysis Variables, and Summary tabs. In addition, it also has aRow
Classestab.
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Row Classes

In the Row Classestab, select one or more class variables from the candi-
date list and click on theRow Classesbutton to display rows in your report
according to their levels.

Figure 6.17. Row Classes Tab

Third Report Style

The third report style displays levels of class variables as rows and statistics
for analysis variables as columns.

Figure 6.18. Third Report Style

The third report style contains the same tabs as the second report style; it
differs from the second report style in the hierarchy of column headings.
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Fourth Report Style

The fourth report style displays levels of class variables as both rows and
columns, with cells of the table containing the frequency of that combination
of levels.

Figure 6.19. Fourth Report Style

As with the other report styles, the fourth report style has aSummary tab.
As with the second and third report styles, the fourth report style has aRow
Classestab. In addition, this report style has aColumn Classestab.

Column Classes

In theColumn Classestab, select one or more class variables from the can-
didate list and click on theColumn Classesbutton to display columns in
your report according to their levels.
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Figure 6.20. Column Classes Tab

Fifth Report Style

The fifth report style displays levels of class variables as rows and statistics
for analysis variables at levels of other class variables as columns.

Figure 6.21. Fifth Report Style

As with other report styles, the fifth report style has aColumn Classes, an
Analysis Variables, aStatistics, aRow Classes, and aSummary tab.
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Example: Create a Tabular Report

Open the Class Data Set

In this example, you use theClass data set as the basis of your report. To
open theClass data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectClass.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectClass from the list of members.

7. Click OK to bring theClass data set into the data table.

Choose a Report Style

Use the fifth report style to display the average weights by age and sex in the
Class data set. To choose a report style, follow these steps:

1. SelectReports→ Tables. . .

2. Select the fifth report style.
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Figure 6.22. Select the Fifth Report Style

Specify Rows and Columns

To specify the rows and columns for your report, follow these steps:

1. In theColumn Classestab, selectsex from the candidate list and click
on theColumn Classesbutton to display the values ofsex as columns
in your report.
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Figure 6.23. Select a Column Class

2. Click on theAnalysis Vars tab. Selectweight from the list and click
on theAnalysis Variablesbutton to makeweight the analysis variable
in your report.
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Figure 6.24. Select an Analysis Variable

3. Click on theStats tab. SelectMEAN from the list and click on the
Statisticsbutton to display the average weight.
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Figure 6.25. Select a Statistic

4. Click on theRow Classestab. Selectage from the list and click on the
Row Classesbutton to display the values ofage as the rows in your
report.
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Figure 6.26. Select a Row Class

5. Click on theSummary tab to see the results of your selections.
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Figure 6.27. Report Layout

Specify Report Options

To specify the options for your report, follow these steps:

1. Click on theOptions button in the Fifth Report Style dialog.

2. In the General tab, selectInclude summary row. Click Bottom to
display a summary row at the bottom of each column.
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Figure 6.28. Include Summary Row

3. Click on theMissing Values tab. TypeNo Studentsin the Missing
value text: field.
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Figure 6.29. Type Missing Value Text

4. Click OK to save your changes and return to the Fifth Report Style
dialog.

Specify Report Titles

To create a title and suppress the date and page numbers in your report, follow
these steps:

1. Select theTitles button in the Fifth Report Style dialog.

2. In the Table tab, typeAverage Weights by Age and Sexin the first
field.

3. SelectOverride global titles to suppress the title from the previous
example.
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Figure 6.30. Add a Title

4. Click on theSettings tab. DeselectInclude date and Include page
numbers so that the date and page numbers are not displayed in your
report.

Figure 6.31. Suppress Date and Page Numbers

5. Click OK to save your changes and to return to the Fifth Report Style
dialog.
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Display Your Report

To display your report in the fifth report style, clickOK in the Fifth Report
Style dialog.

Figure 6.32. Display Report in Fifth Report Style
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Chapter 7
Descriptive Statistics

Introduction

Descriptive statistics and plots are often used in the initial phase of a statisti-
cal analysis. These tools enable you to identify relationships in the data and
to determine directions for further analysis.

Figure 7.1. Descriptive Menu

The Analyst Application provides several types of descriptive statistics and
graphical displays. The Summary Statistics task provides the following in-
formation: mean, median, standard error and standard deviation, variance,
minimum, maximum, range, sum, skewness and kurtosis, student’st and
probability value, coefficient of variation, and sums of squares. Graphics
in this task include histograms and box-and-whisker plots.
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The Distributions task produces statistics such as moments and quantiles as
well as measures of location and variability. You can request fitted distri-
butions from the normal, lognormal, Weibull, and exponential distributions.
Plots included are the box-and-whisker plot, histogram, probability plot, and
quantile-quantile plots. Histograms can be superimposed with fitted curves
from the distribution families. Probability and quantile-quantile plots are
available for each of the distributions.

The Correlations task gives you the choice of Pearson and Spearman cor-
relations as well as Cronbach’s alpha, Kendall’s tau-b, and Hoeffding’s D.
Scatter plots with optional confidence ellipses are available.

The Frequency Counts task provides one-way frequency tables, which in-
clude frequencies, percentages, and cumulative frequencies and percentages.
Horizontal and vertical bar charts are also available.

The examples in this chapter demonstrate how you can use the Analyst
Application to compute one-way frequency tables, obtain summary statis-
tics, examine the distribution of your data, and compute correlations.

Producing One-Way Frequencies

The data set analyzed in the following sections is taken from the 1995
Statistical Abstract of the United States. The data are measures of the birth
rate and infant mortality rate for 1992 in the United States. Information
is provided for the 50 states and the District of Columbia. The states are
grouped by region. Here, these data are considered to be a sample of yearly
data.

Suppose you want to determine the frequency of occurrence of the various
regions. In the following example, a listing of the frequencies and a bar chart
are produced.

In the Frequency Counts task, you can compute one-way frequency tables
for the variables in your data set. For each value of your analysis variable,
Analyst produces the frequency, cumulative frequency, and cumulative per-
centage. You can control the order in which the values appear and specify
group and count variables.
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Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To open theBthdth92
data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectBthdth92.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectBthdth92 from the list of members.

7. Click OK to bring theBthdth92 data set into the data table.

Request Frequency Counts

To request frequency counts, follow these steps:

1. SelectStatistics→ Descriptive→ Frequency Counts. . .

2. Selectregion as the frequencies variable from the candidate list.

The default analysis provides the information desired. Note that you can use
the Input dialog to select the specific ordering by which the variable values
are listed.

Figure 7.2displays the Frequency Counts dialog withregion specified as the
frequencies variable.
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Figure 7.2. Frequency Counts Dialog

Request a Horizontal Bar Chart

To produce a horizontal bar chart in addition to the frequency counts, follow
these steps:

1. Click on thePlotsbutton.

2. SelectHorizontal , as displayed inFigure 7.3.

3. Click OK to close the Plots dialog.
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Figure 7.3. Frequency Counts: Plots Dialog

Click OK in the Frequency Counts main dialog to perform the analysis.

Review the Results

The results are presented in the project tree under theFrequency Counts
folder, as displayed inFigure 7.4. The three nodes represent the frequency
counts output, the horizontal bar chart, and the SAS programming statements
(labeledCode) that generate the output.
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Figure 7.4. Frequency Counts: Project Tree

You can double-click on any node in the project tree to view the contents in a
separate window. Note that the first output generated is displayed by default.

Figure 7.5displays the table of frequency counts for the variableregion.
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Figure 7.5. Frequency Counts: One-Way Frequencies of the Variable
region

The table shows that about 33% of the observations in the data set are located
in the southern region, and roughly 25% of the observations are located in
the western and midwestern regions, respectively. Approximately 18% of
the observations are located in the northeastern region.

To display the bar chart of the frequency counts, double-click the node la-
beledHorizontal Bar Chart of REGION (Figure 7.6).
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Figure 7.6. Frequency Counts: Horizontal Bar Chart by Region

Computing Summary Statistics
In this task, summary statistics (such as the mean, standard deviation, and
minimum and maximum values) are desired for the birth and infant mortality
rates for each region. In addition, box-and-whisker plots are requested.

Request Summary Statistics

To request the Summary Statistics task, follow these steps:

1. SelectStatistics→ Descriptive→ Summary Statistics. . .

2. Select the analysis variablesbirth anddeath from the candidate list.

You can specify a classification variable to define groups within your data.
When you specify a classification variable, the Analyst Application produces
summary statistics for the analysis variables at each level of the classification
variable.

3. Selectregion as the classification variable.
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Figure 7.7displays the Summary Statistics main dialog withbirth anddeath
specified as the analysis variables andregion specified as the classification
variable.

Figure 7.7. Summary Statistics Dialog

Request Box-and-Whisker Plots

To request box-and-whisker plots, follow these steps:

1. Click on thePlotsbutton.

2. SelectBox-&-whisker plot .

3. Click OK .

Figure 7.8displays the Plots dialog withBox-&-whisker plot selected.
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Figure 7.8. Summary Statistics: Plots Dialog

To perform the analysis, clickOK in the main dialog.

Review the Results

The results are presented in the project tree under theSummary Statistics
folder, as displayed inFigure 7.9. The four icons represent the summary
statistics output, the box-and-whisker plots for each analysis variable, and
the SAS programming statements (labeledCode) that generate the output.
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Figure 7.9. Summary Statistics: Project Tree

Double-click on any of the icons to display the corresponding information in
a separate window.

Figure 7.10displays, for each value of the classification variableregion, the
number of observations, the mean, the standard deviation, and the minimum
and maximum values of each analysis variable. The western region has the
highest birth rate (16.89) and the southern region has the highest death rate
(10.15).
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Figure 7.10. Summary Statistics: Statistics for birth and death

Figure 7.11displays the box-and-whisker plot for the variablebirth for each
level of theregion variable.

Figure 7.11. Summary Statistics: Box-and-Whisker Plot for Birth Rate by
Region

This plot reveals a possible outlier in the birth rate for the midwestern re-
gion (region=‘MW’). The western region (region=‘W’) is noticeable as the
region with the highest birth rate.
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Examining the Distribution
You can examine the distributional properties of your data with the
Distributions task. This task enables you to produce descriptive statistics for
the variables, test the fit of several distributions to your data, and examine
displays such as histograms and probability plots. In this task, interest lies
in examining the birth and infant mortality rates for each region.

Request a Distributions Analysis

To request the Distributions task, follow these steps:

1. SelectStatistics→ Descriptive→ Distributions . . .

2. Selectbirth anddeath as the analysis variables.

3. Selectregion as the classification variable.

Figure 7.12displays the Distributions main dialog with the preceding vari-
able specifications.

Figure 7.12. Distributions Dialog
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The default analysis provides moments, quartiles, and measures of variabil-
ity.

Request Plots

To request box-and-whisker plots and histograms, follow these steps:

1. Click on thePlotsbutton.

2. SelectBox-&-whisker plot .

3. SelectHistogram.

4. Click OK .

Figure 7.13displays the Plots dialog.

Figure 7.13. Distributions: Plots Dialog

Request Fitted Distribution

To fit a normal distribution to these data, follow these steps:

1. Click on theFit button in the main dialog.

2. SelectNormal.
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By default, parameter values are calculated from the data when you fit the
normal distribution. If you want to enter specific parameter values, click
on the down arrow (displayed inFigure 7.14) and selectEnter values. For
the lognormal, exponential, and Weibull distributions, you can specify that
parameters be calculated by maximum likelihood estimation (MLE), or you
can enter specific parameter values.

3. Click OK .

Figure 7.14. Distributions: Fit Dialog

When you have completed your selections, clickOK in the main dialog to
perform the analysis. The results are presented in the project tree displayed
in Figure 7.15.

Review the Results

Double-click on any of the resulting eight icons to display the corresponding
output in a separate window.
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Figure 7.15. Distributions: Project Tree

The Moments and Quantiles output provides summary information for each
variable. Figure 7.16displays the output labeled Fitted Distributions of
Bthdth92, which summarizes how closely the normal distribution fits each
variable, by region.
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Figure 7.16. Distributions: Fitted Distributions Results

Based on the test results displayed inFigure 7.16, the null hypothesis that
the variablebirth is normally distributed cannot be rejected at theα = 0.05
level of significance (p-values for all tests are greater than0.15). The same is
true for the variabledeath except for the southern region (region=‘S’). The
hypothesis is rejected at theα = 0.05 level of significance for the death rate
in the southern region.

Two sets of box plots and four sets of histograms are also produced. A single
box-and-whisker plot is created for each of the two variables. The box-and-
whisker plot for the variablebirth is displayed when you double-clickBox
Plot of BIRTH in the project tree.

Two histograms are created for each variable. Each graphic contains a his-
togram for two levels of the classification variableregion. The first his-
togram contains the information for the midwestern and northeastern regions
(region=‘MW’ and region=‘NE’), as displayed inFigure 7.17. The second
histogram (not shown) contains the information for the southern and western
regions (region=‘S’ and region=‘W’).
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Figure 7.17. Distributions: Histogram for birth

The normal curve overlaid on the histogram displayed inFigure 7.17is
the result of requesting a normal distribution fit in the Fit dialog (Figure
7.14). The statistical details of the fit are located in the output labeled Fitted
Distributions of Bthdth92, which also includes the details of the fit for the
variabledeath.

Computing Correlations

You can use the Correlations task to compute pairwise correlation coeffi-
cients for the variables in your data set. The correlation is a measure of the
strength of the linear relationship between two variables. This task can com-
pute the standard Pearson product-moment correlations, nonparametric mea-
sures of association, partial correlations, and Cronbach’s coefficient alpha.
The task also can produce scatter plots with confidence ellipses.

The following example computes correlation coefficients for four variables
in theFitness data set. This data set contains measurements made on groups
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of men taking a physical fitness course at North Carolina State University.
The variables are as follows:

age age, in years

weight weight, in kilograms

oxygen oxygen intake rate, in milliliters per kilogram of body
weight per minute

runtime time taken to run 1.5 miles, in minutes

rstpulse heart rate while resting

runpulse heart rate while running

maxpulse maximum heart rate recorded while running

group group number

This example includes looking at correlations between the variablesruntime,
runpulse, maxpulse, andoxygen and also producing the corresponding
scatter plots with confidence ellipses.

Open the Fitness Data Set

To open theFitness data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.
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Request Correlations

To compute correlations for variables in theFitness data set, follow these
steps:

1. SelectStatistics→ Descriptive→ Correlations . . .

2. Select the variablesruntime, runpulse, maxpulse, andoxygen to
correlate.

Figure 7.18displays the resulting Correlations dialog.

Figure 7.18. Correlations Dialog

If you click OK in the Correlations main dialog, the default output, which
includes Pearson correlations, is produced. Or, you can request specific types
of correlations by using the Options dialog.
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Request a Scatter Plot

To request a scatter plot with a confidence ellipse, follow these steps:

1. Click on thePlotsbutton.

2. SelectScatter plots.

3. SelectAdd confidence ellipses.

The confidence level used in calculating the confidence ellipse is0.95. To use
a different level, type that value in theProbability value: field, as displayed
in Figure 7.19.

4. Click OK .

Figure 7.19. Correlations: Plots Dialog

Click OK in the main dialog to perform the analysis.

Review the Results

The results are presented in the project tree, as displayed inFigure 7.20.
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Figure 7.20. Correlations: Project Tree

You can double-click on any of the resulting nodes in the project tree to view
the information in a separate window.

Figure 7.21displays univariate statistics for each of the analysis variables.
The table provides the number of observations, the mean, the standard devi-
ation, the sum, and the minimum and maximum values for each variable.
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Figure 7.21. Correlations: Univariate Statistics

Figure 7.22displays the table of correlations. Thep-value, which is the sig-
nificance probability of the correlation, is displayed under each of the corre-
lation coefficients. For example, the correlation between the variablesmax-
pulse andruntime is 0.22610, with an associatedp-value of0.2213, and the
correlation between the variablesoxygen andrunpulse is −0.39797, with
an associatedp-value of0.0266.
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Figure 7.22. Correlations: Table of Correlations

Six scatter plots, each of which includes a 95% confidence ellipse, are pro-
duced in this analysis. Each plot displays the relationship between one pair
of the analysis variables. The scatter plot ofruntime versusoxygen is dis-
played inFigure 7.23.



Computing Correlations � 207

Figure 7.23. Correlations: Scatter Plot with Confidence Ellipse

Confidence ellipses are used as a graphical indicator of correlation. When
two variables are uncorrelated, the confidence ellipse is circular in shape.
The ellipse becomes more elongated the stronger the correlation is between
two variables.
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Hypothesis Tests

Introduction

Hypothesis tests are frequently performed for one and two samples. For one
sample, you are often interested in whether a population characteristic such
as the mean is equivalent to a certain value. For two samples, you may be
interested in whether the true means are different. When you have paired
data, you may be interested in whether the mean difference is zero.

Statistical hypothesis tests depend on a statistic designed to measure the de-
gree of evidence for various alternative hypotheses. You compute the value
of the statistic for your sample. If the value is improbable under the hypoth-
esis you want to test, then you reject the hypothesis.

Figure 8.1. Hypothesis Tests Menu

The Analyst Application enables you to perform hypothesis tests for means,
proportions, and variances for either one or two samples.
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The examples in this chapter demonstrate how you can use the Analyst
Application to perform a one-samplet-test, a pairedt-test, a two-sample test
for proportions, and a two-sample test for variances. Additionally, the sec-
tion “Discussion of Other Tests”on page 231 provides information on other
hypothesis tests you can perform with the Analyst Application.

One-Sample t-Test

The One-Samplet-Test task enables you to test whether the mean of a vari-
able is less than, greater than, or equal to a specific value. The observed mean
of the variable is compared to this value.

The data set analyzed in the following example,Bthdth92, is taken from the
1995 Statistical Abstract of the United States, and it contains measures of the
birth rate and infant mortality rate for 1992 in the United States. Information
is provided for the 50 states and the District of Columbia, grouped by region.

Suppose you want to determine whether the average infant mortality rate in
the United States is equal to a specific value. Note that the one-samplet-test
is appropriate in this situation because the standard deviation of the popu-
lation from which the data arise is unknown. When you know the standard
deviation of the population, use the One-Sample Z-Test for a Mean task (see
the section“Discussion of Other Tests”on page 231 for more information).

Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectBthdth92.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectBthdth92 from the list of members.

7. Click OK to bring theBthdth92 data set into the data table.



One-Sample t-Test � 213

Request a One-Sample t-Test

To test whether the average infant mortality rate is equal to 8, follow these
steps:

1. SelectStatistics→ Hypothesis Tests→
One-Sample t-Test for a Mean. . .

2. Selectdeath as the variable to be analyzed.

3. Enter8 in the box labeledNull: Mean = and pressEnter.

Your alternative hypothesis can be that the mean is less than, greater than, or
not equal to a specified value. In this example, the alternative hypothesis is
that the mean of the variabledeath is not equal to 8.

In Figure 8.2, the one-samplet-test dialog defines the null and alternative
hypotheses and specifiesdeath as the variable to be tested.

Figure 8.2. One-Sample t-Test Dialog

The default one-samplet-test task includes sample statistics for the variable
death and the hypothesis test results.
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Compute a Confidence Interval for the Mean

To produce a confidence interval for the mean in addition to the hypothesis
test, follow these steps:

1. Click on theTestsbutton in the main dialog.

2. SelectInterval to request a two-sided confidence interval for the mean.

You can choose either a one-sided or a two-sided confidence interval for the
mean. The selectionsLower bound andUpper bound specify one-sided
confidence bounds.

The default confidence level is 95%. You can click on the down arrow to
select another confidence level, or you can enter a confidence level in the
box.

3. Click OK to return to the main dialog.

Figure 8.3displays the selection of a 95% two-sided confidence interval for
the mean. Note that you can also request a retrospective power analysis of
the test in thePower Analysistab.

Figure 8.3. One-Sample t-Test: Tests Dialog
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Request a t Distribution Plot

To request at distribution plot in addition to the hypothesis test, follow these
steps:

1. Click on thePlotsbutton in the main dialog.

2. Selectt distribution plot .

3. Click OK to return to the main dialog.

Figure 8.4displays the Plots dialog witht distribution plot selected.

Figure 8.4. One-Sample t-Test: Plots Dialog

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the hypothesis test are displayed inFigure 8.5. The output
includes the “Sample Statistics” table for the variabledeath, the hypothesis
test results, and the 95% confidence interval for the mean.

The mean of the variabledeath is 8.61, which is greater than the specified
test value of 8.
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Figure 8.5. One-Sample t-Test: Output

Thet statistic of2.102 and the associatedp-value (0.0406) provide evidence
at theα = 0.05 level that the average infant mortality rate is not equal to8.
The confidence interval indicates that you can be 95% confident that the true
mean of the variable lies within the interval [8.03, 9.20].
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Figure 8.6. One-Sample t-Test: t Distribution Plot

The requestedt distribution plot is displayed inFigure 8.6. The plot depicts
the calculatedt statistic superimposed on at distribution density function
with 50 degrees of freedom.

Because this analysis requests a two-tailed test, two critical regions are
shaded, one in each of the left and right tails. The alpha level for the test
is 0.05; thus, each region represents 2.5% of the area under the curve. In a
one-tailed test at theα = 0.05 level, the critical region appears in one tail
only, and it represents 5% of the area under the curve.

Here, thet statistic falls in the shaded region. Thus, the null hypothesis is
rejected.
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Paired t-test

The Pairedt-test enables you to determine whether the means of paired sam-
ples are equal. The termpairedmeans that there is a correspondence between
observations from each population. For example, the birth and death data an-
alyzed in the preceding section are considered to be paired data because, in
each observation, the variablesbirth anddeath correspond to the same state.

Suppose that you want to determine whether the means for the birth rate
and the infant mortality rate are equal. Analyst provides the Two-Sample
Pairedt-test for Means task, which tests the equality of means of two paired
samples. The two samples in this example are the birth rate (birth) and the
infant mortality rate (death) for each state.

Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectBthdth92.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectBthdth92 from the list of members.

7. Click OK to bring theBthdth92 data set into the data table.

Request a Paired t-Test

To perform this analysis, follow these steps:

1. SelectStatistics→ Hypothesis Tests→
Two-Sample Paired t-test for Means. . .

2. Select the variablebirth as the Group 1 variable.

3. Select the variabledeath as the Group 2 variable.
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The test of interest is whether the difference of the means is zero. This is the
default value in Analyst, although you can specify other values as well.

You can choose one of three alternative hypotheses. The default is that the
difference between the means is not equal to the specified difference, which
is the two-sided alternative. The one-sided alternatives are that the difference
is greater than, or less than, the difference specified in the null hypothesis.

Figure 8.7. Paired t-test Dialog

In Figure 8.7, the null hypothesis specifies that the means of the variables
birth anddeath are equal (or, equivalently, that the difference between the
means is 0). The alternative hypothesis is that the two means are not equal.

Request Plots

To specify a box-and-whisker plot and a means plot in addition to the hy-
pothesis test, follow these steps:

1. Click on thePlotsbutton in the main dialog.

2. SelectBox-&-whisker plot .

3. SelectMeans plot.

4. Click OK .
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Figure 8.8displays the Plots dialog withBox-&-whisker plot andMeans
plot selected.

Figure 8.8. Paired t-test: Plots Dialog

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the analysis, displayed inFigure 8.9, contain the mean, stan-
dard deviation, and standard error of the mean for both variables. The
“Hypothesis Test” table provides the observedt statistic, the degrees of free-
dom, and the associatedp-value of the test.
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Figure 8.9. Paired t-test: Results

In Figure 8.9, the “Sample Statistics” table shows that the mean of the vari-
ablebirth is larger than that of the variabledeath. In the “Hypothesis Test”
table, thet statistic (19.926) and associatedp-value (< 0.0001) indicate that
the difference between the two means is statistically very significant.
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Figure 8.10. Paired t-test: Box-and-Whisker Plot

Figure 8.10 displays the side-by-side box plots ofbirth and death.
Observations that fall beyond the whiskers are individually identified with a
square symbol.
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Figure 8.11. Paired t-test: Means Plot

The means and standard error plot displayed inFigure 8.11provides another
view of the two variables. The means plot depicts an interval centered on
the sample mean for each variable. The vertical line interval extends two
standard deviations on either side of the mean.
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Two-Sample Test for Proportions

In the Two-Sample Test for Proportions task, you can determine whether two
probabilities are the same.

The data analyzed in this example are taken from a study measuring the ac-
curacy of two computer programs. Each program searches the World Wide
Web and returns a list of web pages that meet a particular set of specified
criteria. The data setSearch contains two samples in which each observa-
tion is either ‘yes’ or ‘no’. A response of ‘yes’ indicates that the program
returns the desired page at the top of the list of potential pages; a value of
‘no’ indicates that this is not the case. The data set contains the results of
535 searches using an older search program and 409 searches using a new
program. The variables containing the results for the old and new programs
are namedoldfind andnewfind, respectively.

Suppose that you want to determine whether the probability of a correct
search by the new algorithm is higher than that for the old algorithm. That
is, you want to determine whether you can reject the null hypothesis that the
two probabilities are equal in favor of the alternative that the new probability
is larger. The values for analysis are contained in the two variablesoldfind
andnewfind.

Open the Search Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectSearch.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectSearch from the list of members.

7. Click OK to bring theSearch data set into the data table.
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Request a Two-Sample Test for Proportions

To perform the analysis, follow these steps:

1. SelectStatistics→ Hypothesis Tests→
Two-Sample Test for Proportions. . .

2. SelectTwo variables in the box labeledGroups are in.

3. Select the variablenewfind as the Group 1 variable.

4. Select the variableoldfind as the Group 2 variable.

5. Select theLevel of Interest by clicking on the down arrow and select-
ing yes to test whether the two groups have the same proportions of
success.

6. Specify theAlternative hypothesis by selectingProp 1 - Prop 2 > 0.

Note that, if your data are arranged so that the values for the two groups
are contained in a single variable, you can define the dependent and group
variables by selectingOne variable in the box labeledGroups are in.

Figure 8.12displays the Two-Sample Test for Proportions dialog.

Figure 8.12. Two-Sample Test for Proportions Dialog
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In Figure 8.12, the null hypothesis specifies that the proportions of success
for the algorithms are equal (or, equivalently, that the difference between
the proportions is 0). The alternative hypothesis is that the probability of a
correct search by the new algorithm is higher than that for the old algorithm.

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the hypothesis test are displayed inFigure 8.13.

Figure 8.13. Two-Sample Test for Proportions: Results

The “Sample Statistics” table lists the frequency of ‘yes’ and ‘no’ responses
for each variable. The “Hypothesis Test” table displays the null and alterna-
tive hypotheses and the results of the test.

The observed proportion of ‘yes’ responses is0.8631 for thenewfind vari-
able, and0.8093 for theoldfind variable. TheZ statistic of2.19 and associ-
atedp-value of0.0142 indicate that the proportion of successful searches is
significantly larger for the new search algorithm.
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Two-Sample Test for Variances

In the Two-Sample Test for Variances task, you can test whether two vari-
ables have different variances, or, if you have a single variable that contains
values for two groups, you can determine whether the variance differs be-
tween the groups.

The data set analyzed in this example,Gpa, contains test scores for 224 stu-
dents. The data include the students’ grade point averages (the variablegpa),
high school scores in mathematics, science, and English (the variableshsm,
hss, andhse, respectively), and SAT math and verbal scores (the variables
satm andsatv, respectively).

Suppose that you want to examine the difference in grade point averages
between males and females. You can use the two-sample test for variances
to test whether the variance of the grade point average differs between males
and females.

Open the Gpa Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectGPA.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectGpa from the list of members.

7. Click OK to bring theGpa data set into the data table.

Request a Two-Sample Test for Variances

To perform the hypothesis test, follow these steps:
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1. SelectStatistics→ Hypothesis Tests→
Two-Sample Test for Variances. . .

2. Ensure thatOne variable is selected in the box labeledGroups are
in.

3. Select the variablegpa as the Dependent variable.

4. Select the variablesex as the Group variable.

If your data are arranged so that the values for both groups are contained in
two variables, you can define the two groups by checking theTwo variables
selection in the box labeledGroups are in.

The null hypothesis for the test is that the two variances are equal (or, equiv-
alently, that their ratio is equal to 1). You can specify the type of alternative
hypothesis. The three choices are that Variance 1 is not equal to, is greater
than, or is less than Variance 2. InFigure 8.14, the alternative hypothesis
states that the two variances are not equal, which is the two-sided alternative
hypothesis.

Figure 8.14. Two-Sample Test for Variances Dialog
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Request a Box-&-Whisker Plot

To request a box-and-whisker plot in addition to the hypothesis test, follow
these steps:

1. Click on thePlotsbutton.

2. SelectBox-&-whisker plot .

3. Click OK .

Figure 8.15displays the Plots dialog withBox-&-whisker plot selected.
Note that the plot is constructed to have a mean of zero.

Figure 8.15. Two-Sample Test for Variances: Plots Dialog

Click OK in the Two-Sample Test for Variances dialog to perform the hy-
pothesis test.

Review the Results

Figure 8.16displays the results of the hypothesis test. The output contains
the results of the hypothesis test, including summary statistics, theF statistic,
and the associatedp-value.
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Figure 8.16. Two-Sample Test for Variances: Output

The “Sample Statistics” table displays the variance of the variablegpa for
both females (0.6509) and males (0.5311). The “Hypothesis Test” table dis-
plays the test statistics: theF value is1.23 and the resultingp-value is0.3222.
Thus, the data give no evidence for rejecting the hypothesis of equal vari-
ances.
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Figure 8.17. Two-Sample Test for Variances: Box-and-whisker Plot

Figure 8.17displays the box-and-whisker plot. Observations that fall beyond
the whiskers are identified with a square symbol.

The box-and-whisker plot displays the amount of spread and the range for
the two variables. The two groups do not appear to be appreciably different.

Discussion of Other Tests

The following descriptions provide an overview of other hypothesis tests
available in the Analyst Application.

One-Sample Z-Test for a Mean

In the One-Sample Z-Test for a Mean task, you can test whether the mean of
a population is equal to the value you specify in the null hypothesis. This test
is appropriate when the population standard deviation or variance is known,
and your data are either normally distributed or you have a large number
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of observations. Generally, a sample size of at least 30 is considered to be
sufficient.

The default output from the test includes summary statistics for the selected
variable, theZ statistic, and the associatedp-value.

One-Sample Test for a Proportion

In the One-Sample Test for a Proportion task, you can test whether the pro-
portion of a population giving a certain response is equal to the proportion
you specify in the null hypothesis.

The default output from this test provides a frequency table of responses
versus the analysis variable, the observed proportion, theZ statistic, and the
associatedp-value.

One-Sample Test for a Variance

In the One-Sample Test for a Variance task, you can test whether the variance
of a population is equal to the value you specify in the null hypothesis.

The default output from this test includes summary statistics for the selected
variable, the chi-square statistic, and the associatedp-value.

Two-Sample t-Test for Means

In the Two-Sample t-Test for Means task, you can test whether the means of
two populations are equal or, optionally, whether they differ by a specified
amount. Two-sample data arise when two independent samples are observed,
possibly with different sample sizes. Note that, if the two samples are not in-
dependent, the two-samplet-test is inappropriate and you should use instead
the Two-Sample Paired t-Test for Means task (see the section“Paired t-test”
beginning on page 218 for more information).

The default output from the test includes summary statistics for the two sam-
ples, twot statistics, and the associatedp-values. The firstt statistic assumes
the population variances of the two groups are equal; the second statistic is
an approximatet statistic and should be used when the population variances
of the two groups are potentially unequal.
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Chapter 9
Table Analysis

Introduction

Often you need to analyze the information in a table, sometimes called a
contingency table or a crossclassification table. You may analyze a single
table, or you may analyze a set of tables. You are also often concerned with
evaluating the presence ofassociationin a table, or whether there is some sort
of relationship between the variable determining the rows of the table and the
variable determining the columns of the table. If there is an inherent ordering
in the rows or columns of the table, the association may be linear. Various
chi-square statistics such as the Pearson chi-square and the likelihood ratio
chi-square are used to assess association.

Figure 9.1. Table Analysis Selection Menu

Besides assessing the presence of association, you may also be interested
in computing ameasure of association, or a statistic that provides some un-
derstanding of the strength of the association. The odds ratio is a standard
measure of association often used in medical and epidemiological studies.
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Using the Table Analysis task, not only can you analyze a single table, but
you can also analyze sets of tables. This provides a way to control, or adjust
for, a covariate, while assessing association of the rows and columns of the
tables. Extended Mantel-Haenszel statistics, also called Cochran-Mantel-
Haenszel statistics, provide a way to utilize all the information in the con-
stituent tables in a test for the hypothesis of association. Tables may also
contain information from observer agreement studies in which the evalua-
tions or assessments of two different observers are collected. Statistics called
measures of agreement assess how closely the observers agree.

The Table Analysis task provides chi-square tests of association for the r×c
table, including statistics such as the Pearson chi-square and likelihood ratio
test, and it also computes extended Mantel-Haenszel tests for sets of tables.
Fisher’s exact test can be computed for both the 2× 2 andr × c table. In
addition, the Table Analysis task also provides measures of association such
as the odds ratio and relative risk for the 2× 2 table as well as gamma,
tau-b, Somer’sD, and the Pearson and Spearman correlation coefficients. In
addition, you can obtain measures of agreement such as the kappa coefficient
and the weighted kappa coefficient. McNemar’s test is produced for the 2× 2
table.

The examples in this chapter demonstrate how you can use the Analyst
Application to analyze tables, including assessing the presence of associa-
tion in a table and sets of tables and assessing observer agreement.

Association in a 2 × 2 Table

The most basic table is a 2× 2 table. Usually, the columns represent some
sort of outcome, often yes or no, and the rows represent levels of a factor that
may influence the outcome. Suppose, for example, that researchers were in-
vestigating the properties of a new “ouchless” Band-Aid for children. Interest
lies in whether those children trying the test Band-Aid recorded fewer com-
plaints on removal than those children using a regular Band-Aid. You can
address this question by forming the two-way table of Band-Aid type and
complaint status and then assessing the association between the rows and
columns of that table.
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Open the Bandaid Data Set

These data are provided as theBandaid data set in the Analyst Sample
Library. To open theBandaid data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectBandaid.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectBandaid from the list of members.

7. Click OK to bring theBandaid data set into the data table.

Figure 9.2. Data Set Bandaid in the Data Table

Figure 9.2displays the data table containing these data. Note that the data
are in frequency form, with the variablecount containing the frequencies of
the profile contained in each row of the table. The variabletype is the type
of Band-Aid tested and the variableoutcome is the status of complaints.

Specify the Table

To construct the appropriate two-way table and request tests of association,
follow these steps:

1. SelectStatistics→ Table Analysis. . .

2. Selecttype from the candidate list as theRow variable.
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3. Selectoutcome from the candidate list as theColumn variable.

4. Selectcount from the candidate list as theCell Countsvariable.

Figure 9.3displays the resulting dialog.

Figure 9.3. Table Analysis Task for Band-Aid Study

Request Tests and Measures of Association

By selecting the rows and columns of the table, you have requested the con-
struction of a 2× 2 table. To request chi-square tests of association and the
odds ratio, which is a measure of association, follow these steps:

1. Click on theStatisticsbutton.

2. SelectChi-square statistics.

3. SelectMeasures of association.

4. Click OK .

Figure 9.4displays the Statistics dialog.
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Figure 9.4. Statistics Dialog

Finally, in order to customize the form of the displayed table, follow these
steps:

1. Click on theTablesbutton.

2. SelectObservedunderFrequencies.

3. SelectRow underPercentages.

4. Click OK .

Figure 9.5displays the resulting Tables dialog.
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Figure 9.5. Tables Dialog

This requests that only the raw frequencies and the row percentages be listed
in the printed table cell.

Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The frequency table is displayed inFigure 9.6. Note that 46 percent of those
children getting regular Band-Aids had complaints about irritation when their
Band-Aid was removed, compared to 25 percent of those children receiving
the test Band-Aid.
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Figure 9.6. Frequency Table for Bandaid Data

Figure 9.7contains the table of computed chi-square statistics for this table.
The Pearson chi-square statistic, labeled “Chi-Square,” has a value of 3.57
and an associatedp-value of 0.0588 with 1 degree of freedom. If you were
doing strict hypothesis testing, you would not reject the hypothesis of no
association at theα = 0.05 level of significance. However, researchers in
this case found enough evidence in this pilot study to continue looking into
the new product.
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Figure 9.7. Chi-Square Statistics for Bandaid Data

Several other chi-square statistics also appear in this output, such as the like-
lihood ratio chi-square and the Mantel-Haenszel chi-square. These statistics
are asymptotically equivalent.

Figure 9.8. Odds Ratio for Bandaid Data
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Figure 9.8contains the table of relative risk estimates including the odds
ratio, which is labeled “Case-Control.” The odds ratio is the ratio of the odds
of having an outcome for one group versus another. When the odds ratio has
the value 1, you have equal odds of having the outcome. When the odds ratio
is greater than 1, one group has greater odds of an outcome than the other.

The odds ratio has a value of 2.62, which means that the odds of a complaint
are 2.62 times higher for those children using the regular Band-Aid than for
those using the test Band-Aid.

Exact Test

You may have noticed that the preceding statistical output also included a test
called Fisher’s Exact test. When the sample size for the test of association of
a table does not meet the usual guidelines (generally 20-25 total observations
for a 2× 2 table, with 80 percent of the table cells having counts greater than
5), an exact test may be a useful strategy.

The following data illustrate where an exact test may be appropriate. A mar-
keting research firm took a sample of members at a health club and asked
them a series of questions. They were interested in gathering information
that could help their clients decide on audiences to target for new magazines.
One of the questions was what activity the member considered his or her
primary activity at the club. Another question was whether the member was
considering making a major diet change. The researchers were interested in
what types of sports magazines in which to place ads for a new food and
nutrition magazine.

Open the Gym Data Set

These data are provided as theGym data set in the Analyst Sample Library.
To open theGym data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectGym.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .
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5. SelectSasuser from the list ofLibraries .

6. SelectGym from the list of members.

7. Click OK to bring theGym data set into the data table.

Figure 9.9displays the data table containing these data. Note that the data
are in frequency form, with the variablecount containing the frequencies of
the profile contained in each row of the table. The variableactivity contains
the type of activity, which can be aerobics, yoga, weightlifting, team sports
such as volleyball and basketball leagues, and cross-training. The variable
DietChange indicates whether the member was contemplating a change in
diet.

Figure 9.9. Data Set Gym in the Data Table

Specify the Table

To construct the appropriate two-way table and request tests of association,
follow these steps:

1. SelectStatistics→ Table Analysis. . .

2. Selectactivity from the candidate list as theRow variable.

3. SelectDietChange from the candidate list as theColumn variable.

4. Selectcount from the candidate list as theCell Countsvariable.
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Figure 9.10displays the resulting dialog.

Figure 9.10. Table Analysis Task for Health Club Study

Request Tests and Measures of Association

By selecting the rows and columns of the table, you have requested the con-
struction of a 5× 2 table. To request chi-square tests of association, follow
these steps:

1. Click on theStatisticsbutton.

2. SelectChi-square statistics.

3. Click OK .

Note that the Tables dialog specifications (seeFigure 9.5) made in the previ-
ous analysis remain in effect. Therefore, both frequencies and row percent-
ages are produced for this analysis.

Click OK in the Table Analysis dialog to perform the analysis.
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Review the Results

The frequency table is displayed inFigure 9.11. Note that 62 percent of those
members participating in aerobics were considering a diet change and so
were 60 percent of yoga practitioners. Eighty-six percent of those members
lifting weights were not considering a diet change. Of those members playing
a team sport or who considered themselves cross-trainers, the majority of
members were not considering a diet change, but not by a wide margin.

Figure 9.11. Frequency Table for Gym Data

Figure 9.12contains the table of chi-square statistics computed for this table.
The Pearson chi-square statistic has a value of 11.4993 and an associated
p-value of 0.0215 with 4 degrees of freedom. If you were doing strict hy-
pothesis testing, you would reject the hypothesis of no association at theα =
0.05 level of significance. However, if you look atFigure 9.11, you see that
three table cells have a count of less than 5, which violates one of the sample
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size guidelines for the asymptotic tests. Thus, you may want to compute the
exact test for these data.

Figure 9.12. Chi-square Statistics for Gym Data

Request the Exact Test

To request the exact test, simply return to the Table Analysis task and open
the Statistics dialog. All of the settings you have previously selected for the
table analysis are still in place. You need only request the additional exact
test.

1. SelectStatistics→ Table Analysis. . .

2. Click on theStatisticsbutton.

3. SelectExact test for (r × c) table.

4. Click OK .

5. Click OK in the main Table Analysis dialog to perform the analysis.
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Figure 9.13. Statistics Dialog

Figure 9.13displays the resulting dialog. Notice the warning that exact test
computations may take an excessive amount of time. This would not be the
case with very small cell counts, but it is an issue for other tables.

Review the Results

Figure 9.14contains the results of this analysis, including the exact test re-
sults.
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Figure 9.14. Exact Test Results

The exact test computes ap-value of 0.0139; thus, this test also results in the
rejection of the hypothesis of no association in this table. There is some kind
of association between the rows of the table and the columns of the table; type
of primary activity made a difference in whether members were considering
diet changes. Not only does degree of association seem to vary, but so does
the direction. The market research company may end up suggesting that
sports and fitness magazines be targeted in different ways for the new food
and diet magazine ad campaign.

Association in Sets of Tables

After the pilot study on the new ouchless Band-Aids, the investigators de-
cided to continue their research by conducting a clinical trial in which chil-
dren at five clinics were tested with the test and regular Band-Aids. Instead of
a single table, the clinical trial produces five tables. In order to assess whether
the test Band-Aids produced fewer complaints than the regular Band-Aids,
you need to assess the association in sets of tables instead of the association
in a single table.
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Extended Mantel-Haenszel statistics, also known as Cochran-Mantel-
Haenszel statistics, provide a way of assessing association between two
variables that determine a table while controlling for, or adjusting for, the
variables that determine the sets of tables. These variables are also known
as stratification variables. In this instance, the statistics can provide a way
to assess the association between Band-Aid type and complaint status while
controlling for clinic.

In the first section, the odds ratio was presented as a measure of association.
You can also compute an overall odds ratio for a set of tables that has been
adjusted for the stratification variables.

TheStudybandaid data set contains the information collected in this clinical
trial and includes data that constitute tables for each of the five clinics.

Open the Studybandaid Data Set

These data are provided as theStudybandaid data set in the Analyst Sample
Library. To open theStudybandaid data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectStudybandaid.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectStudybandaid from the list of members.

7. Click OK to bring theStudybandaid data set into the data table.

Figure 9.15displays the data table containing these data. Note that the data
are in frequency form, with the variablecount containing the frequencies of
the profile contained in each row of the table. The column corresponding to
the variableclinic contains the values for the five clinics.



Association in Sets of Tables � 253

Figure 9.15. Data Set Studybandaid in the Data Table

Specify the Tables

To request individual table tests of association as well as the CMH tests for
the association of type of Band-Aid with complaint outcome, first specify the
tables under study.
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1. SelectStatistics→ Table Analysis. . .

2. Selecttype from the candidate list as theRow variable.

3. Selectoutcome from the candidate list as theColumn variable.

4. Selectclinic from the candidate list as theStrata variable.

5. Selectcount from the candidate list as theCell Countsvariable.

Figure 9.16displays the resulting dialog.

Figure 9.16. Table Analysis Task for Band-Aid Study

Request Tests and Measures of Association

Use the Statistics dialog to specify the tests.

1. Click on theStatisticsbutton.

2. SelectChi-square statistics.

3. SelectMantel-Haenszel Statistics.

4. Click OK .

Note that the Tables dialog specifications (seeFigure 9.5) made previously
remain in effect. Therefore, both frequencies and row percentages are pro-
duced for this analysis.
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Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The results produced include individual tables, individual table statistics, and
the summary chi-square statistics.

Figure 9.17. Frequency Table for Clinic A

Figure 9.17contains the frequency table for clinic A.
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Figure 9.18. Table Statistics for Clinic A

Figure 9.18contains the table statistics for clinic A. The Pearson chi-square
statistic has the value 2.8505 and ap-value of 0.091 with 1 degree of freedom.
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Figure 9.19. Frequency Table for Clinic B

Figure 9.19contains the frequency table for clinic B.
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Figure 9.20. Table Statistics for Clinic B

Figure 9.20contains the associated table statistics. The Pearson chi-square
statistic has a value of 9.9475 and a correspondingp-value of 0.0016.

The other individual tables, not printed here, show varying degrees of evi-
dence of association. Clinic C and clinic E appear to have no evidence of
association, while clinic D does appear to show evidence of association.
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Figure 9.21. CMH Summary Table

Figure 9.21displays the results of the CMH analysis. Three versions of the
CMH statistic are printed; all have the value 14.2206 and ap-value of0.0002
with 1 degree of freedom. Your choice of statistic depends on the scale of
variables that determine the rows and columns. The General Association
statistic always applies. If the columns can be considered ordered, or ordinal,
then the Row Mean Score statistic is appropriate as well and is directed at lo-
cation shifts. If both the columns and rows are ordered, then the Correlation
statistic is also appropriate and is directed at linear association. The degrees
of freedom of these statistics vary. For more details, refer to Stokes, Davis,
and Koch (1995). Note that the sample size requirement for the CMH statis-
tics is that the total (tables combined) sample size be adequate.

In the case of the2× 2 table, all of these statistics are equivalent. Here, you
can conclude that type of Band-Aid is significantly associated with complaint
status, controlling for clinic.Figure 9.22displays the overall relative risk and
odds ratios and their confidence bounds.
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Figure 9.22. Odds Ratio

The odds ratio for this study has the value 2.1597 with a confidence bound
of (1.4420, 3.2348). This means that those children with the regular Band-
Aid are twice as likely to have complaints as those with the test Band-Aid
or, conversely, that those children with the test Band-Aid are half as likely
to have complaints as those children with the regular Band-Aid. Since the
95 percent confidence bounds don’t include the value 1, this odds ratio is
considered to be significantly different from 1.

Note that another test called the Breslow-Day test for Homogeneity of Odds
Ratio is also printed. Since the test has ap-value of 0.3455, you would
conclude that the hypothesis is not rejected. The sample size requirement for
this test is that each individual table has to have sufficient sample size unlike
the sample size requirement for the CMH statistics. In this case, since all
tables have totals greater than 25, this condition is met.
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Observer Agreement

Often, the data represented by a contingency table represents information
collected in a study on observer agreement. There may be interest in gath-
ering information on observer error, and such a study may be done as part
of testing new processes, training, or tools. Sometimes different observers
are studied, and sometimes the same observer is studied at different times or
under different conditions.

The members of a northeastern music association were revising their system
of conducting local and state-wide high school piano competitions. Instead
of using local musicians as judges, they wanted to see if they could proceed
more fairly by using one of two trained judges in conjunction with local
judges, with whom they needed to come to consensus. In order to see how
closely the trained judges match, they did an observer agreement study using
some college music students after a training session. Twenty students played
one of their current pieces, and both judges rated the performance as good,
skilled, or superior.

In order to analyze such data, you form the table with the ratings of one rater
forming the rows of the table and the ratings of the other rater forming the
columns of the table. The cells of the table are the number of students who
fell into the profiles composed of the combination of both ratings. Since there
are 3 outcomes, there are 9 possible combinations as represented by the cells
of a two-way table. Statistics called measures of agreement are then used to
assess the degree of agreement.

Open the Piano Data Set

The Piano data set contains the variablesRater1 andRater2 as well as a
frequency variablecount. These data are provided as thePiano data set in
the Analyst Sample Library. To open thePiano data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectPiano.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .
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5. SelectSasuser from the list ofLibraries .

6. SelectPiano from the list of members.

7. Click OK to bring thePiano data set into the data table.

Figure 9.23displays the data table containing these data. Note that the data
are in frequency form, with the variablecount containing the frequencies
of the profile contained in each row of the table. The variableRater1 con-
tains the first rater’s evaluations and the variableRater2 contains the second
rater’s evaluations.

Figure 9.23. Data Set Piano in the Data Table

Specify the Table

To construct the appropriate two-way table, follow these steps:

1. SelectStatistics→ Table Analysis. . .

2. SelectRater1 from the candidate list as theRow variable.

3. SelectRater2 from the candidate list as theColumn variable.

4. Selectcount from the candidate list as theCell Countsvariable.
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Figure 9.24. Table Analysis Task for Music Study

Figure 9.24displays the resulting dialog.

Request Measures of Agreement

To request measures of agreement, follow these steps:

1. Click on theStatisticsbutton.

2. SelectMeasures of agreement.

3. Click OK .
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Figure 9.25. Statistics Dialog

Figure 9.25displays the resulting Statistics dialog. Note that the chi-square
tests of association and the measures of association are not appropriate for
this type of table.

Note that the Tables dialog specifications (seeFigure 9.5) made previously
remain in effect. Therefore, both frequencies and row percentages are pro-
duced for this analysis.

Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The frequency table is displayed inFigure 9.26. Note that most of the fre-
quencies occur on the diagonals, which is what you would expect if there is
any degree of agreement. However, there are several off-diagonal elements
that represent nonagreement. In particular, there is one case of a student rated
‘good’ by Rater2 and ‘superior’ by Rater1. This might be unexpected.
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Figure 9.26. Piano Agreement Frequency Table
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Figure 9.27. Measures of Agreement

Figure 9.27contains the results for the measures of agreement. The simple
kappa coefficient has a value of 0.4697, with a 95 percent confidence bounds
of (0.1566, 0.7828). This suggests modest agreement of ratings. Note that the
Bowker’s test of symmetry is also printed; this is a test that the probabilities
represented by a square table satisfy symmetry.

When you have a 2× 2 table, the measure of agreement produced is
McNemar’s test.
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Analysis of Variance

Introduction

Analysis of variance is a technique for exploring the variation of a contin-
uous response variable (dependent variable). The response variable is mea-
sured at different levels of one or more classification variables (independent
variables). The variation in the response due to the classification variables is
computed, and you can test this variation against the residual error to deter-
mine the significance of the classification effects.

Figure 10.1. Analysis of Variance Menu

The Analyst Application provides several types of analyses of variance
(ANOVA). The One-Way ANOVA task compares the means of the response
variable over the groups defined by a single classification variable. See the
section“One-Way Analysis of Variance”beginning on page 273 for more
information.

The Nonparametric One-Way ANOVA task performs tests for location and
scale differences over the groups defined by a single classification variable.
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Eight nonparametric tests are offered. See the section“Nonparametric One-
Way Analysis of Variance”beginning on page 279 for more information.

The Factorial ANOVA task compares the means of the response variable over
the groups defined by one or more classification variables. This type of analy-
sis is useful when you have multiple ways of classifying the response values.
See the“Factorial Analysis of Variance”section beginning on page 284 for
more information.

The Linear Models task enables you to compare means and explain variation
when you have a model that includes classification variables, quantitative
variables, or both (such as in an analysis of covariance). See the“Linear
Models” section beginning on page 290 for more information.

You can use the Repeated Measures task when you have multiple measure-
ments of the response variable for the same experimental unit over different
times or conditions or when the response values are assumed to be correlated
within certain groups. For detailed information, seeChapter 16, “Repeated
Measures.”

The Mixed Models task enables you to fit basic mixed models. A mixed
model is a linear model that contains both fixed effects and random effects.
For detailed information, seeChapter 15, “Mixed Models.”

The examples in this chapter demonstrate how you can use the Analyst
Application to perform one-way and factorial ANOVA as well as to fit the
linear model.

The Air Quality Data Set

The data set used in the following examples contains measurements on air
quality recorded in an industrial valley. The measurements are taken hourly
for a period of one week.

The first variable in the data setAir is a SAS datetime variable (datetime)
that contains the date and the time of day on which the observation was taken.
The data set contains two additional time-related variables related todate-
time that record the day of the week (day) and the hour of the day (hour).
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The variables measuring air quality areco (carbon monoxide),o3 (ozone),
so4 (sulfate),no (nitrous oxide), anddust (particulates). The final variable
provided iswind, which gives the wind speed in knots.

Open the Air Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectAir.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectAir from the list of members.

7. Click OK to bring theAir data set into the data table.

Create a New Variable

To perform the analyses in the following examples, you need to create a
new variable to represent the factory workshift periods. The new character
variable,shift, recodes the variablehour into three factory workshift periods.
For information on recoding ranges and computing variables, see the section
“Recoding Ranges”on page 44 inChapter 2.

Figure 10.2displays the Recoding Ranges Information dialog. Enter the in-
formation to create the new variable as shown inFigure 10.2.
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Figure 10.2. Recoding Ranges Information: Defining the New Variable

Click OK to display the Recoding Ranges dialog (Figure 10.3). To define the
values for the new variable,shift, enter the values as shown inFigure 10.3.

Figure 10.3. Recoding Ranges: Defining the Values for the New Variable

The values of the new variableshift are as follows: ‘early’ corresponds to the
hours between 0 and 8 (from midnight until 8 a.m.), ‘daytime’ corresponds to
the hours between 8 and 16 (from 8 a.m. until 4 p.m.), and ‘late’ corresponds
to the hours greater than or equal to 16 (from 4 p.m. to midnight).
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One-Way Analysis of Variance
The One-Way ANOVA task enables you to perform an analysis of variance
when you have a continuous dependent variable and a single classification
variable.

For example, consider the data set on air quality (Air), described in the pre-
ceding section. Suppose you want to compare the ozone level corresponding
to each of the three factory workshift periods.

Request the One-Way ANOVA Task

To request the one-way ANOVA task, follow these steps:

1. SelectStatistics→ ANOVA → One-Way ANOVA . . .

2. Selecto3 as the dependent variable.

3. Selectshift as the independent variable.

Figure 10.4defines the one-way ANOVA model.

Figure 10.4. One-Way ANOVA Dialog
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Request a Means Comparison Test

The analysis of variance performed in the One-Way ANOVA task indicates
whether the means of the groups are different; it does not indicate which
particular means are different. To generate more detailed information about
the differences between the means, follow these steps:

1. Click on theMeansbutton in the main dialog. The resulting window
displays theComparisonstab.

2. Click on the arrow adjacent to theComparison methodlist.

3. SelectTukey’s HSD.

4. Highlight the variableshift in theMain Effects: box.

5. Click on theAdd button.

You can click on the arrow next toSignificance level:to select a significance
level, or you can type in the desired value.

6. Click OK .

Figure 10.5specifies Tukey’s studentized range (HSD) means comparison
test at the0.05 significance level.
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Figure 10.5. One-Way ANOVA: Means Dialog

Request a Box-and-Whisker Plot

To request a box-and-whisker plot in addition to the analysis, follow these
steps:

1. Click on thePlotsbutton in the main dialog.

2. SelectBox-&-whisker plot .

3. Click OK .

Figure 10.6displays the Plots dialog with theBox-&-whisker plot selected.
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Figure 10.6. One-Way ANOVA: Plots Dialog

Click OK in the One-Way ANOVA dialog to perform the analysis.

Review the Results

This analysis tests whether the independent variable (shift) is a significant
factor in accounting for the variation in ozone levels.Figure 10.7displays
the analysis of variance table, with anF statistic of31.93 and an associated
p-value that is less than0.0001. The smallp-value indicates that the model
explains a highly significant proportion of the variation present in the depen-
dent variable.
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Figure 10.7. One-Way ANOVA: Analysis Results

The R-square value, which follows the ANOVA table inFigure 10.7, repre-
sents the proportion of variability accounted for by the independent variable.
Approximately 28% of the variability in the ozone level can be accounted for
by differences between shifts.
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Figure 10.8. One-Way ANOVA: Multiple Comparisons Results

Information detailing which particular means are different is available in the
multiple comparison test, as displayed inFigure 10.8. The means comparison
output provides the alpha value, error degrees of freedom, and error mean
square.

In the “Tukey Grouping” table, means with the same letter are not signifi-
cantly different. The analysis shows that the daytime shift is associated with
ozone levels that are significantly different from the other two shifts. The
early and late shifts cannot be statistically distinguished on the basis of mean
ozone level.



Nonparametric One-Way Analysis of Variance � 279

Figure 10.9. One-Way ANOVA: Box-and-Whisker Plot

The box-and-whisker plot displayed inFigure 10.9provides a graphical view
of the multiple comparison results. The variance among the ozone levels
may be unequal: subsequent analyses may include a test for homogeneity of
variance or a transformation of the response variable,o3.

Nonparametric One-Way Analysis of
Variance

In statistical inference, or hypothesis testing, the traditional tests are called
parametric tests because they depend on the specification of a probability dis-
tribution (such as the normal) except for a set of free parameters. Parametric
tests are said to depend on distributional assumptions. Nonparametric tests,
on the other hand, do not require distributional assumptions. Even if the data
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are distributed normally, nonparametric methods are often almost as power-
ful as parametric methods.

The Nonparametric One-Way ANOVA task enables you to perform nonpara-
metric tests for location and scale when you have a continuous dependent
variable and a single independent classification variable. You can perform
a nonparametric one-way ANOVA using Wilcoxon (Kruskal-Wallis), me-
dian, Van der Waerden, and Savage scores. In addition, you can test for
scale differences across levels of the independent variable using Ansari-
Bradley, Siegal-Tukey, Klotz, and Mood scores. The Nonparametric One-
Way ANOVA task provides asymptotic and exactp-values for all tests for
location and scale.

For example, consider the air quality data set (Air), described in the section
“The Air Quality Data Set”on page 270. Suppose that you want to perform a
nonparametric one-way ANOVA and also test for scale differences for ozone
levels across shift periods.

Request the Nonparametric One-Way ANOVA

To request a nonparametric one-way ANOVA, follow these steps:

1. SelectStatistics→ ANOVA → Nonparametric One-Way ANOVA . . .

2. Selecto3 as the dependent variable.

3. Selectshift as the independent variable.
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Figure 10.10. Nonparametric One-Way ANOVA: Main Dialog

Figure 10.10defines the nonparametric one-way ANOVA model.

Request Nonparametric Tests

You can use a nonparametric test for location to determine whether the air
quality is the same at different times of the day. The Kruskal-Wallis test is a
commonly used nonparametric technique for testing location differences and
is produced using Wilcoxon scores.

The box-and-whisker plot inFigure 10.9indicates that ozone levels may be
more variable during the daytime shift than during the early shift or at night.
You can use the Ansari-Bradley test to test for scale differences across shifts.

To request the Kruskal-Wallis and Ansari-Bradley tests, follow these steps:

1. Click on theTestsbutton in the main dialog.

2. SelectWilcoxon (Kruskal-Wallis test) in theLocation test scores.

3. SelectAnsari-Bradley in theDispersion test scoresbox.
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Figure 10.11. Nonparametric One-Way ANOVA: Tests Dialog

Figure 10.11displays the Tests dialog with theWilcoxon (Kruskal-Wallis)
andAnsari-Bradley tests selected. ClickOK in the Nonparametric One-
Way ANOVA dialog to perform the analysis.
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Figure 10.12. Nonparametric One-Way ANOVA: Kruskal-Wallis Test
Results

Figure 10.12displays the Wilcoxon scores and Kruskal-Wallis test results.
The table labeled “Wilcoxon Scores (Rank Sums) for Variable o3” contains
the sum of the rank scores, expected sum, and mean score for each shift.
The daytime shift has a mean score of 117.77, which is higher than the mean
scores of both the early and late shift. The “Kruskal-Wallis Test” table dis-
plays the results of the Kruskal-Wallis test. The test statistic of 40.75 indi-
cates that there is a significant difference in ozone levels across shift times
(thep-value is less than 0.0001).
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Figure 10.13. Nonparametric One-Way ANOVA: Ansari-Bradley Test
Results

Figure 10.13displays the results of the Ansari-Bradley test. The Ansari-
Bradley test chi-square has the value of 5.80 with 2 degrees of freedom,
which is not significant at theα = 0.05 level. Since thep-value is just slightly
higher than 0.05, there is moderate evidence of scale differences across shift
times.

Factorial Analysis of Variance

The Factorial ANOVA task enables you to perform an analysis of variance
when you have multiple classification variables.

For example, consider the data set on air quality (Air), described in the section
“The Air Quality Data Set”on page 270. Suppose you want to compare
ozone levels for each day of the week and for each factory workshift. You
can define a factorial model that includes the two classification variables,day
andshift.

In this example, a factorial model is specified, and a plot of the two-way
effects is requested.
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Request the Analysis

To request a factorial analysis of variance, follow these steps:

1. Click onStatistics→ ANOVA → Factorial ANOVA . . .

2. Selecto3 as the dependent variable.

3. Selectshift andday as the independent variables.

The resulting Factorial ANOVA dialog is displayed inFigure 10.14.

Figure 10.14. Factorial ANOVA Dialog

The default ANOVA model includes only the main effects (that is, the terms
representingshift and day). To include an interaction term, or to specify
other options for your analysis, you can use the dialogs available in the
Factorial ANOVA task.
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Specify the Model

To specify a factorial model, follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesshift andday in the resulting dialog.

3. Click on theFactorial button.

4. Click OK .

Figure 10.15displays the Model dialog with the termsshift, day, and the
interaction termshift*day selected as effects in the model.

Note that you can build specific models with theAdd, Cross, andFactorial
buttons, or you can select a model by clicking on theStandard Modelsbut-
ton and making a selection from the drop-down list. From this list, you can
request that your model include main effects only, effects up to two-way in-
teractions, or effects up to three-way interactions.

Figure 10.15. Factorial ANOVA: Model Dialog
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Request a Means Plot

A means plot displays a symbol for the observed or predicted means at each
level of a specified variable, with vertical bars extending for a specified num-
ber of standard errors. The means for each level of an effect are joined with
line segments. To request a plot of the dependent means, follow these steps:

1. Click on thePlots button in the main dialog. The resulting window
displays theMeanstab.

2. SelectPlot dependent means for two-way effects.

You can choose to plot either the observed or predicted means of the depen-
dent variable. Additionally, you can choose whether the vertical bars should
represent one, two, or three standard errors.

3. Click OK .

Figure 10.16requests a plot of the observed dependent means for the two-
way effects.

Figure 10.16. Factorial ANOVA: Plots Dialog

Click OK in the main dialog to perform the analysis.
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Review the Results

Figure 10.17displays information on the levels of the two classification vari-
ables,shift and day, followed by the ANOVA table. The model sum of
squares is partitioned into the separate contributions of the individual model
effects, andF tests are provided for each effect.

Figure 10.17. Factorial ANOVA: Analysis Results

TheF statistic of15.37 indicates that the model as a whole is highly signif-
icant (thep-value is less than0.0001). Additionally, the R-square value of
0.6764 means that about 68% of the variation of ozone can be accounted for
by the factorial model.

The table at the bottom ofFigure 10.17displays the significance test for
each term of the model. The main effects and the interaction term are each
significant at theα = 0.05 level (that is, eachp-value is much less than0.05).
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In Figure 10.18, the three curves display ozone concentration across days of
the week. Each curve represents the relationship for one of the three factory
workshift periods.

Figure 10.18. Factorial ANOVA: Means Plot

The means plot indicates an inverse relationship between the daytime and
late shifts. The ozone levels during the daytime shift rise dramatically on
Thursday and remain high throughout the weekend. Ozone levels for the
late shift, on the other hand, start to decrease after Thursday and remain low
throughout the weekend.
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Linear Models

The Linear Models task enables you to perform an analysis of variance when
you have a continuous dependent variable with classification variables, quan-
titative variables, or both.

The data setAir, described in the section“The Air Quality Data Set”on
page 270, includes quantitative measures; for example, the variablewind
represents wind speed, in knots. Suppose that you want to model ozone levels
using the variablesday (day of week),shift (factory workshift period), and
wind (wind speed). Suppose that you also want your model to include the
interaction between the variablesday andshift. That is, you want to perform
a simple two-way analysis of covariance with unequal slopes.

The following example fits this linear model and additionally requests a retro-
spective power analysis and a plot of the observed values versus the predicted
values.

Request the Linear Models Analysis

To request the linear models analysis, follow these steps:

1. SelectStatistics→ ANOVA → Linear Models . . .

2. Selecto3 as the dependent variable.

3. Selectshift andday as the class variables.

4. Selectwind as the quantitative variable.
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Figure 10.19. Linear Models Dialog

Figure 10.19displays the Linear Models dialog. By default, the linear model
analysis includes only the main effects specified in the main dialog: no inter-
action term is included.

Specifying an Interaction Term in the Model

To include the interaction termshift*day in your model, follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesshift andday.

3. Click on theCrossbutton.

4. Click OK .

Note that you can build specific models with theAdd, Cross, andFactorial
buttons, or you can select a model by clicking on theStandard Modelsbut-
ton and making a selection from the pop-up list.



292 � Chapter 10. Analysis of Variance

Figure 10.20. Linear Models: Model Dialog

Figure 10.20displays the Model dialog with the termsshift andday and the
interaction termshift*day selected as effects in the model.

Request a Power Analysis

The power of a test is the probability of correctly rejecting the null hypothe-
sis of no difference. It depends on the sample size as well as the precise dif-
ference specified in the alternative hypothesis. Ideally, you consider power
before gathering data to ensure that you gather enough data to detect a dif-
ference. However, once you have gathered your data, you can perform a
retrospective power analysis in order to determine how much data is needed
to detect the observed difference. To perform a retrospective power analysis
with the Analyst Application, follow these steps:

1. Click on theTestsbutton in the main dialog.

2. Click on thePower Analysistab.

3. SelectPerform power analysis.

To request power calculations for tests performed at severalα values, you
can enter the values, separated by a space, in the box labeledAlphas. You
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can request power analysis for additional sample sizes in theSample sizes
box. You can enter one or more specific values for the sample sizes, or you
can specify a series of sample sizes in the boxes labeledFrom: , To:, and
By:.

4. Click OK .

Figure 10.21displays thePower Analysistab, which requests a retrospective
power analysis with an alpha, or significance level, of0.05.

Figure 10.21. Linear Models: Tests Dialog

Request a Scatter Plot

To request a scatter plot of the predicted values versus the observed values,
follow these steps:

1. Click on thePlotsbutton in the main dialog.

2. Click on thePredicted tab.

3. SelectPlot observed vs predicted.

4. Click OK .
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Figure 10.22. Linear Models: Plots Dialog

Figure 10.22displays thePredicted tab in the Plots dialog.

Click OK in the Linear Models dialog to perform the analysis.

Review the Results

The output of the analysis includes information about the levels of the inde-
pendent variables, followed by the ANOVA table.

Figure 10.23displays the analysis of variance table, with anF statistic of
19.44 and an associatedp-value less than0.0001. A p-value this small indi-
cates that the model explains a highly significant proportion of the variation
in the dependent variable.

The R-square value represents the proportion of variability accounted for by
the independent variables. In this analysis, about 74% of the variation of the
ozone level can be accounted for by the model (that is, by mean differences
in day andshift, in conjunction with a linear dependence on wind speed).
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Figure 10.23. Linear Models: ANOVA Results

The last table displayed inFigure 10.23partitions the model sum of squares
into the separate contribution for each model effect and tests for the signifi-
cance of each effect. The main effects and the interaction term are significant
at theα = 0.05 level (that is, eachp-value is less than0.05).

Figure 10.24displays the retrospective power analysis. The observed power
is given for each effect in the linear model.
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Figure 10.24. Linear Models: Power Analysis

The column labeled Least Significant Number inFigure 10.24displays the
smallest number of observations required to determine that the effect is sig-
nificant at the givenα value.
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Figure 10.25. Linear Models: Observed Ozone Levels versus Predicted
Values

Figure 10.25displays the plot of the observed values versus the predicted
values from the model. If the model predicts the observed values perfectly,
the points on the plot fall on a straight line with a slope of 1. This plot
indicates reasonable prediction.
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Chapter 11
Regression

Introduction
Regression techniques enable you to investigate the relationship between a
dependent variable (also called aresponsevariable) and one or more ex-
planatory variables (also calledpredictor, or independent, variables). In lin-
ear regression, the dependent variable is modeled as a linear function of the
quantitative independent variables. For example, you can write the simple
linear regression equation as

Y = b0 + b1X

whereY represents the single dependent variable,X is the explanatory vari-
able, andb0 andb1 are regression coefficients.

Figure 11.1. Regression Menu

The Analyst Application enables you to perform simple linear regression,
multiple linear regression and logistic regression. In the Simple linear re-
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gression task, you model your dependent variable using a single explanatory
variable. In the Linear regression task, you model your dependent variable
using one or more explanatory variables. In the Logistic regression task, the
dependent variable is discrete, and you model the variable using one or more
explanatory variables.

The examples in this chapter demonstrate how you can use the Analyst
Application to perform simple linear regression, multiple linear regression,
and logistic regression.

Simple Linear Regression

In simple linear regression, there is a single quantitative independent vari-
able. Suppose, for example, that you want to determine whether a linear
relationship exists between the asking price for a house and its area in square
feet. The area of the house is the quantitative independent variable, and the
asking price for the house is the dependent variable.

The data set analyzed in this example is calledHouses, and it contains the
characteristics of fifteen houses for sale. The data set contains the following
variables.

style style category (ranch, split-level, condominium, or two-
story)

sqfeet area in square feet

bedrooms number of bedrooms

baths number of bathrooms

street name of the street on which the house is located

price asking price for the house

The task includes performing a simple regression analysis to predict the vari-
ableprice from the explanatory variable,sqfeet.
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Open the Houses Data Set

The data are provided in the Analyst Sample Library. To open theHouses
data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectHouses.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectHouses from the list of members.

7. Click OK to bring theHouses data set into the data table.

Request the Simple Regression Analysis

To request the simple regression analysis, follow these steps:

1. SelectStatistics→ Regression→ Simple . . .

2. Selectprice from the candidate list as the Dependent variable.

3. Selectsqfeet from the candidate list as the Explanatory variable.

Figure 11.2displays the resulting dialog.
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Figure 11.2. Simple Linear Regression Dialog

The model defined in this analysis is

price = b0 + b1 sqfeet

If you selectQuadratic or Cubic in theModel box, the respective model is

price = b0 + b1 sqfeet + b2 sqfeet2

or

price = b0 + b1 sqfeet + b2 sqfeet2 + b3 sqfeet3

The default analysis fits the simple regression model.
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Request a Scatter Plot of the Data

To request a plot of the observed values versus the independent values, follow
these steps.

1. Click on thePlotsbutton.

2. SelectPlot observed vs independent.

You can add 95% confidence limits for the mean of the independent variable
by selectingConfidence limits, or you can produce 95% prediction limits
for individual predictions.

3. Click OK .

Figure 11.3. Simple Linear Regression: Plots Dialog

Click OK in the Simple Linear Regression dialog to perform the analysis.
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Review the Results

The results are displayed inFigure 11.4. The ANOVA table is displayed in
the results, followed by the table of parameter estimates. The least squares
fit is

price = −14982 + 67.52× sqfeet

Figure 11.4. Simple Linear Regression: Results

The smallp-values listed in the Pr >|t| column indicate that both parameter
estimates are significantly different from zero.

The plot of the observed and independent variables is displayed inFigure
11.5. The plot includes the fitted regression line.
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Figure 11.5. Simple Linear Regression: Scatter Plot with Regression Line

Multiple Linear Regression

You perform a multiple linear regression analysis when you have more than
one explanatory variable for consideration in your model. You can write the
multiple linear regression equation for a model withp explanatory variables



308 � Chapter 11. Regression

as

Y = b0 + b1X1 + b2X2 + . . . + bpXp

whereY is the response, or dependent, variable, theXs represent thep ex-
planatory variables, and thebs are the regression coefficients.

For example, suppose that you would like to model a person’s aerobic fit-
ness as measured by the ability to consume oxygen. The data set analyzed
in this example is namedFitness, and it contains measurements made on
three groups of men involved in a physical fitness course at North Carolina
State University. See“Computing Correlations”in Chapter 7, “Descriptive
Statistics,” for a complete description of the variables in the Fitness data set.

The goal of the study is to predict fitness as measured by oxygen consump-
tion. Thus, the dependent variable for the analysis is the variableoxygen.
You can choose any of the other quantitative variables (age, weight, run-
time, rstpulse, runpulse, andmaxpulse) as your explanatory variables.

Suppose that previous studies indicate that oxygen consumption is dependent
upon the subject’s age, the time it takes to run 1.5 miles, and the heart rate
while running. Thus, in order to predict oxygen consumption, you estimate
the parameters in the following multiple linear regression equation:

oxygen = b0 + b1 age + b2 runtime + b3 runpulse

This task includes performing a linear regression analysis to predict the
variable oxygen from the explanatory variablesage, runtime, and run-
pulse. Additionally, the task requests confidence intervals for the estimates,
a collinearity analysis, and a scatter plot of the residuals.

Open the Fitness Data Set

The data are provided in the Analyst Sample Library. To access this data set,
follow these steps:
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1. SelectTools→ Sample Data. . .

2. SelectFitness.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectFitness from the list of members.

7. Click OK to bring theFitness data set into the data table.

Request the Linear Regression Analysis
To specify the analysis, follow these steps:

1. SelectStatistics→Regression→ Linear . . .

2. Select the variableoxygen from the candidate list as the dependent
variable.

3. Select the variablesage, runtime, andrunpulse as the explanatory
variables.

Figure 11.6displays the resulting Linear Regression task.

Figure 11.6. Linear Regression Dialog
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The default analysis fits the linear regression model.

Request Additional Statistics

You can request several additional statistics for your analysis in the Statistics
dialog.

To request that confidence limits be computed, follow these steps:

1. Click on theStatisticsbutton.

2. In theStatisticstab, selectConfidence limits for estimates.

Figure 11.7displays theStatisticstab in the Statistics dialog.

Figure 11.7. Linear Regression: Statistics Dialog, Statistics Tab

To request a collinearity analysis, follow these steps:

1. Click on theTeststab in the Statistics dialog.

2. SelectCollinearity analysis.

3. Click OK .
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The dialog inFigure 11.8requests a collinearity analysis in order to assess
dependencies among the explanatory variables.

Figure 11.8. Linear Regression: Statistics Dialog, Tests Tab

Request a Scatter Plot of the Residuals

To request a plot of the studentized residuals versus the predicted values,
follow these steps:

1. In the Linear Regression main dialog, click on thePlotsbutton.

2. Click on theResidualtab.

3. SelectPlot residuals vs variables.

4. In the box labeledResiduals, check the selection
Studentized.

5. In the box labeledVariables, check the selectionPredicted Y.

6. Click OK .

Figure 11.9displays theResidualtab.
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Figure 11.9. Linear Regression: Plots Dialog, Residual Tab

An ordinary residual is the difference between the observed response and the
predicted value for that response. The standardized residual is the ratio of
the residual to its standard error; that is, it is the ordinary residual divided
by its standard error. The studentized residual is the standardized residual
calculated with the current observation deleted from the analysis.

Click OK in the Linear Regression dialog to perform the analysis.

Review the Results

Figure 11.10displays the analysis of variance table and the parameter esti-
mates.
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Figure 11.10. Linear Regression: ANOVA Table and Parameter Estimates

In the analysis of variance table displayed inFigure 11.10, the F value of
38.64 (with an associatedp-value that is less than 0.0001) indicates a signif-
icant relationship between the dependent variable,oxygen, and at least one
of the explanatory variables. The R-square value indicates that the model
accounts for 81% of the variation in oxygen consumption.

The “Parameter Estimates” table lists the degrees of freedom, the parameter
estimates, and the standard error of the estimates. The final two columns
of the table provide the calculatedt values and associated probabilities (p-
values) of obtaining a larger absolutet value. Eachp-value is less than 0.05;
thus, all parameter estimates are significant at the 5% level. The fitted equa-
tion for this model is as follows:

oxygen = 111.718− 0.256× age− 2.825× runtime− 0.131× runpulse

Figure 11.11displays the confidence limits for the parameter estimates and
the table of collinearity diagnostics.
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Figure 11.11. Linear Regression: Confidence Limits and Collinearity
Analysis

The collinearity diagnostics table displays the eigenvalues, the condition in-
dex, and the corresponding proportion of variation accounted for in each es-
timate. Generally, when the condition index is around 10, there are weak
dependencies among the regression estimates. When the index is larger than
100, the estimates may have a large amount of numerical error. The diagnos-
tics displayed inFigure 11.11, though indicating unfavorable dependencies
among the estimates, are not so excessive as to dismiss the model.
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Figure 11.12. Linear Regression: Plot of Studentized Residuals versus
Predicted Values

The plot of the studentized residuals versus the predicted values is displayed
in Figure 11.12. When a model provides a good fit and does not violate any
model assumptions, this type of residual plot exhibits no marked pattern or
trend.Figure 11.12exhibits no such trend, indicating an adequate fit.
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Logistic Regression

Logistic regression enables you to investigate the relationship between a cat-
egorical outcome and a set of explanatory variables. The outcome, or re-
sponse, can be dichotomous (yes, no) or ordinal (low, medium, high). When
you have a dichotomous response, you are performing standard logistic re-
gression. When you are modeling an ordinal response, you are fitting a pro-
portional odds model.

You can express the logistic model for describing the variation among prob-
abilities{θh} as

θh = {1 + exp[−α−
t∑

k=1

βkxhk]}−1

whereα is the intercept parameter,β is a vector oft regression parameters,
andx′h is a row vector of explanatory variables corresponding to thehth
subpopulation.

You can show that the odds of success for thehth group are

θh

1− θh
= exp{α +

∑t
k=1 βkxhk}

By taking logs on both sides, you obtain a linear model for thelogit:

log
{

θh

1− θh

}
= α +

t∑
k=1

βkxhk

This is the log odds of success to failure for thehth subpopulation. A nice
property of the logistic model is that all possible values of(α + x′hβ) in
(−∞,∞) map into(0, 1) for θh. Note thatexp{βk} are the odds ratios.
Maximum likelihood methods are used to estimateα andβ.
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In a study on the presence of coronary artery disease, walk-in patients at a
clinic were examined for symptoms of coronary artery disease. Investigators
also administered an ECG. Interest lies in determining whether there is a
relationship between presence or absence of coronary artery disease and ECG
score and gender of patient. Logistic regression is the appropriate tool for
such an investigation.

The data set analyzed in this example is calledCoronary2. It contains the
following variables:

sex sex (m or f)

ecg ST segment depression (low, medium, or high)

age patient age

ca disease (yes or no)

The task includes performing a logistic analysis to determine an appropriate
model.

Open the Coronary2 Data Set

The data are provided in the Analyst Sample Library. To open the
Coronary2 data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectCoronary2.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectCoronary2 from the list of members.

7. Click OK to bring theCoronary2 data set into the data table.

Request the Logistic Regression Analysis

To request the logistic regression analysis, follow these steps:
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1. SelectStatistics→ Regression→ Logistic . . .

2. Ensure thatSingle trial is selected as theDependent type.

3. Selectca from the candidate list as the dependent variable.

4. Selectecg andsex from the candidate list as the class variables.

5. Selectage from the candidate list as the quantitative variable.

6. Selectyes from the drop-down list forModel Pr{ }:

Note thatModel Pr{ }: determines which value of the dependent variable
the model is based on; usually, the value representing an event (such as yes
or success) is chosen.

Figure 11.13displays the resulting dialog.

Figure 11.13. Logistic Regression Dialog

Specify the Model

By default, a main effects model is fit. To define a different model, with terms
such as interactions, or to specify various model selection methods, such as
forward selection or backward elimination, use the Model dialog.
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To specify a forward selection model with main effects and their interactions,
follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesage, ecg, andsex in theExplanatory: list of
the model dialog.

3. Click on theFactorial button to specify main effects and their interac-
tions.

Figure 11.14. Logistic Regression: Model Dialog, Model Tab

Figure 11.14displays the Model dialog with the termsage, ecg, sex, and
their interactions selected as effects in the model.

Note that you can build specific models with theAdd, Cross, andFactorial
buttons, or you can select a model by clicking on theStandard Modelsbut-
ton and making a selection from the pop-up list. From this list, you can
request that your model include main effects only or effects up to two-way
interactions.
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Now, to specify your model-building technique, follow these steps:

1. Click on theSelectiontab.

2. SelectForward selection. The forward selection technique starts with
a default model and adds significant variables to the model according
to the specified criteria.

3. To specify which variables to include in every model, click on the
Include tab, and select the variablesage, ecg, andsex.

4. Click OK .

Figure 11.15. Logistic Regression: Model Dialog, Include Tab

Figure 11.15displays theInclude tab with the termsage, ecg, andsex
selected as model terms to be included in every model.

When you have completed your selections, clickOK in the main dialog to
produce your analysis.
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Review the Results

Figure 11.16displays the “Testing Global Null Hypothesis: BETA = 0” table,
which lists statistics that test whether the parameters are collectively equal to
zero. This is similar to the overallF statistic in a regression model.

Figure 11.16. Logistic Regression: Analysis Results

When the explanatory variables in a logistic regression are relatively small in
number and are qualitative, you can request a goodness-of-fit test. However,
when you also have quantitative variables, the sample size requirements for
these tests are not met. An alternative strategy for testing goodness of fit in
this case is to examine the residual score statistic. This criterion is based on
the relationship of the residuals of the model with other potential explanatory
variables. If an association exists, then the additional explanatory variable
should also be included in the model. This test is distributed as chi-square,
with degrees of freedom equal to the difference in the number of parameters
in the original model and the number of parameters in the expanded model.

The residual score statistic is displayed inFigure 11.16as the “Residual Chi-
Square Test” table. Since the difference in the number of parameters for the
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expanded model and the original model is9 − 4 = 5, the score statistic has
5 degrees of freedom. Since the value of the statistic is2.24 and thep-value
is 0.81, the main effects model fits adequately and no additional interactions
need to be added.

The “Type III Tests of Effects” table provides Wald chi-square statistics that
indicate that bothage andsex are clearly significant at theα = 0.05 level
of significance. Theecg variable approaches significance, with the Wald
statistic of5.67 andp = 0.059. Although you may want to delete theecg
variable because it does not meet theα = 0.05 significance criteria, there
may be reasons for keeping it.

Figure 11.17. Logistic Regression: Analysis Results

Figure 11.17displays odds ratio estimates and statistics describing the asso-
ciation of predicted probabilities and observed responses. The value of1.10
for age is the extent to which the odds of coronary heart disease increase
each year. The odds ratio forsex, 0.249, is the odds for females relative to
males adjusted forage andecg. Thus, the odds of coronary heart diseases
for females are approximately one-fourth that of males.
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Chapter 12
Sample Size and Power

Calculations
Introduction

Figure 12.1. Sample Size Menu

When you are planning a study or experiment, you often need to know how
many units to sample to obtain a certain power, or you may want to know the
power you would obtain with a specific sample size. Thepowerof a hypothe-
sis test is the probability of rejecting the null hypothesis when the alternative
hypothesis is true. With an inadequate sample size, you may not reach valid
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conclusions with your work; with an excessive sample size, you may waste
valuable resources. Thus, performing sample size and power computations
is often quite important.

The power and sample size calculations depend on the planned data analysis
strategy. That is, if the primary hypothesis test is a two-samplet-test, then
the power calculations must be based on that test. Otherwise, if the sample
size calculations and data analyses are not aligned, the results may not be
correct.

Determining sample size requirements ahead of the experiment is a prospec-
tive exercise. Then, you proceed to select the appropriate number of sampling
units and perform data collection and analysis. However, power and sample
size calculations are also useful retrospectively. For a given analysis, you
may want to calculate what level of power you achieved or what sample size
would have been needed for a given power.

Power and sample size calculations are a function of the specific alternative
hypothesis of interest, in addition to other parameters. That is, the power
results will vary depending on which value of the alternative hypothesis you
specify, so sometimes it is useful to do these analyses for a range of values
to see how sensitive the power analysis is to changes in the alternative hy-
pothesis value. Often, you produce plots of power versus sample size, called
power curves, to see how sample size and power affect each other.

The Sample Size tasks provide prospective sample size and power calcula-
tions for several types of analyses:t-tests, confidence intervals, and tests of
equivalence. Each of these calculations is available for one-sample, paired-
sample, and two-sample study designs. Power and sample size calculations
are also available for the one-way ANOVA design. Multiple parameter values
can be input, and results and power curves are produced for each combina-
tion of values. Note that retrospective power computations are also available
in a number of the statistical tasks in the Analyst Application such as the
Hypothesis Test, Regression, and ANOVA tasks.
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Hypothesis Testing

Sample size and power calculations are available for one-sample and two-
sample paired and independent designs where the proposed analysis is hy-
pothesis testing of a mean or means via at-test. These computations assume
equally sized groups.

Suppose you want to compute the power for a one-samplet-test. The alterna-
tive hypothesis mean and the standard deviation have the values 8.6137 and
2.0851, respectively. You are interested in testing whether the null mean has
the value 8, at an alpha level of 0.05, and you are interested in looking at a
range of sample sizes from 11 to 211. The study for which these statistics
were computed had a sample size of 51.

Requesting Power Computations for the One-Sample t-test

To access this task, select

Statistics→ Sample Size→ One-Sample t-test. . .

Figure 12.2displays the resulting dialog. Note that, unlike the other statis-
tical tasks that require a data set for analysis, performing one of the Sample
Size tasks requires only entering information in the appropriate dialog. The
data table is not involved.
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Figure 12.2. Sample Size Dialog for One-Sample t-test

In this task, you specify whether you want to compute sample size or power,
enter values for the test hypothesis and parameters, specify the alpha level
(0.05 is the default), specify whether you want a power curve produced, and
specify a range of power values or sample sizes depending on whether you
are computing sample size or power.

To enter the information for this example, follow these steps:

1. SelectPower.

2. Enter 8 as theNull mean: value.

3. Enter 8.6137 as theAlternate mean:

4. Enter 2.0851 as theStandard deviation:

5. Make sure that theAlpha: value is 0.05.

6. Enter 11 as the value for theFrom: field in the line forN:

7. Enter 211 and 20 as the values underTo: andBy:, respectively, in the
line for N:

8. SelectPower vs. Nto produce a plot.
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9. Enter 51 as the value forN ref line:

10. Select2-sidedfor Tails if it is not already selected.

Note that you can enter multiple values in fields such as forAlpha: andNull
mean:, separated by commas or blanks, and the analysis will be performed
for all combinations of the entered values. Here, power will be computed for
sample sizes ranging from 11 to 211 in multiples of 20.

Figure 12.3contains the completed dialog.

Figure 12.3. Sample Size Dialog for One-Sample t-test

Figure 12.4contains the power computations for the sample sizes ranging
from 11 to 211.
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Figure 12.4. Sample Size Results for One-Sample t-test

The interpretation of a power of 0.540 forn = 51 is as follows: suppose
the true mean and standard deviation are 8.6137 and 2.0851, and suppose
a random sample of 51 observations is taken. Then the probability that the
hypothesis test will reject the null hypothesis (H0:µ = 8.0) and conclude
(correctly) that the alternative hypothesis (HA:µ = 8.6137) is true is 0.540.

The requested plot is shown inFigure 12.5with a reference line atn = 51.
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Figure 12.5. Plot of Power versus Sample Size

More on Hypothesis Tests

In the two-sample cases, you must enter the null means of each group and
the standard deviation. In the paired case, the standard deviation entered
is the standard deviation of the differences between the two groups. In the
independent case, the standard deviation is the pooled standard deviation,
which is calculated as follows:

Sp =

√
(n1 − 1)S2

1 + (n2 − 1)S2
2

(n1 + n2 − 2)

Confidence Intervals
Sample size and power calculations are available for one-sample and two-
sample paired and independent designs, when the proposed analysis is con-
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struction of confidence intervals of a mean (one-sample) or difference of two
means (two-sample), via thet-test.

To understand the power of a confidence interval, first define theprecision
to be half the length of a two-sided confidence interval (or the distance be-
tween the endpoint and the parameter estimate in a one-sided interval). The
power can then be considered to be the probability that the desired precision
is achieved, that is, the probability that the length of the two-sided interval
is no more than twice the desired precision. Here, a slight modification of
this concept is used. The power is considered to be the conditional proba-
bility that the desired precision is achieved, given that the interval includes
the true value of the parameter of interest. The reason for the modification is
that there is no reason for the interval to be particularly small if it does not
contain the true value of the parameter.

These computations assume equally sized groups.

Requesting Power Computations for a Confidence Interval in a Paired
t-test

To perform this task, select

Statistics→ Sample Size→ Paired Confidence Interval. . .

Figure 12.6displays the resulting dialog.
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Figure 12.6. Sample Size Dialog for Paired Confidence Interval

You specify whether you want to compute sample sizes or power, enter values
for desired precision and standard deviation, enter the alpha levels, enter the
sample sizes or power, and select if you want a power curve.

To request power for a paired confidence interval where the desired precision
is 0.5 and the standard deviation is 2.462, follow these steps:

1. SelectPower.

2. Enter 0.5 as theDesired precision:

3. Enter 2.462 as theStd dev of diff:

4. Enter 0.01, 0.025, 0.05, and 0.1 as values in the field forAlpha:

5. Enter 11 as the value for theFrom: field in the line forN:

6. Enter 211 and 5 as the values underTo: andBy:, respectively, in the
line for N:

7. SelectPower vs. N.

8. Select2-sidedfor Interval if it is not already selected.
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Note that you can enter multiple values in these fields, for example, for
Alpha: and Desired precision:, separated by commas or blanks, and the
analysis will be performed for all combinations of the input values. Here,
power will be computed for sample sizes ranging from 11 to 211 in multiples
of 5.

Figure 12.7. Completed Sample Size Dialog for Paired Confidence
Interval

Figure 12.7contains the completed dialog. Note that, because multiple alpha
values were entered, sets of results will be created for each one.
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Figure 12.8. Sample Size Results for Paired Confidence Interval

Figure 12.8contains the power computations for the sample sizes ranging
from 36 to 171. The power analysis results inFigure 12.8show that, for
a two-sided paired confidence interval where the standard deviation of the
differences is 2.462, the significance level isα = 0.025, the sample size is
121, and the power is 0.415. That is, 0.415 represents the probability that
a confidence interval containing the true parameter value has a length of no
more than twice the desired precision of 0.5.
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Figure 12.9. Plot for Paired Confidence Interval

The requested plot is displayed inFigure 12.9and includes one power curve
for each specified alpha value.

Equivalence Tests

In a test of equivalence, a treatment mean and a reference mean are compared
to each other. Equivalence is taken to be the alternative hypothesis, and the
null hypothesis is nonequivalence. The model assumed may be additive or
multiplicative. In the additive model (Phillips 1990), the focus is on the
difference between the treatment mean and the reference mean, while in the
multiplicative model (Diletti, Hauschke, and Steinijans 1991), the focus is on
the ratio of the treatment mean to the reference mean.

In the additive model, the null hypothesis is that the difference between the
treatment mean and the reference mean is not near zero. That is, the dif-
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ference is less than the lower equivalence bound or greater than the upper
equivalence bound and thus nonequivalent.

The alternative is that the difference is between the equivalence bounds;
therefore, the two means are considered to be equivalent.

In the multiplicative model, the null hypothesis is that the ratio of the treat-
ment mean to the reference mean is not near one. That is, the ratio is below
the lower equivalence bound or above the upper equivalence bound, and thus
the two means are not equivalent. The alternative is that the ratio is between
the bounds; thus, the two means are considered to be equivalent.

The power of a test is the probability of rejecting the null hypothesis when
the alternative is true. In this case, the power is the probability of accepting
equivalence when the treatments are in fact equivalent, that is, the treatment
difference or ratio is within the prespecified boundaries.

Often, the null difference is specified to be 0; the null hypothesis is that the
treatment difference is less than the lower bound or greater than the upper
bound, and the alternative is that the difference is not outside the bounds
specified. However, in a case where you suspect that the treatments differ
slightly (for example,µ1 = 6, µ2 = 5, µ1 − µ2 = 1), but you want to rule
out a larger difference (for example,|µ1 − µ2| > 2) with probability equal
to the power you select, you would specify the null difference to be 1 and
the lower and upper bounds to be−2 and 2, respectively. Note that the null
difference must lie within the bounds you specify.

Requesting Sample Sizes for One Sample In Equivalence

As an example of computing sample sizes for an equivalence test, consider
determining sample sizes for an additive model. The coefficient of variation
is 0.2, and the null differences of interest are 0, 0.05, 0.10, and 0.15. The sig-
nificance level under investigation is 0.05, and the power of interest in 0.80.
The lower and upper equivalence bounds are−0.2 and 0.2, respectively.

To perform this computation, select

Statistics→ Sample Size→ One-Sample Equivalence. . .
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Figure 12.10. Sample Size Dialog for One-Sample Equivalence

Figure 12.10displays the resulting dialog. For this analysis, you need to
input the model type, null difference, coefficient of variation, and the usual
alpha level. In addition, you need to specify the equivalence bounds.

These bounds should be chosen to be the minimum difference so that, if the
treatments differed by at least this amount, you would consider them to be
different. For the multiplicative model, enter the bioequivalence lower and
upper limits. For the additive model, enter the bioequivalence lower and
upper limits as percentages of the reference meanlowerbound

µR
andupperbound

µR
.

For the null difference or ratio, specify one or more values for the null
hypothesis difference between the treatment and reference means (additive
model) or the ratio of means (multiplicative model). The null difference/ratio
value must lie within the equivalence bounds you specify. For the additive
model, specify the null difference as a percentage of the reference mean
|µT−µR|

µR
, whereµT is the hypothesized treatment mean, andµR is the hy-

pothesized reference mean. For the multiplicative model, calculate the null
ratio asµT

µR
.

You must also input one or more values for the coefficient of variation (c.v.).
For the additive model, enter this as a percentage of the reference meanσ

µR
,
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which can be estimated by
√

MSE
µR

. For the multiplicative model, the coeffi-

cient of variation is defined as
√

e(σ2) − 1. You can estimateσ by σ̂, where
σ̂2 is the residual variance of the logarithmically transformed observations.
That is,σ can be estimated by

√
MSE from the ANOVA of the transformed

observations.

To produce sample size computations for the preceding problem, follow these
steps:

1. SelectN.

2. SelectAdditive .

3. Enter 0, 0.05, 0.10, and 0.15 as values forNull difference:

4. Enter 0.20 forCoeff of variation:

5. Enter 0.05 as theAlpha:

6. Enter 0.80 as thePower:

7. Enter−0.2 and 0.2 as the values forLower: andUpper:, respectively,
for theEquivalence bounds.

8. Click OK to perform the analysis.

Figure 12.11displays the completed dialog.
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Figure 12.11. Sample Size Dialog for One-Sample Equivalence

The results are displayed inFigure 12.12.

Figure 12.12. Results for One-Sample Equivalence
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The results consist of the sample sizes for a power of 0.80 for the values of
the null difference, as displayed inFigure 12.12. These results are for the
alpha level of 0.05. For a null difference of 0.10, the sample size is 27. For a
null difference of 0.15, the sample size jumps to 101.

One-Way ANOVA

When you are planning to analyze data from more than two groups with a
one-way ANOVA, you need to calculate your sample size and power accord-
ingly. These computations are available, prospectively, for use in the plan-
ning stages of the study, using the Sample Size task. Retrospective calcula-
tions are available, for use in the analysis stage, from the One-Way ANOVA
task. This section discusses the prospective computations available in the
Analyst Application, which assume equally sized groups.

You must supply two quantities in order to produce these computations: the
corrected sum of squares of means (CSS) and the standard deviation. CSS is
calculated as

CSS =
G∑

g=1

(µg − µ.)2

where

µg = mean of thegth group

µ. = overall mean

You must enter one or more values for the standard deviation, which in this
case is the square root of the Mean Squared Error (MSE).

Requesting Power Computations for ANOVA

The following is an example of calculating the power for a one-way ANOVA
with specified values of sample size. Suppose that you are comparing three
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groups, the overall mean is 5.5, and the group means are 4.5, 5.5, and 6.5.
Therefore, the corrected sum of squares of means (CSS) is

(4.5− 5.5)2 + (5.5− 5.5)2 + (6.5− 5.5)2 = 2

The standard deviation is the square root of the MSE, which is 1.4142. You
are interested in studying sample sizes that range from 6 to 20.

To perform these computations, select

Statistics→ Sample Size→ One-Way ANOVA . . .

Figure 12.13displays the resulting dialog. For this analysis, you need to enter
the number of treatments, or factor levels, the CSS of means, the standard
deviation, and the alpha level.

Figure 12.13. Sample Size Dialog for One-Way ANOVA
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To produce power computations for the preceding problem, follow these
steps:

1. SelectPower.

2. Enter 3 for# of treatments:

3. Enter 2 forCSS of means:

4. Enter 1.4142 forStandard deviation:

5. Enter 0.05 forAlpha:

6. Enter 6, 20, and 1 for the fieldsN per group:, for From: , To:, and
By:, respectively.

7. Click OK to perform the analysis.

Figure 12.14displays the completed dialog.

Figure 12.14. Sample Size Dialog for One-Way ANOVA

Requested are power computations for sample sizes ranging from 6 to 20.
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Figure 12.15. Results for Power Computations for One-Way ANOVA

The results are displayed inFigure 12.15. Note that, to achieve a minimum
of 80% power, 11 units per group would be needed.

Power Computation Details

This section provides information on how the power is computed in the
Analyst Application. When you request that sample size be computed, the
computations produce the smallest sample size that provides the specified
power.

Hypothesis Tests

The power for the one-samplet-test, the pairedt-test, and the two-sample
t-test is computed in the usual fashion. That is, power is the probability
of correctly rejecting the null hypothesis when the alternative is true. The
sample size is the number per group; these calculations assume equally sized
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groups. To compute the power of at-test, you make use of the noncentralt
distribution. The formula (O’Brien and Lohr 1984) is given by

Power= Prob(t > tcrit, ν,NC)

for a one-sided alternative hypothesis and

Power= Prob(t > tcritu, ν,NC) + Prob(t < tcritl, ν,NC)

for a two-sided alternative hypothesis wheret is distributed as noncentral
t(NC, ν).

tcrit = t(1−α,ν) is the (1− α) quantile of thet distribution withν df

tcritu = t(1−α/2,ν) is the (1-α/2) quantile of thet distribution withν df

tcritl = t(α/2,ν) is the (α/2) quantile of thet distribution withν df

For one sample and paired samples,

ν = n− 1 is the df
NC = δ

√
n is the noncentrality parameter

For two samples,

ν = 2(n− 1) is the df
NC = δ√

2/n
is the noncentrality parameter

Note thatn equals the sample size (number per group).

The other parameters are

δ =

{
|µa−µ0|

s for one-sample
(µ1−µ2)

s for two-sample and paired samples

s =


standard deviation for one-sample
standard deviation of the differences for paired samples
pooled standard deviation for two samples
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One-Way ANOVA

The power for the one-way ANOVA is computed in a similar manner as for
the hypothesis tests. That is, power is the probability of correctly rejecting
the null (all group means are equal) in favor of the alternative hypothesis (at
least one group mean is not equal), when the alternative is true. The sample
size is the number per group; these calculations assume equally sized groups.
To compute the power, you make use of the noncentralF distribution. The
formula (O’Brien and Lohr 1984) is given by

Power= Prob(F > Fcrit, ν1, ν2, NC)

where F is distributed as the noncentralF (NC, ν1, ν2) and Fcrit =
F(1−α,ν1,ν2) is the (1−α) quantile of theF distribution withν1 andν2 degrees
of freedom.

ν1 = r − 1 is the numerator df

ν2 = r(n− 1) is the denominator df

n is the number per group

r is the number of groups

NC = nCSS
σ2 is the noncentrality parameter

CSS =
∑G

g=1(µg − µ.)2 is the corrected sum of squares

µg is the mean of thegth group

µ. is the overall mean

σ2 is estimated by the mean squared error (MSE)

Confidence Intervals

Power calculations are available when the proposed analysis is construction
of confidence intervals of a mean (one-sample) or difference of two means
(two-samples or paired-samples). To understand the power of a confidence
interval, first define theprecisionto be half the length of a two-sided confi-
dence interval (or the distance between the endpoint and the parameter esti-
mate in a one-sided interval). The power can then be considered to be the
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probability that the desired precision is achieved, that is, the probability that
the length of the two-sided interval is no more than twice the desired preci-
sion. Here, a slight modification of this concept is used. The power is consid-
ered to be the conditional probability that the desired precision is achieved,
given that the interval includes the true value of the parameter of interest.
The reason for the modification is that there is no reason to want the interval
to be particularly small if it does not contain the true value of the parameter.

To compute the power of a confidence interval or an equivalence test, you
make use of Owen’s Q formula (Owen 1965). The formula is given by

Qν(t, δ; a, b) =
√

2π

Γ(ν
2 )2(ν−2)/2

∫ b

a
Φ(

tx√
ν
− δ)xν−1φ(x)dx

where

Φ =
∫ x

−∞
φ(t)dt

and

φ(x) =
1√
2π

e(−x2/2)

The power of a confidence interval (Beal 1989) is given by

Power =
2[Qν(tc, 0; 0, B)−Qν(0, 0; 0, B)]

1− αs

where

tc = t(1−αs/2,ν) is the (1− αs/2) quantile of at distribution withν df

α is the confidence level
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αs =
{

α for a two-sided confidence interval
2α for a one-sided confidence interval

B = δ
√

ν
tcκ

ν = n− 1
κ =

√
1/n

}
for the one-sample and paired confidence intervals

ν = 2(n− 1)
κ =

√
2/n

}
for the two-sample confidence interval

δ = desired precision
standard deviation is the upper bound of the interval half-length

Equivalence Tests

In a test of equivalence, a treatment mean and a reference mean are compared
to each other. Equivalence is taken to be the alternative hypothesis, and the
null hypothesis is nonequivalence. The power of a test is the probability of
rejecting the null hypothesis when the alternative is true, so in this case, the
power is the probability of failing to reject equivalence when the treatments
are in fact equivalent, that is, the treatment difference or ratio is within the
prespecified boundaries.

The computational details for the power of an equivalence test (refer to
Phillips 1990 for the additive model; Diletti, Hauschke, and Steinijans 1991
for the multiplicative) are as follows:

Power= Prob(t1 ≥ t(1−α,ν) andt2 ≤ −t(1−α,ν)|bioequivalence)

Owen (1965) showed that(t1, t2) has a bivariate noncentralt distribution
that can be calculated as the difference of two definite integrals (Owen’s Q
function):

Power= Qν(−t(1−α,ν), δ2; 0,R)−Qν(t(1−α,ν), δ1; 0,R)
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wheret(1−α,ν) is the(1− α) quantile of at distribution withν df.

ν =
{

n− 1 for the one-sample and paired tests
2(n− 1) for the two-sample test

and

δ1 = θ−bl
V ·κ

δ2 = θ−bu
V ·κ

θ = null difference

 for the additive model

δ1 = log(θ)−log(bl)

κ
√

log(1+V 2)

δ2 = log(θ)−log(bu)

κ
√

log(1+V 2)

θ = null ratio

 for the multiplicative model

V is the coefficient of variation
bl is the lower equivalence bound
bu is the upper equivalence bound

κ =
{ √

1/n for the one-sample and paired tests√
2/n for the two-sample test

R =
√

ν(δ1 − δ2)
2 · t(1−α,ν)

For equivalence tests, alpha is usually set to 0.05, and power ranges from
0.70 to 0.90 (often set to 0.80).

For theadditive modelof equivalence, the values you must enter for the null
difference, the coefficient of variation (c.v.), and the lower and upper bioe-
quivalence limits must be expressed as percentages of the reference mean.
More information on specifications follow:
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Calculate the null difference as|µT−µR|
µR

, whereµT is the hypothesized
treatment mean andµR is the hypothesized reference mean. The null
difference is often in the range of 0 to 0.20.

For the coefficient of variation value,σ can be estimated bŷσ, where
σ̂2 is the residual variance of the observations (MSE). Enter the c.v. as
a percentage of the reference mean, so for the c.v., enterσ̂

µR
, or

√
MSE
µR

.
This value is often in the range of 0.05 to 0.30.

Enter the bioequivalence lower and upper limits as percentages of the
reference mean as well. That is, for the bounds, enterlowerbound

µR
and

upperbound
µR

. These values are often−0.2 and 0.2, respectively.

For themultiplicative model of equivalence, calculate the null ratio asµT
µR

,
whereµT is the hypothesized treatment mean andµR is the hypothesized
reference mean. This value is often in the range of 0.80 to 1.20. More infor-
mation on specifications follow:

The coefficient of variation (c.v.) is defined as
√

e(σ2) − 1. You can
estimateσ by σ̂, whereσ̂2 is the residual variance of the logarithmi-
cally transformed observations. That is,σ can be estimated by

√
MSE

from the ANOVA of the transformed observations. The c.v. value is
often in the range of 0.05 to 0.30.

The bioequivalence lower and upper limits are often set to 0.80 and
1.25, respectively.
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Chapter 13
Multivariate Techniques

Introduction

Multivariate analysis techniques, such as principal components analysis and
canonical correlation, enable you to investigate relationships in your data.
Unlike statistical modeling, you do this without designating dependent or
independent variables. In principal component analysis, you examine rela-
tionships within a single set of variables. In canonical correlation analysis,
you examine the relationship between two sets of variables.

Figure 13.1. Multivariate Menu

The Analyst Application enables you to perform principal components analy-
sis and canonical correlation. The Principal Components task enables you to
compute principal components from a single set of variables. The Canonical
Correlation task enables you to examine the relationship between two sets of
variables.

The examples in this chapter demonstrate how you can use the Analyst
Application to perform principal components and canonical correlation anal-
yses.
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Principal Components Analysis

The purpose of principal component analysis is to derive a small number of
independent linear combinations (principal components) of a set of variables
that retain as much of the information in the original variables as possible.

For example, suppose you are interested in examining the relationship among
measures of food consumption from different sources. The sample data set
Protein records the amount of protein consumed from nine food groups
for each of 25 European countries. The nine food groups are red meat
(RedMt), white meat (WhiteMt), eggs (Eggs), milk (Milk), fish (Fish),
cereal (Cereal), starch (Starch), nuts (Nuts), and fruits and vegetables
(FruVeg).

Open the Protein Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectProtein.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectProtein from the list of members.

7. Click OK to bring theProtein data set into the data table.

Request the Principal Components Analysis

To perform a principal components analysis, follow these steps:

1. Select Statistics→ Multivariate → Principal Components. . .

2. Highlight all of the quantitative variables (RedMt, WhiteMt, Eggs,
Milk, Fish, Cereal, Starch, Nuts, andFruVeg).

3. Click on theVariables button.
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The goal of this analysis is to determine the principal components of all pro-
tein sources. Therefore, all of the protein source variables are included in the
Variables list, as displayed inFigure 13.2. The character variableCountry
is an identifier variable and is omitted from theVariables list.

Note that you can analyze a partial correlation or covariance matrix by spec-
ifying the variables to be partialed out in thePartial list. The full correlation
matrix is used for this analysis.

Figure 13.2. Principal Components Dialog

The default principal components analysis includes simple statistics, the cor-
relation matrix for the analysis variables, and the associated eigenvalues and
eigenvectors.

Request Principal Component Plots

You can use the Plots dialog to request a scree plot or component plots. A
scree plot is useful in determining the appropriate number of components to
interpret. It displays the eigenvalues on the vertical axis and the principal
component number on the horizontal axis.
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To request a scree plot, follow these steps:

1. Click on thePlotsbutton in the main dialog.

2. SelectCreate scree plot.

Figure 13.3displays theScree Plottab, in which a scree plot of the positive
eigenvalues is requested.

Figure 13.3. Principal Components: Plots Dialog, Scree Plot Tab

A component plot displays the component score of each observation for a
pair of components. When you specify an Id variable, the values of that
variable are also displayed in the plot.

To request a component plot in addition to the scree plot, follow these steps.

1. Click on theComponent Plottab in the Plots dialog.

2. SelectCreate component plots.

3. Click on the down arrow in the box labeledType:

4. SelectEnhanced. An enhanced component plot displays the variable
names and values of the Id variable in the plot.
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5. Select the variableCountry in theId variable list.

6. Click on theId button to select the variableCountry as an Id variable.

You can also enter theDimensionsfor which you want plots. For example,
to request plots of the first versus second, first versus third, and second versus
third principal components, you type the values 1 and 3.

7. Click OK .

Figure 13.4displays theComponent Plot tab, which requests an enhanced
component plot.

Figure 13.4. Principal Components: Plots Dialog, Component Plot Tab

Click OK in the Principal Components dialog to perform the analysis.

Review the Results

Figure 13.5displays simple statistics and correlations among the variables.
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Figure 13.5. Principal Components: Simple Statistics and Correlations
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Figure 13.6. Principal Components: Eigenvectors and Eigenvalues

Figure 13.6displays the eigenvalues and eigenvectors of the correlation ma-
trix for the nine variables. The eigenvalues indicate that four components
provide a reasonable summary of the data, accounting for about 84% of the
total variance. Subsequent components each contribute 5% or less.

The table of eigenvectors inFigure 13.6reveals that the first eigenvector has
equally large loadings on all of the animal-protein variables. This suggests
that the first component is primarily a measure of animal-protein consump-
tion. This eigenvector also has a large loading on the variableStarch and
negative loadings on the variablesCereal andNuts.

The second eigenvector has high positive loadings on the variablesFish,
Starch, andFruVeg. This component seems to account for diets in coastal
regions or warmer climates. The remaining components are not as easily
identified.
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Figure 13.7. Principal Components: Scree Plot

The scree plot displayed inFigure 13.7shows a gradual decrease in eigenval-
ues. However, the contributions are relatively low after the fourth component,
which agrees with the preceding conclusion that four principal components
provide a reasonable summary of the data.
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The following enhanced component plot (Figure 13.8) displays the relation-
ship between the first two components; each observation is identified by
country.

In addition, the plot is enhanced to depict the correlations between the vari-
ables and the components. This correlation is often called thecomponent
loading. The amount by which each variable “loads” on a component is
measured by its correlation with the component.

In Figure 13.8, each vector corresponds to one of the analysis variables and
is proportional to its component loading. For example, the variablesEggs,
Milk, and RedMt all load heavily on the first component. The variablesFish
andFruVeg load heavily on the second component but load very little on the
first component.

The information provided by the variableCountry reveals that western
European countries tend to consume protein from more expensive sources
(that is, meat, eggs, and milk), while countries near the Mediterranean
Sea rely more heavily on fruits, vegetables, nuts, and fish for their protein
sources. Eastern European countries rely more on cereal crops and nuts to
supply their protein.
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Figure 13.8. Principal Components: Scores and Component Loading Plot
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Canonical Correlation

Canonical correlation analysis is a variation on the concept of multiple re-
gression and correlation analysis. In multiple regression and correlation anal-
ysis, you examine the relationship between a single Y variable and a linear
combination of a set of X variables. In canonical correlation analysis, you ex-
amine the relationship between a linear combination of the set of Y variables
and a linear combination of the set of X variables.

For example, suppose that you want to determine the degree of correspon-
dence between a set of job characteristics and measures of employee sat-
isfaction. The sample data setJobs contains the task characteristics and
satisfaction profiles for 14 jobs. The three variables associated with job sat-
isfaction are career track satisfaction (Career), management and supervisor
satisfaction (Supervis), and financial satisfaction (Finance). The three vari-
ables associated with job characteristics are task variety (Variety), supervisor
feedback (Feedback), and autonomy (Autonomy).

In this task, the canonical correlation analysis is performed, labels are spec-
ified to identify each set of canonical variables, and a plot of the canonical
variables is requested.

Open the Jobs Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectJobs.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectJobs from the list of members.

7. Click OK to bring theJobs data set into the data table.
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Request the Canonical Correlation Analysis

To perform a canonical correlation analysis, follow these steps:

1. SelectStatistics→Multivariate → Canonical Correlation. . .

2. Select the job satisfaction variables (Career, Supervis, andFinance)
as the variables inSet 1.

3. Select the job characteristic variables (Variety, Feedback, and
Autonomy) as the variables inSet 2.

Figure 13.9displays the Canonical Correlation dialog, with each of the two
sets of variables defined.

Figure 13.9. Canonical Correlation Dialog

The default analysis includes the canonical correlations, eigenvalues, likeli-
hood ratios, and tests of significance.

Specify Identifying Labels

You can optionally specify labels and prefixes to identify the two groups of
calculated canonical variables. To specify labels and prefixes, follow these
steps:
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1. Click on theStatisticsbutton in the main dialog.

2. Enter a label for each of the two sets of canonical variables.

3. Enter a prefix for each set of canonical variables. The prefix is used to
assign names to the canonical variables.

4. Click OK .

Figure 13.10displays theCanonical Analysis tab with labels and prefixes
specified.

Figure 13.10. Canonical Correlation: Statistics Dialog, Canonical Analysis
Tab

Request Canonical Variate Plots

To request plots of the canonical variables, follow these steps:

1. Click on thePlotsbutton in the main dialog.

2. SelectCreate canonical variable plots.

You can also enter theCanonical variablesfor which you want plots. For
example, to request plots of the first, second, and third canonical variable
pairs, you would type the values 1 and 3.
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3. Click OK .

Figure 13.11displays the Plots dialog, in which plots of the first two canoni-
cal variables are requested.

Figure 13.11. Canonical Correlation: Plots Dialog

Click OK in the Canonical Correlation dialog to perform the analysis.

Review the Results

Figure 13.12displays the canonical correlation, adjusted canonical correla-
tion, approximate standard error, and squared canonical correlation for each
pair of canonical variables.
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Figure 13.12. Canonical Correlation: Correlations and Eigenvalues

The first canonical correlation (the correlation between the first pair of canon-
ical variables) is0.9194. This value represents the highest possible correla-
tion between any linear combination of the job satisfaction variables and any
linear combination of the job characteristics variables.

Figure 13.12also displays the likelihood ratios and associated statistics for
testing the hypothesis that the canonical correlations in the current row and
all that follow are zero. The first approximateF value of2.93 corresponds
to the test that all three canonical correlations are zero. Since thep-value
is small (0.0223), you can reject the null hypothesis at theα = 0.05 level.
The second approximateF value of0.49 corresponds to the test that both
the second and the third canonical correlations are zero. Since thep-value
is large (0.7450), you fail to reject the hypothesis and conclude that only the
first canonical correlation is significant at theα = 0.05 level.
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Several multivariate statistics andF test approximations are also provided.
These statistics test the null hypothesis that all canonical correlations are
zero. The smallp-values for these tests (< 0.05), except for Pillai’s Trace,
suggest rejecting the null hypothesis that all canonical correlations are zero.

Figure 13.13. Canonical Correlation: Correlation Coefficients

Even though canonical variables are artificial, they can often be identified
in terms of the original variables. To identify the variables, inspect the
standardized coefficients of the canonical variables and the correlations be-
tween the canonical variables and their original variables. Based on the re-
sults displayed inFigure 13.12, only the first canonical correlation is sig-
nificant. Thus, only the first pair of canonical variables (Satisfy1 and
Characteristic1) need to be identified.

The standardized canonical coefficients inFigure 13.13show that the first
canonical variable for theJob Satisfaction group is a weighted sum of the
variablesSupervis (0.7854) and Career (0.3028), with the emphasis on
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Supervis. The coefficient for the variableFinance is near 0. Therefore, a
person satisfied with his or her supervisor and with a large degree of career
satisfaction would score high on the canonical variableSatisfaction1.

The coefficients for theJob Characteristics variables show that degree
of autonomy (Autonomy) and amount of feedback (Feedback) contribute
heavily to theCharacteristic1 canonical variable (0.8403 and0.5520, re-
spectively).

Figure 13.14displays the table of correlations between the canonical vari-
ables and the original variables. Although these univariate correlations must
be interpreted with caution, since they do not indicate how the original vari-
ables contribute jointly to the canonical analysis, they are often useful in the
identification of the canonical variables.

Figure 13.14. Canonical Correlation: Canonical Structure

As displayed inFigure 13.14, the supervisor satisfaction variable,Supervis,
is strongly associated with theSatisfy1 canonical variable (r = 0.9644).
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Slightly less influential is the variableCareer, which has a correlation with
the canonical variable of0.7499. Thus, the canonical variableSatisfy1
seems to represent satisfaction with supervisor and career track.

The correlations for the job characteristics variables show that the canonical
variableCharacteristic1 seems to represent all three measured variables,
with the degree of autonomy variable (Autonomy) being the most influential
(0.8459).

Hence, you can interpret these results to mean that job characteristics and
job satisfaction are related. Jobs that possess a high degree of autonomy and
level of feedback are associated with workers who are more satisfied with
their supervisors and their careers. Additionally, the analysis suggests that,
although the financial component is a factor in job satisfaction, it is not as
important as the other satisfaction-related variables.
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Figure 13.15. Canonical Correlation: Plot of the First Canonical Variables

The plot of the first canonical variables,Satisfy1 andCharacteristic1, is
displayed inFigure 13.15. The plot depicts the strength of the relationship
between the set of job satisfaction variables and the set of job characteristic
variables.
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Chapter 14
Survival Analysis

Introduction

Survival data often consists of a response variable that measures the dura-
tion of time until a specified event occurs and a set of independent variables
thought to be associated with the event-time variable. Component lifetimes
in industrial reliability, durations of jobs, and survival times in a clinical trial
are examples of event times. The purpose of survival analysis is to model
the underlying distribution of event times and to assess the dependence of
the event time on other explanatory variables. In many situations, the event
time is not observed due to withdrawal or termination of the study; this phe-
nomenon is known ascensoring. Survival analysis methods correctly use
both the censored and uncensored observations.

Figure 14.1. Survival Analysis Menu

Usually, a first step in the analysis of survival data is the estimation of the
distribution of the survival times. The survival distribution function (SDF),
also known as the survivor function, is used to describe the lifetimes of the
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population of interest. The SDF evaluated at timet is the probability that an
experimental unit from the population will have a lifetime exceedingt. The
product limit and actuarial methods are popular techniques for estimating
survival distributions.

Proportional hazards regression is a useful technique for assessing the re-
lationship between survival times and a set of explanatory variables. The
proportional hazards model of Cox (1972) assumes a parametric form for the
effects of explanatory variables on survival times and allows an unspecified
form for the underlying survivor function. The proportional hazards model
is also known as Cox regression.

Survival Analysis Task Features

The Life Tables task provides both the actuarial (also known as life-table)
method and product-limit method (also known as the Kaplan-Meier method).
You can define strata and test the homogeneity of survival functions across
strata with rank tests and a likelihood ratio test based on an underlying ex-
ponential distribution. In addition, you can test the association between co-
variates and the lifetime variable with the log-rank test and the Wilcoxon
test. Plots provided are the survival function,−log (survival function),
log(−log(survival function)), hazard function, and probability density func-
tion.

The Proportional Hazards task performs Cox regression. You can choose
from five different model selection techniques, select from four different
methods for handling tied event times, and produce a survivor function plot
with confidence intervals.

The examples in this chapter demonstrate how you can use the Survival tasks
in the Analyst Application to analyze survival data.
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Life Tables

The data set analyzed in this task contains the survival times of rats in a small
randomized trial. Forty rats were exposed to a carcinogen and assigned to
one of two treatment groups. The survival time is the time from random-
ization to death. The event of interest is death from cancer induced by the
carcinogen, and interest lies in whether the survival distributions differ be-
tween the two treatments. Four rats died of other causes, and their survival
times are regarded as censored observations. The data setExposed contains
four variables:Days, Status, Treatmnt, andGender. TheDays variable
contains survival times in days from randomization to death, and theStatus
variable has the value 0 for censored observations and 1 for uncensored ob-
servations. TheTreatmnt variable has the value 1 if the rat was administered
the first treatment or 2 if the rat was administered the second treatment, and
the Gender variable has the value F if the rat is female and M if the rat is
male.

Open the Exposed Data Set

The data are provided in the Analyst Sample Library. To open theExposed
data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectExposed.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectExposed from the list of members.

7. Click OK to bring theExposed data set into the data table.

Request the Life Tables Analysis

To specify the Life Tables task, follow these steps.
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1. SelectStatistics→ Survival → Life Tables . . .

2. SelectDays as the time variable.

A common feature of lifetime or survival data is the presence of right-
censored observations due either to withdrawal of experimental units or to
termination of the experiment. The analysis methodology must correctly use
the censored observations as well as the noncensored observations. In this
analysis, the values ofDays are considered censored if the value ofStatus
is 0; otherwise, they are considered event times.

3. SelectStatus as the censoring variable.

4. Specify0 as the censoring value by directly typing0 in theCensoring
values: field or by clicking on the down arrow underCensoring val-
ues: and selecting0 from the list. You can remove censoring values
by deleting the values in the field.

5. SelectTreatmnt as the strata variable.

Figure 14.2displays the dialog withDays specified as the time variable,
Status specified as the censoring variable,0 selected as the censoring value,
andTreatmnt specified as the strata variable.

Figure 14.2. Life Tables Dialog
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Request A Survivor Function Plot

To produce a plot of the survivor function, follow these steps:

1. Click Plots to open the Plots dialog.

2. SelectSurvival function .

3. Click OK .

Figure 14.3. Life Tables: Plots Dialog

When you have completed your selections, clickOK in the main dialog to
produce the analysis.

Review the Results

The results are presented in the project tree under theLife Tables folder, as
displayed inFigure 14.4. The three nodes represent the life tables output,
the survivor distribution function plot, and the SAS programming statements
(labeledCode) that generated the output.
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Figure 14.4. Life Tables: Project Tree

You can double-click on any node in the project tree to view the contents in
a separate window.
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Figure 14.5. Life Tables: Results

Figure 14.5displays summary statistics for the survival times for rats admin-
istered treatment 2. Of greatest interest is the 50th percentile, which is the
median survival time. Here, rats administered treatment 2 have a median sur-
vival time of 235.5 days with a 95-percent confidence interval of 209 to 253.
The mean survival time is 235.156 with a standard error of 10.211.
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Figure 14.6. Life Tables: Test for Equality over Strata

The “Test for Equality over Strata” table contains rank and likelihood-based
statistics for testing homogeneity of survivor functions across strata. The
rank tests for homogeneity indicate a significant difference between the treat-
ments (p=0.0175 for the log-rank test andp=0.0249 for the Wilcoxon test),
where rats in the first treatment group live significantly longer than those in
the second treatment group. The log-rank test, which places more weight
on larger survival times, has a lowerp-value than the Wilcoxon test, which
places more weight on early survival times.
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Figure 14.7. Life Tables: Survivor Distribution Plot

Figure 14.7displays the survivor function against time for each of the two
treatments. The gap between the two curves distinguishes between the sur-
vival distributions, where the curve for treatment 1 decreases after the curve
for treatment 2. The difference in displayed survival curves reinforces the
conclusions that the rats in the first treatment group live longer than rats in
the second group.
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Proportional Hazards

The example in this section contains information on a different study that
explores survival times of rats exposed to a carcinogen. Two groups of
rats received different pretreatment regimes and were exposed to a carcino-
gen. Investigators recorded the survival times of the rats from exposure to
death from vaginal cancer. Interest lies in whether the survival curves dif-
fer between the two groups. The data setRats contains the variablesDays,
Status, andGroup. The variableDays is the survival time in days.Status
is the censoring variable and has the value 0 if the observation is censored
and 1 if the observation is not censored. TheGroup variable indicates the
pretreatment group, which takes the value 0 for the first treatment and 1 for
the second treatment.

Open the Rats Data Set

The data are provided in the Analyst Sample Library. To open theRats data
set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectRats.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectRats from the list of members.

7. Click OK to bring theRats data set into the data table.

To request proportional hazards regression, follow these steps:

1. SelectStatistics→ Survival → Proportional Hazards . . .

2. SelectDays as the time variable.

The values ofDays are considered censored if the value ofStatus is 0;
otherwise, they are considered event times.
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3. SelectStatus as the censoring variable.

4. Specify0 as the censoring value by directly typing0 in theCensoring
values: field or by clicking the down arrow underCensoring values:
and selecting0 from the list.

5. SelectGroup as the explanatory variable.

Figure 14.8. Proportional Hazards Dialog

Click OK in theProportional Hazards main dialog to produce the results
for the proportional hazards task.

Review the Results

The results are presented in the project tree under theProportional Hazards
folder. Double-click on the icon labeledAnalysis to display the correspond-
ing information in an independent window.
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Figure 14.9. Proportional Hazards: Results

Figure 14.9displays likelihood statistics and the analysis of parameter esti-
mates. SinceGroup takes only two values, the null hypothesis for no differ-
ence between two groups is identical to the null hypothesis that the regres-
sion coefficient forGroup is 0. All three tests in the “Testing Global Null
Hypothesis: BETA=0” table suggest that the two pretreatment groups may
not be the same. In this model, the hazards ratio (or risk ratio) forGroup,
defined as the exponentiation of the regression coefficient forGroup, is the
ratio of hazard functions between the two groups. The estimate is 0.551, im-
plying that the hazard function for group 1 is smaller than the hazard function
for group 0. In other words, rats in group 1 lived longer than those in group
0.

In this example, the comparison of two survival curves is put in the form of
a proportional hazards model. This approach is essentially the same as the
log-rank (Mantel-Haenszel) test. In fact, if there are no ties in the survival
times, the likelihood score test in the Cox regression analysis is identical to
the log-rank test. The advantage of the Cox regression approach is the ability
to adjust for the other variables by including them in the model. For example,
including a variable that contains the initial body weights of the rats could
expand the present model.
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Chapter 15
Mixed Models
Introduction

The Mixed Models task provides facilities for fitting a number of basic mixed
models. These models enable you to handle both fixed effects and random
effects in a linear model for a continuous response. Numerous experimen-
tal designs produce data for which mixed models are appropriate, including
split-plot experiments, multilocation trials, and hierarchical designs.

Figure 15.1. Mixed Models Menu

A standard linear model is designed to handlefixed effects, in which the levels
of the factor represent all possible levels for that factor or at least all levels
about which inference is to be made. Factor effects arerandom effectsif the
levels of the factor in a study or experiment are randomly selected from a
population of possible levels of that factor. The population of possible levels
of a random effect has a probability distribution with a mean and a variance.
By modeling both fixed and random effects, the mixed model provides you
with the flexibility of modeling not only means (as in the standard linear
model) but variances and covariances as well.

The mixed model is written
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y = Xβ + Zγ + ε

wherey denotes the vector of observed values,X is the known fixed ef-
fects design matrix, andβ is the unknown fixed effects parameter vector.Zγ
represents the additional random component of the mixed model. Here,Z
is the known random effects design matrix andγ is a vector of unknown
random-effects parameters.Z contains indicator variables constructed from
the random effects, just asX contains variables constructed for fixed effects.
Finally, ε is the unobserved vector of independent and identically distributed
Gaussian random errors.

Assume thatγ andε are Gaussian random variables that are uncorrelated and
have expectations 0 and variancesG andR, respectively.

E
[

γ
ε

]
=

[
0
0

]

Var
[

γ
ε

]
=

[
G 0
0 R

]
The variance ofy is thereforeV = ZGZ′ + R.

Note that this is a general specification of the mixed model. The Mixed
Models task enables you to specify classification random effects that are a
special case of the general specification. You can specify thatZ contains
dummy variables,G contains variance components in a diagonal structure,
andR = σ2In, whereIn denotes then× n identity matrix.

The Mixed Models task enables you to specify a mixed model that incor-
porates fixed effects and random classification effects and includes inter-
actions and nested terms. You can select from six estimation methods, in-
cluding maximum likelihood, restricted maximum likelihood (REML), and
MIVQUE. You can also compute least-squares means, produce Type 1, 2,
and 3 tests for fixed effects, and output predicted values and means to a SAS
data set. Plots include means plots for fixed effects, predicted plots, and
residual plots.
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The examples in this chapter demonstrate how you can use the Mixed Models
task in the Analyst Application to analyze linear models data that contain
fixed and random effects.

Split Plot Experiment

One of the most common mixed models is the split-plot design. The split-plot
design involves two experimental factors, A and B. Levels of A are randomly
assigned to whole plots (main plots), and levels of B are randomly assigned
to split plots (subplots) within each whole plot. The subplots are assumed to
be nested within the whole plots so that a whole plot consists of a cluster of
subplots and a level of A is applied to the entire cluster. The design provides
more precise information about B than about A, and it often arises when A
can be applied only to large experimental units.

The hypothetical data set analyzed in this example was created as a balanced
split-plot design with the whole plots arranged in a randomized complete-
block design (Stroup 1989). The response variableY represents crop growth
measurements. The variableA is a whole plot factor that represents irrigation
levels for large plots, and the subplot variableB represents different crop
varieties planted in each large plot. The levels ofB are randomly assigned
to split plots (subplots) within each whole plot. The data setSplit contains
the whole plot factorA, split plot factorB, responseY, and blocking factor
Block. Using the Mixed Models task, you can estimate variance components
for Block, A*Block, and the residual and automatically incorporate correct
error terms into the tests for fixed effects.

Open the Split Data Set

These data are provided as theSplit data set in the Analyst Sample Library.
To open theSplit data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectSplit.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .
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5. SelectSasuser from the list ofLibraries .

6. SelectSplit from the list of members.

7. Click OK to bring theSplit data set into the data table.

Request the Mixed Models Analysis

To specify the split plot analysis, follow these steps:

1. SelectStatistics→ ANOVA → Mixed Models . . .

2. SelectY as the dependent variable.

3. SelectA, B, andBlock as classification variables.

Figure 15.2. Mixed Models Dialog

Figure 15.2displays the dialog withY specified as the dependent variable
andA, B, andBlock specified as classification effects in the mixed model.

Specify the Mixed Model

You can define fixed and random effects, create nested terms, and specify
interactions in the Model dialog. The Analyst Application adds terms to
the Fixed effectslist or theRandom effectslist depending on whether the
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check box at the top of each list is checked. Check the appropriate box for
each term you add. Only classification variables can be specified as random
effects, and once a term has been specified as a random effect, all higher-
order interactions that include that effect must also be specified as random
effects.

Figure 15.3. Mixed Models: Model Dialog

To specify the mixed model, follow these steps:

1. Click Model in the main dialog.

2. Ensure that theFixed effectscheck box is selected.

3. SelectA andB and clickFactorial.

4. Select theRandom effectscheck box, and then selectBlock and click
Add.

5. SelectBlock andA and clickCross.

These selections create a factorial structure that contains theA andB main
effects and theA*B interaction as fixed effects, andBlock andA*Block as
random effects. Since you specified the random effects, the columns of the
model matrixZ now consist of indicator variables corresponding to the levels
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of Block andA*Block. TheG matrix is diagonal and contains the variance
components ofBlock andA*Block; theR matrix is also diagonal and con-
tains residual variance.

Produce Least-Squares Means

You can request generalized least-squares means of fixed effects using the
Means dialog. The least-squares means are estimators of the class or subclass
marginal means that are expected for a balanced design. Each least-squares
mean is computed asLβ̂, whereL is the coefficient matrix associated with
the least-squares mean andβ̂ is the estimate of the fixed-effects parameter
vector. Least-squares means can be computed for any fixed effect that is
composed of only classification variables.

For this analysis, interest lies in comparing response means across combi-
nations of the levels ofA andB. To request least-squares means of theA*B
interaction, follow these steps:

1. Click Means in the main dialog.

2. SelectA*B in the candidate list and clickLS Mean.

Figure 15.4. Mixed Models: Means Dialog
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When you have completed your selections, clickOK in the main dialog to
perform the analysis.

Review the Results

The results are presented in the project tree under theMixed Models folder,
as displayed inFigure 15.5. The two nodes represent the mixed models re-
sults and the SAS programming statements (labeledCode) that generate the
output.

Figure 15.5. Mixed Models: Project Tree

Double-click on theAnalysisnode in the project tree to view the contents in
a separate window.
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Figure 15.6. Mixed Models: Model Information

Figure 15.6displays class level information, dimensions of model matri-
ces, and the iteration history of the estimated model. The “Class Level
Information” table lists the levels of all classification variables included in
the model. The “Dimensions” table includes the number of estimated covari-
ance parameters as well as the number of columns in theX andZ design
matrices.

The Mixed Models task estimates the variance components forBlock,
A*Block, and the residual by a method known as residual (restricted) maxi-
mum likelihood (REML). The REML estimates are the values that maximize
the likelihood of a set of linearly independent error contrasts, and they pro-
vide a correction for the downward bias found in the usual maximum likeli-
hood estimates.
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The “Iteration History” table records the steps of the REML optimization
process. The objective function of the process is−2 times the restricted like-
lihood. The Mixed Models task attempts to minimize this objective function
via the Newton-Raphson algorithm, which uses the first and second deriva-
tives of the objective function to iteratively find its minimum. For this exam-
ple, only one iteration is required to obtain the estimates. The Evaluations
column reveals that the restricted likelihood is evaluated once for each itera-
tion, and the criterion of 0 indicates that the Newton-Raphson algorithm has
converged.

Figure 15.7. Mixed Models: Covariance Estimates and Tests for Fixed
Effects

Figure 15.7displays covariance parameter estimates, information on the
model fit, and Type 3 tests of fixed effects. The REML estimates for the
variance components ofBlock, A*Block, and the residual are 62.4, 15.4, and
9.4, respectively. The “Fit Statistics” table lists several pieces of informa-
tion about the fitted mixed model: the−2 residual log likelihood, Akaike’s
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Information Criterion (AIC), a corrected form of AIC that adjusts for small
sample size (AICC), and Schwarz’s Bayesian Information Criterion (BIC).
The information criteria can be used to compare different models; models
with smaller values for these criteria are preferred.

The tests of fixed effects are produced using Type 3 estimable functions. The
test for theA*B interaction has ap-value of 0.0566, indicating that there
is moderate evidence of an interaction between crop varieties and irrigation
levels.

Figure 15.8. Mixed Models: Least Squares Means

Figure 15.8displays the least-squares means for each combination of irriga-
tion levels (A) and crop varieties (B). At each irrigation level, the response is
higher for the first crop variety compared to the second variety. The interac-
tion between crop variety and irrigation levels is evident in that variety 1 has
a higher mean response than variety 2 at irrigation levels 1 and 2, but the two
varieties have nearly the same mean response at irrigation level 3.
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Clustered Data

The example in this section contains information on a study investigating the
heights of individuals sampled from different families. The response variable
Height measures the height (in inches) of 18 individuals that are classified
according toFamily andGender. Since the data occurs in clusters (fami-
lies), it is very likely that observations from the same family are statistically
correlated and not independent. In this case, it is inappropriate to analyze the
data using a standard linear model.

A simple way to model the correlation is through the use of aFamily random
effect. TheFamily effect is assumed to be normally distributed with mean of
zero and some unknown variance. DefiningFamily as a random effect sets
up a common correlation among all observations having the same level of
family.

In addition, a female within a certain family may exhibit more correlation
with other females in that same family than with the males in that family,
and likewise for males. DefiningFamily*Gender as a random effect models
an additional correlation for all observations having the same value of both
Family andGender.

Open the Heights Data Set

These data are provided as theHeights data set in the Analyst Sample
Library. To open theHeights data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectHeights.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectHeights from the list of members.

7. Click OK to bring theHeights data set into the data table.
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Specify the Mixed Models Analysis

To request a mixed models analysis, follow these steps:

1. SelectStatistics→ ANOVA → Mixed Models . . .

2. SelectHeight as the dependent variable.

3. SelectFamily andGender as classification variables.

4. Click Model to open theModel dialog.

5. Ensure that theFixed effectscheck box is selected.

6. SelectGender and clickAdd.

7. Select theRandom effectscheck box, and then selectFamily and click
Add.

8. SelectFamily andGender, and clickCross.

9. Click OK to return to the main dialog.

Based on your selections, the Mixed Models task constructs theX matrix by
creating indicator variables for theGender effect and including a column of
1s to model the global intercept. TheZ matrix contains indicator variables
for both theFamily effect and theFamily*Gender interaction.

Produce a Residual Plot

The Mixed Models task can produce means plots for fixed main effects and
interactions, plots of predicted values, and residual plots that include or do
not include random effects. To produce a plot of residuals versus predicted
values that includes random effects, follow these steps:

1. Click Plots to open thePlotsdialog.

2. Click on theResidual tab, and selectPlot residuals vs predictedin
theResidual plots (including random effects)box.



Clustered Data � 407

Figure 15.9. Mixed Model: Plots Dialog

When you have completed your selections, clickOK in the main dialog to
perform the analysis.

Review the Results

The results are presented in the project tree under theHeights data in the
Mixed Models folder, as displayed inFigure 15.10. The three nodes repre-
sent the mixed models results, the plot of residuals versus predicted values,
and the SAS programming statements (labeledCode) that generate the out-
put.
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Figure 15.10. Mixed Models: Project Tree

Double-click on theAnalysisnode in the project tree to view the contents in
a separate window.
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Figure 15.11. Mixed Models: Analysis Results

Figure 15.11displays the mixed models analysis results for the clus-
tered Heights data. The covariance parameter estimates forFamily,
Family*Gender, and the residual variance are 2.4, 1.8, and 2.2, respectively.
The “Test of Fixed Effects” table contains a significance test for the single
fixed effect,Gender. With a p-value of0.0712, the Type 3 test ofGender
is not significant at theα = 0.05 level of significance. Note that the denom-
inator degrees of freedom for the Type 3 test are computed using a general
Satterthwaite approximation. A benefit of performing a random effects anal-
ysis using bothFamily andFamily*Gender as random effects is that you can
make inferences about gender that apply to an entire population of families,
not necessarily to the specific families in this study.
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Figure 15.12. Mixed Models: Residuals Plot

Figure 15.12displays a plot of the residuals versus predicted values that in-
cludes random effects,y −Xβ̂ − Zγ̂ versusXβ̂ + Zγ̂. Plots are useful for
checking model assumptions and identifying potential outlying and influen-
tial observations. Based on the plot inFigure 15.12, the data seem to exhibit
relatively constant variance across predicted values, and there do not appear
to be any outliers or influential observations.
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Chapter 16
Repeated Measures

Introduction
Repeated measures analysis deals with response outcomes measured on
the same experimental unit at different times or under different conditions.
Longitudinal data are a common form of repeated measures in which mea-
surements are recorded on individual subjects over a period of time. Blood
pressure measured once a week for a month, CD4 counts tracked over a year
in an AIDS clinical trial, and per capita demand deposits over years are ex-
amples of longitudinal data. Repeated measures can also refer to multiple
measurements on an experimental unit, such as the thickness of vertebrae in
animals.

Figure 16.1. Repeated Measures Menu

The experimental units are often subjects. In a repeated measurements analy-
sis, you are usually interested in between-subject and within-subject effects.
Between-subject effects are those whose values change only from subject to
subject and remain the same for all observations on a single subject, for ex-
ample, treatment and gender. Within-subject effects are those whose values
may differ from measurement to measurement, for example, time. Usually,
you are also interested in some between-subject and within-subject interac-
tion, such as treatment by time.
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Since measurements on the same experimental unit are likely to be corre-
lated, repeated measurements analysis must account for that correlation. One
way of doing this is by modeling the covariance structure of an individual’s
response. Thecompound symmetrystructure assumes the same covariance
between any two measurements and the same variance for each measure-
ment. However, sometimes the covariance of measures that are close together
in time is higher than the covariance for measurements further apart. In this
case, thefirst-order autoregressivecovariance structure may be more appro-
priate. Another possible covariance structure isunstructured, in which you
estimate different parameters for the variance of each repeated measurement
as well as different covariance parameters for each pair of repeated measure-
ments.

The Repeated Measures task enables you to specify a repeated measures
model with interactions and nested terms, define subject and repeated ef-
fects, and select from a wide range of covariance structures. You can estimate
least-squares means for classification effects and output predicted values and
residuals to a data set. Plots include means plots, predicted plots, and plots
of residuals versus within and between effects. The Repeated Measures task
applies methods based on the mixed model with special parametric structures
on the covariance matrices.

The example in this chapter demonstrates how you can use the Repeated
Measures task in the Analyst Application to analyze repeated measurements
data.

Repeated Measures Analysis

The data set analyzed in this task contains data from Littell, Freund, and
Spector (1991). Subjects in the study participated in one of three different
weightlifting programs, and their strength was measured once every other
day for two weeks after they began the program. The first program increased
the number of repetitions as the subject became stronger (RI), the second pro-
gram increased the amount of weight as subjects became stronger (WI), and
the subjects in the third program did not participate in weightlifting (CONT).
The objective of this analysis is to investigate the effect each weightlifting
program has on increasing strength over time. This section also illustrates
how to prepare data in univariate form for this task.
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Open the Weightsmult Data Set

The data are provided in the Analyst Sample Library. To open the
Weightsmult data set, follow these steps:

1. SelectTools→ Sample Data. . .

2. SelectWeightsmult.

3. Click OK to create the sample data set in yourSasuser directory.

4. SelectFile → Open By SAS Name. . .

5. SelectSasuser from the list ofLibraries .

6. SelectWeightsmult from the list of members.

7. Click OK to bring theWeightsmult data set into the data table.

Data Management

Figure 16.2displays theWeightsmult data in multivariate form, which
means that a single row in the data table contains all response measure-
ments for a single subject. TheProgram variable defines the treatment group
and takes the values ‘CONT’, ‘RI’, and ‘WI’. TheSubject variable defines
each subject, and the variabless1 throughs7 contain strength measurements
across time for each subject.
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Figure 16.2. Weightsmult Data

In order for you to perform the repeated measures analysis using the Analyst
Application, your data must be in univariate form, which means that each
response measurement is contained in a separate row. If your data are not in
univariate form, you must create a new data table with this structure. This
can be accomplished via the Stack Columns task in theData menu.

The Stack Columns task creates a new table by stacking specified columns
into a single column. The values in the other columns are preserved in the
new table, and a source column in the new data set contains the names of the
columns in the original data set that contained the stacked values.

You want to put the values for columns corresponding to the strength mea-
surement variabless1 throughs7 in individual rows, so you want to stack
columnss1−s7. To stack the columns, follow these steps:

1. SelectData→ Stack Columns. . .

2. Selects1 throughs7 and click on theStackbutton.

3. TypeStrength in theStacked column:field.

4. Click OK to produce the new data set.



Repeated Measures Analysis � 419

Figure 16.3. Stack Columns Dialog

The new data set is presented in the project tree under theStack Columns
folder. TheWeightsmult with Stacked Columns folder contains the new
data set with theStrength stacked column, and theCodenode contains the
SAS programming statements that generated the data set.

If a view of theWeightsmult with Stacked Columnsdata is displayed, close
it. Then right-click on the data set node labeledWeightsmult with Stacked
Columns, as displayed inFigure 16.4, and selectOpen to bring the new data
set into the data table.
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Figure 16.4. Stack Columns: Project Tree

The stacked columns data set contains two new variables. TheStrength
variable contains the strength measurements, and the–Source– variable
denotes the measurement times with seven distinct character values: s1, s2,
s3, s4, s5, s6, and s7. However, in this analysis, time needs to be numeric.
You can create a numeric variable calledTime by using the Recode Values
facility.

To create theTime variable, follow these steps:

1. SelectEdit → Mode→ Edit .

2. SelectData→ Transform → Recode Values. . .

3. Select–Source– as theColumn to recode.

4. TypeTime in theNew column name:field.
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5. Specify the new column type by selectingNumeric.

6. Click OK to enter values of theTime variable that correspond to cur-
rent values of the–Source– variable.

Figure 16.5. Recode Values Information Dialog

7. Type1 in theNew Value (Numeric)column cell next tos1.

8. Type in the remaining numeric values corresponding to the original
values of the–Source– column. Figure 16.6displays the final re-
coded values.

9. Click OK to create the new variable.
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Figure 16.6. Recode Values Dialog

The data set now includes a variableTime that contains numeric values for
the time of strength measurement. Because the time values are contained in a
new variable, you can delete the original variable from the data set by right-
clicking on the–Source– column in the data table and selectingDelete.
Once you have deleted the column, the data set should contain four variables,
Subject, Program, Strength, andTime, as displayed inFigure 16.7.
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Figure 16.7. Weightsuni Data

Before proceeding with the analysis, you can save the new data set as
Weightsuni by following these steps:

1. Select any cell in the data table or reselect the data set node labeled
Weightsmult with Stacked Columns in the project tree.

2. SelectFile → Save As By SAS Name. . .

3. Type Weightsuni in the Member Name field and clickSaveto save
the data set.

Note that theWeightsuni data are in univariate form and should be the same
as theWeights data available in the Analyst Sample Library.
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Request the Repeated Measures Analysis

To specify the Repeated Measures task, follow these steps:

1. SelectStatistics→ ANOVA → Repeated Measures. . .

2. SelectStrength as the dependent variable.

3. SelectSubject, Program, andTime as classification variables.

Figure 16.8displays the dialog withStrength specified as the dependent
variable andSubject, Program, andTime specified as classification vari-
ables.

Figure 16.8. Repeated Measures Dialog

Define the Model

To perform a repeated measures analysis, you are required to specify a model,
define subjects, specify a repeated effect, and select one or more structures
for modeling the covariance of the repeated measurements. By defining a fac-
torial structure betweenProgram andTime, you can analyze the between-
subject effectProgram, the within-subject effectTime, and the interaction
betweenProgram andTime.
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Each experimental unit, a subject, needs to be uniquely identified in the
Weightsuni data set. The value of theSubject variable for the first sub-
ject in each separateProgram is 1, the value of theSubject variable for the
second subject in eachProgram is 2, and so on. Because subjects partici-
pating in different programs have the same value from theSubject variable,
you need to nestSubject within Program to uniquely define each subject.

To define the repeated measures model, follow these steps:

1. Click on theModel button.

2. Select theSubjectstab.

3. SelectSubject and clickAdd.

4. SelectProgram and clickNest to nest subjects within weightlifting
programs.

Figure 16.9. Repeated Measures: Model Dialog, Subjects Tab

5. Select theModel tab.

6. SelectProgram andTime and clickFactorial to specify a factorial
arrangement, which is the main effects forProgram and Time and
their interaction.
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Figure 16.10. Repeated Measures: Model Dialog, Model Tab

7. Select theRepeatedtab.

8. SelectTime and clickAdd to specify measurement times as the re-
peated effect.

This identifies the repeated measurement effect.
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Figure 16.11. Repeated Measures: Model Dialog, Repeated Tab

When analyzing repeated measures data, you must properly model the co-
variance structure within subjects to ensure that inferences about the mean
are valid. Using the Repeated Measures task, you can select from a wide
range of covariance types, where the most common types are compound sym-
metric, first-order autoregressive, and unstructured. To select the covariance
structure for the analysis, follow these steps:

1. Select theCovariance Structure tab.

2. Select theCompound symmetrycovariance structure.
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Figure 16.12. Repeated Measures: Model Dialog, Covariance Structure
Tab

Close the Model dialog by clicking OK. When you have completed your
selections, clickOK in the main dialog to produce your analysis.

Review the Results

The results are presented in the project tree under theRepeated Measures
ANOVA folder, as displayed inFigure 16.13. The nodes represent the
repeated measures results and the SAS programming statements (labeled
Code) that generated the output.
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Figure 16.13. Repeated Measures: Project Tree

You can double-click on theAnalysis for Compound Symmetric
Covariances node in the project tree to view the results in a separate
window.
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Figure 16.14. Repeated Measures: Model Information

Figure 16.14displays model information including the levels of each clas-
sification variable in the analysis. TheProgram variable has three levels
while theTime variable has 7 levels. The “Dimensions” table displays in-
formation about the model and matrices used in the calculations. There are
two covariance parameters estimated using the compound symmetry model:
the variance of residual error and the covariance between two observations
on the same subject. The 32 columns of theX matrix correspond to three
columns for theProgram variable, seven columns for theTime variable, 21
columns for theProgram*Time interaction, and a single column for the in-
tercept. You should always review this information to ensure that the model
has been specified correctly.
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Figure 16.15. Repeated Measures: Fitting Information

Figure 16.15displays fitting information, including the iteration history,
covariance parameter estimates, and likelihood statistics. The “Iteration
History” table shows the sequence of evaluations to obtain the restricted max-
imum likelihood estimates of the variance components.

The “Covariance Parameter Estimates” table displays estimates of the vari-
ance component parameters. The covariance between two measurements on
the same subject is 9.6. Based on an estimated residual variance parameter
of 1.2, the overall variance of a measurement is estimated to be 9.6 + 1.2 =
10.8.
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Figure 16.16. Repeated Measures: Tests for Fixed Effects

The “Type 3 Tests of Fixed Effects” table inFigure 16.16contains hypoth-
esis tests for the significance of each of the fixed effects, that is, those ef-
fects you specify on the Model tab. Based on ap-value of 0.0005 for the
Program*Time interaction, there is significant evidence of a strong inter-
action between the weightlifting program and time of measurement at the
α = 0.05 level of significance.

Exploring Alternative Covariance Structures

Based on the assumption of the compound symmetry covariance structure,
any two measurements on the same subject have the same covariance regard-
less of the length of the time interval between the measurements. However,
repeated measurements are often more correlated when the measurements are
closer in time than when they are farther apart. In this case, compound sym-
metry may not be appropriate, and you may want to investigate alternative
covariance structures.

The first-order autoregressive covariance structure has the property that ob-
servations on the same subject that are closer in time are more highly corre-
lated than measurements at times that are farther apart. The first-order au-
toregressive covariance can be represented byσ2ρw, wherew indicates the
time between two measurements,ρ stands for the correlation between adja-
cent observations on the same subject, andσ2 stands for the variance of an
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observation. For the first-order autoregressive covariance structure, the cor-
relation between two measurements decreases exponentially as the length of
time between the measurements increases.

To fit an additional repeated measures model with a first-order autoregressive
covariance structure, follow these steps:

1. SelectStatistics→ ANOVA → Repeated Measures. . .

Note that the selections for the previous analysis are still specified.

2. Click on theModel button.

3. Select theCovariance Structure tab.

4. Select the1st-order autoregressivestructure.

5. SelectProvide information criteria summary to produce a summary
table of model-fit criteria for the two covariance structures.

6. Click OK in the main dialog to produce your analysis.

Figure 16.17. Repeated Measures: Model Dialog, Covariance Structure
tab
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Although this analysis models only two different covariance structures, the
Analyst Application provides a wide range of structures to choose from, in-
cluding unstructured, Huynh-Feldt, Toeplitz, and variance components. To
select other structures, click on the down arrow next to anOther check box
and choose from the resulting drop-down list.

Double-click on theAnalysis for First Order Autoregressive Covariances
node in the project tree to view the results in a separate window.

Figure 16.18. Repeated Measures: Test for Fixed Effects for
Autoregressive Covariance

Figure 16.18displays the Type 3 tests for fixed effects based on the first-order
autoregressive covariance model. Note that with ap-value greater than 0.30,
the Program*Time interaction is not significant at theα = 0.05 level of
significance. Thep-value is different from thep-value of the same test based
on the compound symmetry covariance structure, and the two models lead
to different conclusions. You can assess the model fit based on different co-
variance structures by comparing criteria that is provided in the Information
Criteria Summary window inFigure 16.19.
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Figure 16.19. Repeated Measures: Information Criteria Summary

The process of selecting the most appropriate covariance structure can be
aided by comparing the Akaike’s Information Criterion (AIC) and Schwarz’s
Bayesian Criterion (SBC) for each model. When you compare models with
the same fixed effects but different variance structures, the models with the
smallest AIC and SBC are deemed the best. In this example, the autoregres-
sive model has lower values for both AIC and SBC, showing considerable
improvement over the model with a compound symmetry structure. Based
on the information criteria as well as the intuitively sensible property of the
correlations being larger for nearby times than for far-apart times, the first-
order autoregressive model is the more suitable fit for these data.
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Customizing the Toolbar

You can customize the Analyst toolbar to contain the tasks you use most
often. You can also control icon size and toggle the display of tooltips and
the toolbar.

If you are on Windows, selectTools→ Customize. . . to make changes to
the Analyst toolbar. Under Unix, selectOptions from theTools menu and
selectEdit Toolbox to display the Tool Editor dialog.

The following text refers to customizing the toolbar on the Windows operat-
ing system. Refer to the online help for specific information on customizing
the toolbar on other operating systems.

Toolbars Tab

In theToolbars tab, you can specify general options that apply to the com-
mand bar and the toolbar.
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Figure 17.1. Toolbars Tab

Under theGeneralheading, clickLarge iconsto display larger icons on the
toolbar. If you leaveLarge iconsunselected, the icons display in the default
size.

SelectShow ScreenTips on toolbarsto display explanatory text when your
cursor passes over an icon.
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Under theToolbars heading, selectApplication Toolbar to display the icons
associated with any SAS window, including those of the Analyst Application.
If Application Toolbar is unselected, no toolbar is displayed.

SelectCommand Bar to display the command bar from which you can issue
SAS commands. IfCommand Bar is unselected, no command bar is dis-
played. SelectSort commands by most recently usedto display the most
recent commands at the top when you click on the arrow next to the command
bar. Otherwise, commands are displayed in alphabetical order. Specify the
Number of commands savedby clicking on the up or down arrow to change
the number.

Customize Tab

Click on theCustomizetab to add or remove tasks from the toolbar, change
the order of the icons, change the ScreenTip associated with an icon, or
change the icon that is associated with a task.



442 � Chapter 17. Details

Figure 17.2. Customize Tab

For more information about editing the Toolbar, click on theHelp button in
the Customize Tools dialog.

In order to add a task to the toolbar, you need to know the Analyst command
for that task. The following tables list the command that is associated with
each task.
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Table 17.1. File Commands

Task Command
New NEW
Close END
Open OPEN–HOST
Open By SAS Name OPEN–SAS
Open With New Query QUERY–WINDOW
Open With Existing Query QUERY–LIST
Save SAVE
Save As SAVEAS–HOST
Save As By SAS Name SAVEAS–SAS
Projects

New NEW–PROJECT
Open OPEN–PROJECT
Save SAVE–PROJECT
Save As SAVE–PROJECT–AS
Delete DELETE–PROJECT

Print Preview PRINT–PREVIEW
Print Setup PRINT–SETUP
Print PRINT

Table 17.2. Edit Commands

Task Command
Insert Columns ADDCOLS
Add Rows ADDROWS
Duplicate DUPLICATE
Delete DELETE
Rename RENAME
Mode

Browse BROWSE–MODE
Edit EDIT–MEMBER–MODE
Shared Edit EDIT–RECORD–MODE
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Table 17.3. View Commands

Task Command
Columns

Move MOVE–COLS
Hide HIDE–COLS
Unhide UNHIDE–COLS
Hold HOLD–COLS
Labels SHOW–LABELS

Table Attributes TABATTRS

Table 17.4. Tools Commands

Task Command
Titles STITLES
Sample Data SAMPLE–DATA
Viewer Settings PREFS
Graph Settings GRAPH–PREFS
New Library LIB–ASSIGN

Table 17.5. Data Commands

Task Command
Filter

None SUBSET–CLEAR
Subset Data SUBSET

Sort SORT–COLS
Transform

Compute COMPUTED–COLUMN
Rank RANK
Standardize STANDARDIZE
Recode Values RECODE–VALUES
Recode Ranges RECODE–RANGES
Convert Type CONVERT–TYPE
Log(Y) TRN–LOG
Sqrt(Y) TRN–SQRT
1/Y TRN–RECIP
Y*Y TRN–SQUARE
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Table 17.5. (continued)

Task Command
Exp(Y) TRN–EXP

Random Variates
Normal RV–NORMAL
Uniform RV–UNI
Binomial RV–BIN
Chi-Square RV–CHI
Poisson RV–POIS
Beta RV–BETA
Exponential RV–EXP
Gamma RV–GAMMA
Geometric RV–GEOM
Extreme Value RV–EXTREME

Summarize By Group SUM–BY–GROUP
Combine Tables

Merge By Columns MERGE
Concatenate By Rows CONCATENATE

Stack Columns STACK
Split Columns SPLIT
Transpose TRANSPOSE
Random Sample RANDSAMP
Column Properties COLATTRS

Table 17.6. Reports Commands

Task Command
List Data LIST–DATA
Tables TABLES

Table 17.7. Graphs Commands

Task Command
Bar Chart

Horizontal HBAR
Vertical VBAR

Pie Chart PIECHART
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Table 17.7. (continued)

Task Command
Histogram HIST
Box Plot BOX
Probability Plot NORMPLOT
Scatter Plot

Two-Dimensional SCAT2D
Three-Dimensional SCAT3D

Contour Plot CONTOUR
Surface Plot SURFACE

Table 17.8. StatisticsCommands

Task Command
Descriptive

Summary Statistics SUMMARY
Distributions DISTRIB
Correlations CORR
Frequency Counts COUNTS

Table Analysis TABLANAL
Hypothesis Tests

One-Sample Z-test for a Mean HT1Z
One-Sample t-test for a Mean HT1T
One-Sample Test for a Proportion HT1P
One-Sample Test for a Variance HT1V
Two-Sample t-test for Means HT2T
Two-Sample Paired t-test for Means HT2PT
Two-Sample Test for Proportions HT2P
Two-Sample Test for Variances HT2V

ANOVA
One-Way ANOVA ONEANOVA
Nonparametric One-Way ANOVA NONPARAM
Factorial ANOVA FACANOVA
Linear Models LINMOD
Repeated Measures RMANOVA
Mixed Models MIXED

Regression
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Table 17.8. (continued)

Task Command
Simple SIMPREGR
Linear LINREGR
Logistic LOGREGR

Multivariate
Principal Components PRINCOMP
Canonical Correlation CANCORR

Survival
Life Tables LIFETEST
Proportional Hazards PHREG

Sample Size
One-Sample t-test SSPMEAN1T
One-Sample Confidence Interval SSPMEAN1CI
One-Sample Equivalence SSPMEAN1E
Paired t-test SSPMEANPT
Paired Confidence Interval SSPMEANPCI
Paired Equivalence SSPMEANPE
Two-Sample t-test SSPMEAN2T
Two-Sample Confidence Interval SSPMEAN2CI
Two-Sample Equivalence SSPMEAN2E
One-Way ANOVA SSPMEAN1A

Index INDEX

Table 17.9. Help Command

Task Command
Using This Window window–help

Resetting and Sharing Task Options
When you click on theSave Optionsbutton in a task dialog, the options that
you set in that task are saved to an SLIST in theSASUSER.–APPTSKS
catalog. To restore all task settings to their defaults, remove the
SASUSER.–APPTSKS catalog. This removes any changes in options that
you have made to all tasks. You can reset the options for a particular task



448 � Chapter 17. Details

to their defaults by removing the SLIST from theSASUSER.–APPTSKS
catalog.

You can share your saved options by putting yourSASUSER.–APPTSKS
catalog in a location where it can be copied. Other users who copy this
catalog to theirSASUSER directory have the same options set for all of
their Analyst tasks.
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Appendix A
Summary of Tasks

The following tables provide a list of capabilities available in the reporting,
graphical, and statistical tasks in the Analyst Application. In each table, the
Dialog column indicates the dialog in which the corresponding capability
appears. Capabilities with an entry ofdefaultin the Dialog column are those
that the task produces automatically.

Note that Analyst also provides an online index of its statistical features. You
can view the index by clicking on theStatisticsmenu and selectingIndex.

Reporting Tasks

The following tables provide a list of capabilities available in the Analyst
Application reporting tasks (Reportsmenu).

Table A.1. Capabilities in the List Data Task

Capability Dialog
Column heading split character Options
Column heading style Options
Column values, row identifier Main
Double spacing Options
Sequence numbers, row identifier Options
Single spacing Options
Sum selected columns Options
Total number of observations Options

Table A.2. Capabilities in the Tables Tasks

Capability Dialog
Cell format Options
Formats for class values and statistics, supplied Options
Formats for class values and statistics, user-defined Options
Headings, empty class value combinations Options
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Table A.2. (continued)

Capability Dialog
Labels, variables, and statistics Options
Missing values as valid class levels Options
Number of spaces, row titles Options
Ordering, class values Options
Summary column position Options
Summary row position Options
Text, empty cells Options

Graphical Tasks

The following tables provide a list of capabilities available in the Analyst
Application graphical tasks (Graphs menu).

Table A.3. Capabilities in the Bar Chart Tasks

Capability Dialog
Analysis variable Options
Bar appearance Options
Bar outline color and width Options
Bar text color, size, and font Options
Frame options Options
Horizontal bar statistics, display options Options
Number of bars Options
Order of bars Options
Reference lines Options
Statistic to chart, average Options
Statistic to chart, cumulative frequency Options
Statistic to chart, cumulative percent Options
Statistic to chart, frequency Options
Statistic to chart, percent Options
Statistic to chart, sum Options
Three-dimensional chart Main
Two-dimensional chart Main
Vertical bar statistics, display options Options
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Table A.4. Capabilities in the Pie Chart Task

Capability Dialog
Analysis variable Options
Frequency variable Options
Missing values Options
Number of slices Options
"Other" slice Options
Slice and outline colors Options
Slice angle Options
Slice explosion Options
Slice label type and placement Options
Slice text color, size, and font Options
Statistic to chart, average Options
Statistic to chart, frequency Options
Statistic to chart, percent Options
Statistic to chart, sum Options
Three-dimensional chart Main
Two-dimensional chart Main

Table A.5. Capabilities in the Histogram Task

Capability Dialog
Bar and outline colors Display
Bar pattern Display
Exponential, fitted curve Fit
Fitted curve colors Display
Lognormal, fitted curve Fit
Midpoints for histogram intervals Display
Normal, fitted curve Fit
Number of observations, vertical axis scale Display
Percent of observations, vertical axis scale Display
Proportion of observations, vertical axis scale Display
Weibull, fitted curve Fit
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Table A.6. Capabilities in the Box Plot Task

Capability Dialog
Box and outline colors Display
Constant, box width Display
Notches Display
Point color and symbol Display
Proportional to

√
n, box width Display

Proportional tolog (n), box width Display
Proportional to sample sizen, box width Display
Schematic style Display
Skeletal style Display

Table A.7. Capabilities in the Probability Plot Task

Capability Dialog
Exponential, fitted curve Main
Fitted curve color Display
Fitted curve style and width Display
Grid lines at percentiles Display
Lognormal, fitted curve Main
Normal, fitted curve Main
Point color and symbol Display
Weibull, fitted curve Main

Table A.8. Capabilities in the Scatter Plot: Two-Dimensional Task

Capability Dialog
Line color Display
Line style and width Display
Point color and symbol Display
Points connected toy = 0 Display
Points connected with straight lines Display
Reference lines Display
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Table A.9. Capabilities in the Scatter Plot: Three-Dimensional Task

Capability Dialog
Point color and symbol Display
Points connected tox–y plane Display
Reference lines Display
Rotation angle Display
Tilt angle Display

Table A.10. Capabilities in the Contour Plot Task

Capability Dialog
Bivariate interpolation Interpolate
Contour line labeling Display
Interpolation / smoothing Interpolate
Legend display Display
Linear interpolation Interpolate
Number of levels Display
Partial spline interpolation Interpolate
Pattern line density and angle Display
Pattern outline color Display
Pattern style Display
Spline interpolation Interpolate

Table A.11. Capabilities in the Surface Plot Task

Capability Dialog
Bivariate interpolation Interpolate
Interpolation / smoothing Interpolate
Linear interpolation Interpolate
Partial spline interpolation Interpolate
Reference lines Display
Rotation angle Display
Spline interpolation Interpolate
Surface colors Display
Surface side walls Display
Tilt angle Display
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Statistical Tasks

The following tables provide a list of capabilities available in the Analyst
Application statistical tasks (Statisticsmenu).

Table A.12. Capabilities in the Descriptive: Summary Statistics Task

Capability Dialog
Box-and-whisker plot Plots
Coefficient of variation Statistics
Corrected sum of squares Statistics
Histogram Plots
Kurtosis Statistics
Maximum Statistics
Mean Statistics
Median Statistics
Minimum Statistics
Number of missing observations Statistics
Number of observations Statistics
Output appearance Output
Probability oft Statistics
Range Statistics
Skewness Statistics
Standard deviation Statistics
Standard error Statistics
Student’st Statistics
Sum Statistics
Uncorrected sum of squares Statistics
Variance Statistics

Table A.13. Capabilities in the Descriptive: Distributions Task

Capability Dialog
Box-and-whisker plot Plots
Descriptive statistics default
Exponential, fitted distribution Fit
Extreme observations default
Histogram Plots
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Table A.13. (continued)

Capability Dialog
Lognormal, fitted distribution Fit
Median default
Moments default
Normal, fitted distribution Fit
Percentiles default
Probability plot Plots
Quantile-quantile plot Plots
Quantiles default
Sign statistic default
Signed rank statistic default
Tests for location default
Weibull, fitted distribution Fit

Table A.14. Capabilities in the Descriptive: Correlations Task

Capability Dialog
Confidence ellipses Plots
Corrected SSCP matrix Options
Covariances Options
Cronbach’s alpha Options
Descriptive statistics Options
Hoeffding’s D Options
Kendall’s tau-b Options
p-values Options
Pearson correlations Options
Scatter plots Plots
Spearman correlations Options
SSCP matrix Options

Table A.15. Capabilities in the Descriptive: Frequency Counts Task

Capability Dialog
Bar charts Plots
Cumulative frequencies Tables
Cumulative percentages Tables
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Table A.15. (continued)

Capability Dialog
Frequencies Tables
Order, variable levels Input
Percentages Tables

Table A.16. Capabilities in the Table Analysis Task

Capability Dialog
Chi-square statistics Statistics
Fisher’s exact test forr×c tables Statistics
Frequencies Tables
Likelihood ratio chi-square Statistics
Mantel-Haenszel statistics Statistics
McNemar’s test for2×2 tables Statistics
Measures of agreement Statistics
Measures of association Statistics
Odds ratios for2×2 tables Statistics
Order, variable levels Input
Pearson chi-square Statistics
Pearson correlation coefficient Statistics
Percentages Tables
Simple kappa coefficient Statistics
Spearman correlation coefficient Statistics
Weighted kappa coefficient Statistics

Table A.17. Capabilities in the Hypothesis Tests: One-Sample Z-test for a
Mean Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Normal distribution plot Plots
Population standard deviation Main
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Table A.17. (continued)

Capability Dialog
Population variance Main
Power analysis Tests

Table A.18. Capabilities in the Hypothesis Tests: One-Sample t-test for a
Mean Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Power analysis Tests
t distribution plot Plots

Table A.19. Capabilities in the Hypothesis Tests: One-Sample Test for a
Proportion Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Confidence intervals Tests
Normal distribution plot Plots

Table A.20. Capabilities in the Hypothesis Tests: One-Sample Test for a
Variance Task

Capability Dialog
Alternative hypotheses Main
Box-and-whisker plot Plots
Confidence intervals Tests
Probability distribution plot Plots
Variance comparison value Main
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Table A.21. Capabilities in the Hypothesis Tests: Two-Sample t-test for
Means Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Means plot Plots
Power analysis Tests
Stacked data Main
t distribution plot Plots
Unstacked data Main

Table A.22. Capabilities in the Hypothesis Tests: Two-Sample Paired
t-test for Means Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Means plot Plots
Power analysis Tests
t distribution plot Plots

Table A.23. Capabilities in the Hypothesis Tests: Two-Sample Test for
Proportions Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Confidence intervals Tests
Normal distribution plot Plots
Stacked data Main
Unstacked data Main
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Table A.24. Capabilities in the Hypothesis Tests: Two-Sample Test for
Variances Task

Capability Dialog
Alternative hypotheses Main
Box-and-whisker plot Plots
Confidence intervals Tests
Probability distribution plot Plots
Stacked data Main
Unstacked data Main

Table A.25. Capabilities in the ANOVA: One-Way ANOVA Task

Capability Dialog
Bonferronit-test Means
Box and whisker plot Plots
Duncan multiple-range test Means
Means comparisons Means
Means plots Plots
Power analysis Tests
R-square statistic default
Residual plots Plots
Tests of homogeneity of variance Tests
Tukey HSD test Means
Welch’s variance-weighted ANOVA Tests

Table A.26. Capabilities in the ANOVA: Nonparametric One-Way ANOVA
Task

Capability Dialog
Ansari-Bradley test Tests
Exactp-values Tests
Klotz test Tests
Kruskal-Wallis test Tests
Median test Tests
Mood test Tests
Savage test Tests
Siegel-Tukey test Tests
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Table A.26. (continued)

Capability Dialog
Van der Waerden test Tests
Wilcoxon test Tests

Table A.27. Capabilities in the ANOVA: Factorial ANOVA Task

Capability Dialog
Adjusted R-square statistic default
Bonferronit-test Means
Covariance ratio Plots
Crossed effects Model
DFFITS Plots
Duncan multiple-range test Means
Factorial models Model
Influence plots Plots
Interaction effects Model
Least-squares means Means
Leverage Plots
Means comparisons Means
Means plots Plots
Model building Model
Power analysis Tests
Predicted values Predictions
Prediction limits Predictions
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Tukey HSD test Means
Type 1, 2, 3, 4 sum of squares Statistics
Weighted least squares Tests
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Table A.28. Capabilities in the ANOVA: Linear Models Task

Capability Dialog
Adjusted R-square statistic default
Bonferronit-test Means
Classification effects Main
Covariance ratio Plots
Crossed effects Model
DFFITS Plots
Duncan multiple-range test Means
Factorial models Model
Influence plots Plots
Interaction effects Model
Intercept Model
Least-squares means Means
Leverage Plots
Means comparisons Means
Means plots Plots
Model building Model
Multivariate tests Tests
Nested effects Model
Parameter estimates Statistics
Polynomial effects Model
Power analysis Tests
Predicted plots Plots
Predicted values Predictions
Prediction limits Predictions
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Tukey HSD test Means
Type 1, 2, 3, 4 sum of squares Statistics
Weighted least squares Tests
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Table A.29. Capabilities in the ANOVA: Repeated Measures Task

Capability Dialog
Ante-dependence covariances, first order Model
Autoregressive covariances, first order Model
Chi-square test, likelihood ratio Statistics
Classification effects Main
Compound symmetry covariances Model
Confidence limits, covariance estimates Statistics
Confidence limits, parameter estimates Statistics
Covariance structures Model
Crossed effects Model
Factorial models Model
Fitting information default
Huynh-Feldt covariances Model
Information criteria summary Model
Interaction effects Model
Intercept Model
Least-squares means Means
Likelihood ratio test default
Means plots Plots
Model building Model
Nested effects Model
Parameter estimates Statistics
Polynomial effects Model
Predicted plots Plots
Predicted values Predictions
Prediction limits Predictions
Repeated effect Model
Residual plots Plots
Residual values Predictions
Scatter plots Plots
Subject effect Model
Toeplitz covariances Model
Type 1, 2, 3 sum of squares Statistics
Unstructured covariances Model
Variance components structure Model
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Table A.30. Capabilities in the ANOVA: Mixed Models Task

Capability Dialog
Classification effects Main
Confidence level Options
Confidence limits, covariance parameter estimates default
Confidence limits, fixed effects estimates Options
Confidence limits, random effects estimates Options
Covariance parameter estimates default
Crossed effects Model
Estimation methods Options
Factorial models Model
Fitting information default
Fixed effects Model
Interaction effects Model
Intercept, fixed effects Model
Least-squares means Means
Main effects Model
Maximum likelihood estimation Options
Means plots, fixed effects Plots
Minimum variance quadratic unbiased estimation Options
Model building Model
Nested effects Model
Polynomial effects Model
Predicted means Predictions
Predicted value plots Plots
Predicted values, including random effects Predictions
Random effects Model
REML Options
Residual maximum likelihood estimation Options
Residual plots Plots
Satterthwaite method, fixed effects default
Scatter plots Plots
Solution, fixed effects parameters Options
Solution, random effects parameters Options
Types 1, 2, 3 estimation Options
Types 1, 2, 3 tests, fixed effects Tests
Variance components tests Tests
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Table A.31. Capabilities in the Regression: Simple Task

Capability Dialog
Adjusted R-square statistic default
Coefficient of variation default
Confidence limits Plots
Confidence limits for estimates Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Covariance ratio Plots
Cubic model Main
DFFITS Plots
Influence plots Plots
Leverage Plots
Normal probability-probability plot Plots
Normal quantile-quantile plot Plots
Power analysis Tests
Predicted values Predictions
Prediction limits Plots
Quadratic model Main
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Standardized regression coefficients Statistics

Table A.32. Capabilities in the Regression: Linear Task

Capability Dialog
Adjusted R-square model selection Model
Adjusted R-square statistic default
Akaike’s information criterion Model
Amemiya’s prediction criterion Model
Asymptotic covariance matrix Statistics
Backward elimination model selection Model
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Table A.32. (continued)

Capability Dialog
Bayesian information criterion Model
Coefficient of variation default
Collinearity analysis Statistics
Confidence limits for estimates Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Covariance ratio Plots
DFFITS Plots
Durbin-Watson statistic Statistics
Forward model selection Model
Heteroscedasticity test Statistics
Influence plots Plots
Intercept Model
Leverage Plots
Mallows’ Cp model selection Model
Mallows’ Cp statistic Model
Maximum R-square improvement model selection Model
Minimum R-square improvement model selection Model
Multivariate statistics Statistics
Normal probability-probability plot Plots
Normal quantile-quantile plot Plots
Partial correlations Statistics
Power analysis Tests
Predicted values Predictions
Prediction limits Plots
R-square model selection Model
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Schwarz’s bayesian criterion Model
Semi-partial correlations Statistics
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Table A.32. (continued)

Capability Dialog
Standardized regression coefficients Statistics
Stepwise model selection Model
Stepwise regression Model
Tolerance values for estimates Statistics
Type 1 sum of squares Statistics
Type 2 sum of squares Statistics
Variance inflation factors Statistics
Weighted least squares Tests

Table A.33. Capabilities in the Regression: Logistic Task

Capability Dialog
Association of predicted probabilities
and observed responses

default

Backward elimination model selection Model
Best subset model selection Model
CI displacement Plots
Classification effects Main
Classification table Statistics
Conditional odds ratios Statistics
Confidence limits Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Crossed effects Model
Deviance residuals Plots
DFBetas Plots
Difference in chi-square residuals Plots
Difference in deviance residuals Plots
Dispersion parameter Statistics
Factorial models Model
Fit statistics default
Forward model selection Model
Goodness-of-fit statistics Statistics
Influence plots Plots
Interaction effects Model
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Table A.33. (continued)

Capability Dialog
Leverage Plots
Likelihood ratio default
Odds ratio estimates default
Pearson residuals Plots
Polynomial effects Model
Predicted values Predictions
Prior probabilities Statistics
Probability cutpoints Statistics
Profile likelihood limits Statistics
Residual plots Plots
Residual values Predictions
Response profile default
ROC curve Plots
Standardized estimates default
Stepwise model selection Model
Wald limits Statistics

Table A.34. Capabilities in the Multivariate: PrincipalComponents Task

Capability Dialog
Analysis of correlation matrix Statistics
Analysis of covariance matrix Statistics
Analysis of uncorrected matrices Statistics
Principal component scores Save Data
Principal components plot Plots
Scree plot Plots

Table A.35. Capabilities in the Multivariate: CanonicalCorrelation Task

Capability Dialog
Canonical redundancy statistics Statistics
Canonical variable plot Plots
Canonical variable scores Save Data
Correlations of regression coefficients Statistics
Number of canonical variables Statistics



470 � Appendix A. Summary of Tasks

Table A.35. (continued)

Capability Dialog
Partial correlations Statistics
Partial variables Variables
Regression analysis Statistics
Semi-partial correlations Statistics
Squared multiple correlation Statistics
Standard error of coefficients Statistics
Standardized regression coefficients Statistics
t statistic and probability Statistics

Table A.36. Capabilities in the Survival: Life Tables Task

Capability Dialog
Censoring values Main
Confidence intervals Methods
Hazard function plots Plots
Life table method Methods
Probability density function plots Plots
Product-limit estimation method Methods
Strata endpoints Plots
Survival estimates default
Survival function plots Plots

Table A.37. Capabilities in the Survival: Proportional Hazards Task

Capability Dialog
Backward elimination model selection Model
Best subset model selection Model
Censoring values Main
Confidence limits of hazard ratio Methods
Correlations of parameter estimates Methods
Covariances of parameter estimates Methods
Failure time ties, Breslow approximate likelihood method Methods
Failure time ties, discrete logistic model method Methods
Failure time ties, Efron approximate likelihood method Methods
Failure time ties, exact conditional probability method Methods
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Table A.37. (continued)

Capability Dialog
Forward model selection Model
Global hypothesis test default
Stepwise model selection Model
Survival function plots Plots

The Sample Size tasks provide sample size and power calculations for several
types of analyses and study designs. Power curves are available with each
task. The types of sample size analyses available in the Analyst Application
are as follows:

• one-samplet-test

• one-sample confidence interval

• one-sample equivalence

• pairedt-test

• paired confidence interval

• paired equivalence

• two-samplet-test

• two-sample confidence interval

• two-sample equivalence

• one-way ANOVA
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Subject Index

A
actuarial method,

See survival analysis, life-table
method

adding rows,41
agreement,261
air quality data set,270
alphabetical order,92
alternative hypothesis,211
analysis of variance,269

factorial ANOVA, 270, 284
linear models,270, 290
mixed models,270
multiple classification variables,284
nonparametric one-way ANOVA,269
one-way ANOVA,269, 273
power analysis,292, 295
quantitative variables,290
repeated measures,270
specifying interactions,286, 291

analysis results,printing,78
ANOVA, 22,

See analysis of variance
association, 2×2 table,238
axis lines,97

B
Bandaid data set,239
bar charts

analysis variables,113
bar values,113
colors,114
creating,111
fonts,114
frame options,117

frequency counts,186, 189
number of bars,112
reference lines,117
statistics,113, 115
three-dimensional,112
two-dimensional,112
variables,118

barcharts
titles,117

bars, options,96
between-subject effects,415
box-and-whisker plots

distributions,196, 199
one-way ANOVA,275, 279
paired t-test,219, 222
summary statistics,191, 194
two-sample test for variances,229,

231
browse mode,33
Bthdth92 data set,184, 212, 218

C
canonical coefficients,372
canonical correlations,23, 357, 367, 373

eigenvalues,368, 370
likelihood ratios,368, 371
plots,369, 375

canonical variables,372
catalog entries,saving,77
censored observations,382
changing titles,98
charts

bar,111
pie,128

classification variables,44
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distributions,199
summary statistics,190

code
copying to Program Editor,74
editing,74
printing,78
saving,74
source,93
submitting,74
viewing,73

color
in bar charts,114
in pie charts,131
in scatter plots,142

columns
classes,167
deleting,39
displaying labels,39
duplicating,38
hiding,35
holding,36
inserting,37
menu,34
merging,49
moving,35
properties of,40
sorting,38
splitting,51

combining tables,48
commands, toolbar,442
component loadings,365
component plots, principal components,

360, 364
computing new variables,43
concatenating rows,48
confidence intervals

one-sample t-test,214, 216
power calculations,333, 348
sample size calculations,333, 348

continuous variables,44
Coronary2 data set,317
correlations,22, 184, 200

repeated measures analysis,416, 432
scatter plots,203, 206
types of,184, 200

covariance estimates, mixed models,403,
409

covariance matrix, principal components,
359

covariance types
first-order autoregressive,432, 434
repeated measures analysis,427, 432

Cox regression,380, 390,
See also proportional hazards regres-

sion
creating projects,69
Cronbach’s alpha,184
cumulative frequencies and percentages,

184, 188
customizing toolbar,89, 439

D
data

sorting,42
data files, large,91
Data menu,17

computing log transformations,47
computing new variables,43
generating random variates,47
recoding ranges,44

data sets
air quality,270
bandaid,239
birth and infant mortality rates,184,

212, 218
cereal judging,53
coronary,317
fitness,200, 308
gym,245
height,405
houses,302
infant mortality,184, 212, 218
jobs,367
opening,28
protein,358
rats survival,381, 388
search algorithm,224
split plot,397
taste test,53
test score,227
weightlifting, 416
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data table,14
edit mode,90
font, 90
modifying,32
size of,89

data views, opening,28
data, editing,33
deleting

columns,39
project nodes,72
projects,73
rows,42

descriptive statistics,183
correlations,184, 200
distributions,184, 195
frequency counts,184
summary statistics,183, 190

distributions,22, 184, 195
box-and-whisker plots,196, 199
classification variables,199
goodness of fit,196, 198
histograms,196, 199

duplicating
columns,38
rows,41

E
Edit menu,17
edit mode,33, 90
editing code,74
eigenvalues

canonical correlation,368, 370
principal components,359, 363

eigenvectors, principal components,359,
363

equivalence tests, sample size and power,
338, 339

additive model,338, 351
equivalence bounds,340
multiplicative model,339, 352
power calculations,339

exact test,245, 251
exponential,43
Exposed data set,381
expressions,43

F
factorial ANOVA, 270, 284

means plots,287, 289
specifying interactions,286

fifth report style,168
File menu,16
file size,91
files

local,28
opening,28

first report style,162
Fitness data set,200, 308
fixed effects,

See mixed models
folders

project,13
renaming,72

fonts,90
format, listing report,154
fourth report style,167
frequency counts,22, 184, 188

G
goodness of fit, distributions,196, 198
Gpa data set,227
graph files, saving,76
graph output,93
Graph Settings,94
graphs

axis lines,97
bar options,96
point display,94
printing,78
rectangle options,96
text options,97
types of,20

Graphs menu,17
Gym data set,245

H
Heights data set,405
Help menu,17
help, accessing,19
hiding columns,35
histograms, distributions,196, 199
Hoeffding’s D statistic,184



476 � Subject Index

holding columns,36
homogeneity tests, survival analysis,380,

386
Houses data set,302
HTML output,93
hypothesis tests,22, 211

alternative hypothesis,211
one-sample t-test,212
paired t-test,218
power calculations,346
sample size calculations,346
two-sample test for proportions,224
two-sample test for variances,227

I
icons,439
index,17
inserting columns,37

J
Jobs data set,367
JRATING data sets,53

K
Kaplan-Meier method,

See survival analysis, product-limit
method

Kendall’s tau-b, 184

L
labels

displaying,39
variables,92

large data files,91
least-squares means

defined,400
mixed models,404

life table method,23, 380, 383, 385
likelihood ratios, canonical correlation,368,

371
linear models,270, 290

power analysis,292, 295
scatter plots,293, 297
specifying interactions,291

linear regression,23
lines, in scatter plots,142

listing reports
creating,153
format,154
variables,156

log transformations,47
logarithm,47
logistic regression,23, 316,

See also regression
specifying interactions,318

longitudinal data, repeated measures analy-
sis,415

M
means comparison test

one-way ANOVA,274, 278
Tukey’s studentized range test,274,

278
means plots

factorial ANOVA, 287, 289
mixed models,406, 410
paired t-test,219, 223

menu
column,34
Data,17
Edit, 17
File, 16
Graphs,17
Help,17
Reports,17
Statistics,17
Tools,17
View, 17

merging columns,49
mixed models,270, 395

clustered data,405
compared to standard linear model,

395
covariance estimates,403, 409
estimation methods,396
fixed effects,395
least-squares means,400, 404
means plots,406, 410
plots available,396
random effects,395
restricted maximum likelihood

(REML) estimation,396, 402
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specifying,398, 406
split plot design,397

moving columns,35
multiple linear regression,307,

See also regression
collinearity analysis,310, 314
confidence limits,310, 313
residuals,312
scatter plots,311, 315

multiple output,93
multivariate analysis,357

N
names of variables,92
nodes,14, 16, 72
nonparametric one-way ANOVA,269

O
one-sample t-test,212

confidence intervals,214, 216
t distribution plots,215, 217

one-sample test for a proportion,232
one-sample test for a variance,232
one-sample Z-test for a mean,212, 231
one-way ANOVA,269, 273

box-and-whisker plots,275, 279
means comparison test,274, 278
power calculations,343, 345, 348
sample size calculations,343, 348

opening
local files,28
projects,73
SAS data sets,28, 29
SAS data views,28, 29

options
copying,448
resetting,448
saving,98, 448

output
graphs,93
HTML, 93
multiple,93

P
paired samples, defined,218

paired t-test,218
box-and-whisker plots,219, 222
means plots,219, 223

partial correlation, principal components,
359

Pearson correlations,184
pie charts

colors,131
creating,128
fonts,131
frequency,129
labels,130
line width,131
number of slices,129
percent,129
slice values,129
three-dimensional,128
titles,134
two-dimensional,128
variables,134

point display,94
power analysis, defined,292
power calculations,327

confidence intervals,333, 348
details,346
equivalence tests,339, 350
hypothesis tests,329, 333, 346
one-way ANOVA,343, 345, 348
precision, defined,334

power of a test, defined,327
principal components,23, 357, 358

component plots,360, 364
eigenvalues, eigenvectors,359, 363
partial correlation,359
scree plots,359, 364
the covariance matrix,359

printing
code results,78
graphs,78
results,78

probability plots,184
project tree, size of,89
projects,12

creating,69
deleting,73
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deleting nodes,72
folder,13
node,14, 16
opening,73
renaming,71
saving,70
saving under another name,71
tree,12

proportional hazards regression,23, 380,
388, 390

model selection techniques,380
Protein data set,358

Q
quantile-quantile plots,184
Query window,29

R
random effects,

See mixed models
random sample,43
random variates,47
ranges, recoding,44
ranking,43
Rats data set,388
reciprocal,43
recode values, example,420
recoding ranges,44
recoding values,43
rectangles, options,96
regression,301

collinearity analysis,310, 314
confidence limits,305, 310, 313
cubic model,304
linear,23
logistic,23, 316
multiple linear,307
quadratic model,304
residuals, types of,312
restricted maximum likelihood

(REML) estimation,396
scatter plots,305, 306, 311, 315
simple linear,302

renaming
folders,72
projects,71

repeated measures analysis,270, 415
between-subject effects,415
compound symmetry,415, 430
covariance types,427, 432
data format,417
model specification,424
plots available,416
selecting appropriate covariance struc-

ture,435
within-subject effects,415

report styles
fifth, 168
first, 162
fourth,167
second,165
third, 166

reports
analysis variables,163
column classes,167
listing, 153
tabular,162
titles,156
types of,20

Reports menu,17
requirements, Analyst Application,iii
restricted maximum likelihood (REML) es-

timation,396, 402
results

printing,78
saving,75

rotation angle, of scatter plots,144
row classes,166
rows

adding,41
concatenating,48
deleting,42
duplicating,41

S
sample size,23
sample size calculations,327

confidence intervals,333, 348
equivalence tests,339, 350
hypothesis tests,329, 333, 346
one-way ANOVA,343, 348

SAS data sets, opening,28, 29
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SAS data views, opening,28, 29
saving

catalog entries,77
code,74
graph files,76
options,98
projects,70
results,75
text files,76

scatter plots
connecting lines,142
correlations,203, 206
creating,141
linear models,293, 297
multiple linear regression,311, 315
point appearance,144
point color,142
predicted versus observed,293, 297
rotation angle,144
simple linear regression,305, 306
three-dimensional,141
tick marks,142, 144
tilt angle,144
titles,145
two-dimensional,141
variables,145

scree plots, principal components,359, 364
Search data set,224
second report style,165
shared edit mode,33
simple linear regression,302,

See also regression
confidence limits,305
cubic model,304
quadratic model,304
scatter plots,305, 306

size, of data files,91
software requirements,iii
sorting

columns,38
data,42
variables,92

source code,93
Spearman correlations,184
Split data set,397

splitting columns,51
SQL query,29
square,43
square root,43
stack columns, example,418
standardization,43
statistical tasks

ANOVA, 22, 269
canonical correlation,23, 367
correlations,22, 200
descriptive,22, 183
distributions,22, 195
frequency counts,22, 184
hypothesis tests,22, 211
life tables,23, 380
linear regression,23, 302, 303, 307
logistic regression,23, 316
multivariate,23, 357
power,328
principal components,23, 358
proportional hazards,23, 380
repeated measures,415
sample size,23, 328
summary statistics,22, 190
survival,23, 379
table analysis,22
types of,21

Statistics menu,17
styles

fifth report,168
first report,162
fourth report,167
second report,165
third report,166

submitting code,74
subsetting data,52
summarizing data,43
summary statistics,22, 183, 190

box-and-whisker plots,191, 194
classification variables,190

survival analysis,23, 379
censored observations,379, 382
component lifetimes,379
hazards ratio,390
life table method,380, 383, 385
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Mantel-Haenszel test,390
plots available,380
product limit method,379, 380
proportional hazards regression,380,

388, 390
risk ratio,390
SDF, survival distribution function,

379
survivor function plot,383, 387
test for homogeneity,380, 386

survival distribution function (SDF),379
survivor function plot,383, 387

T
T distribution plots

one-sample t-test,215, 217
table analysis,22, 237

agreement,263
association,240, 247, 254
association in sets of tables,251
chi-square test,240, 247, 254
exact test,249
Mantel-Haenszel statistics,251
measures of association,251
odds ratio,251

tables,48, 162
tabular reports

creating,162
fifth report style,168
first report style,162
fourth report style,167
second report style,165
third report style,166

tasks
accessing from index,17
accessing from toolbar,18
statistical,21

text files, saving,76
text, in graphs,97
third report style,166
three-dimensional bar charts,112
tick marks,142, 144
tilt angle, of scatter plots,144
titles

changing,98
toolbar,18

commands,442
customizing,89, 439

toolbox,18
Tools menu,17

Graph Settings,94
Viewer Settings,89

tooltips,439
transposing data,43
Tukey’s studentized range test,274, 278
two-dimensional bar charts,112
two-dimensional pie charts,128
two-sample t-test for means,232
two-sample test for proportions,224
two-sample test for variances,227

V
variable labels, displaying,92
variable names, displaying,39, 92
variables

adding and removing,16
classification,44
computing,43
continuous,44
converting type,43
display of,92
sorting,92

View menu,17
Viewer Settings,89
viewing code,73

W
Weights data set,416
window layout,89
within-subject effects,415
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