5Sas.

SAS Publishing

The
Analyst Application

Second Edition

The Power to Know,



The correct bibliographic citation for this manual is as follows: SAS Institute Inc. The Analyst
Application, Second Edition. Cary, NC: SAS Institute Inc.

The Analyst Application, Second Edition
Copyright © 2003, SAS Institute Inc., Cary, NC, USA
ISBN 1-58025-991-X

All rights reserved. Produced in the United States of America. No part of this publication may be
reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic,
mechanical, photocopying, or otherwise, without the prior written permission of the publisher,
SAS Institute Inc.

U.S. Government Restricted Rights Notice: Use, duplication, or disclosure of this software and
related documentation by the U.S. government is subject to the Agreement with SAS Institute and
the restrictions set forth in FAR 52.227-19, Commercial Computer Software-Restricted Rights
(June 1987).

SAS Institute Inc., SAS Campus Drive, Cary, North Carolina 27513.
1st printing, June 2002

2nd printing, August 2003

Note that text corrections may have been made at each printing.

SAS Publishing provides a complete selection of books and electronic products to help customers
use SAS software to its fullest potential. For more information about our e-books, e-learning
products, CDs, and hard-copy books, visit the SAS Publishing Web site at support.sas.com/pubs
or call 1-800-727-3228.

SAS®and all other SAS Institute Inc. product or service names are registered trademarks or
trademarks of SAS Institute Inc. in the USA and other countries. ® indicates USA registration.

Other brand and product names are trademarks of their respective companies.



Contents

Chapter 1.Overview . . . . . . . . . i e e e e e e e 1
Chapter2. TheDataTable. . . . . . ... ... ... .. .. .. ...... 25
Chapter 3. Managing Results in Projects. . . . . .. ... ... ...... 67
Chapter 4. Customizing Your Session. . . . . . . .. . ... ... ..... 87
Chapter5.CreatingGraphs . . . . . . . . ... ... .. ... .. ..... 109
Chapter 6. Creating Reports. . . . . . . . . . .. . i 151
Chapter 7. Descriptive Statistics. . . . . .. .. ... ... ... ...... 181
Chapter 8. Hypothesis Tests. . . . . . . . . . . . . . ... ... . ..... 209
Chapter9. Table Analysis . . . . . . . . . . ... .. .. .. ... ..., 235
Chapter 10. Analysisof Variance . . . . . . .. ... ... ... ...... 267
Chapter 11. Regression . . . . . . . . . o i i i i it e e 299
Chapter 12. Sample Size and Power Calculations. . . . . ... ... ... 325
Chapter 13. Multivariate Techniques . . . . . . . .. ... ... ... ... 355
Chapter 14. Survival Analysis . . . . . . . . . . ... ... .. .. ..., 377
Chapter 15. MixedModels . . . . . ... ... ... ... . ... 393
Chapter 16. Repeated Measures . . . . . . . . . . . . ... 413
Chapter17.Details . . . . . . . . . . 437
Appendix A. SummaryofTasks. . . . . ... .. ... ... ........ 449
Subjectindex . . . . . ... 473

SyntaxIndex. . . . . ... e 481






Acknowledgments

Credits
Documentation
Writing Tim Arnold, Elizabeth Brownrigg, Nathan Curtis,
Marty King, Maura Stokes, Lori Witham
Editing Donna M. Sawyer, Maura Stokes

Editorial Support

Production Support
and Cover Design

Dee Doles

Creative Solutions Division

Software

Development

Testing

David DeNardis, Gregg Kemp, Julie LaBatrr,
Jeanne Martin, Katherine J. Roggenkamp,
Jeff Sun, Wayne E. Watson

Daniel S. Adelsberg, Nathan A. Curtis,
Wendy Hassler, Lori Witham, Ozkan Zengin



Support Group

Quality Assurance Mark F. Austin, Katherine Giacoletti, Kelly M. Graham

vi



About the Analyst Application

The Analyst Application is a point-and-click interface to basic statistical
analyses in the SAS System. These analyses are performed primarily by
using procedures in base SAS and SAS/STAT software, although some anal-
yses are carried out with the use of specially written SAS macros.

Documentation

This book describes the features of the Analyst Application and how to use
it to perform typical analyses, but it is not intended to teach or describe the
statistical methodology that is employed. You can find a description of the
statistical techniques used in tBAS/STAT User’'s Guidad more tutorial-
style information in severaBooks By Users (BBUbooks. The pertinent
books are listed in the back of each statistical task chapter.

Software Requirements

The Analyst Application is available in Version 8 of the SAS System for
the following platforms: Windows 95, Windows 98, Windows NT, UNIX

workstations, OS/2, OpenVMS Alpha, and VMS VAX. Required are the fol-
lowing:

e Base SAS software, SAS/STAT, and SAS/GRAPH must be installed.
e SAS/ASSIST must be licensed.

e SAS/ACCESS must be installed in order to import external PC file
formats.

e SAS/IML must be installed in order to produce confidence ellipses
in the Correlations task and partial regression plots in the Linear

Regression task; the selections are grayed out if SAS/IML is not avail-
able.

vii



viii ¢+  Acknowledgments



Chapter 1
Overview

Chapter Contents

Introduction . . . ... 3
GettingStarted . . . . . . ... 4
Bring Up Analyst and Create a Sample DataSet . . . . . . .. 4
Bring the Dataintothe DataTable . . . . . ... ... ... .. 5
Perform a Regression Analysis . . . . . . ... ... ...... 6
YourResults. . . . . . . . . . 8
SavingaProject. . . . .. ... 11
Projects . . . . . . . e 12
ProjectFolders . . . . . . . . .. ... ... 13
NOodes . . . . . 14
DataTable . ... ... ... .. . . . . 14
UsingtheMouse . . . . . . . . . . . . .. . . . . 15
OpeningNodes. . . . . .. ... . ... ... . . ... . 16
Selecting and Removing Variables . . . . . ... ... ... .. 16
Accessing TasksandHelp. . . . . ... .. ... .. ........ 16
Menus . . . . . . . 16
Index. . . . . . e 17
Toolbar. . . . . . . .. 18
GettingHelp. . . . . . . . .. o 19
Graphs . . . . . 20



2 ¢+ Chapter 1. Overview

ListingReports . . . . . . . . ... . 20
Summary Reports. . . . . . . . ... 21
Statistical Tasks . . . . . . . . . . ... 21
Descriptive. . . . . . . . . e e 22
Table Analysis. . . . . . . ... .. 22
HypothesisTests . . . . . . . . . . . .. . . . .. 22
ANOVA . . e 22
Regression. . . . . . . . . . . . e 23
Multivariate . . . . . . . . .. 23
Survival . .. 23

Sample Size. . . . . . .. e 23



Chapter 1
Overview

Introduction

The Analyst Application is a data analysis tool that provides easy access
to basic statistical analyses. The application is intended for students and
researchers as well as experienced SAS users and statisticians.

This interface takes a task-oriented approach to produce analyses and asso-
ciated graphics. You can compute descriptive statistics, perform simple hy-
pothesis tests, fit statistical models with regression and analysis of variance,
and perform survival analysis as well as some multivariate analyses.

Most of the tasks provide access to analyses performed by SAS/STAT soft-
ware, but some provide analyses not currently available with SAS/STAT pro-
cedures, such as certain hypothesis tests and basic sample size and power
computations. In addition, you can produce many types of graphs, includ-
ing histograms, box-and- whisker plots, probability plots, contour plots, and
surface plots.

The Analyst Application enables you to input data in many ways, including
opening data from external sources such as Excel files, inputting SAS data
sets, or manually entering the data yourself. The data are displayed in a
data table in which columns correspond to variables and rows correspond to
observations or cases. You can edit individual elements in the data table, and
you can create new columns and rows. You can also perform a number of
other data manipulations such as subsetting the data, performing transforms,
recoding, and stacking and splitting columns.

Once the data are ready, you specify tasks from pull-down menus, a cus-
tomizable toolbar, or an index of commonly used task descriptions. The
analysis results and plots are presented in separate windows and managed by
a tree-list structure called a project tree. The underlying SAS code used to
produce the results is available as a node in the project tree, and results can
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also be displayed in HTML form and viewed with a web browser. You can
save projects and then recall them for further work.

Getting Started

In this example, you bring data into the Analyst data table, perform a regres-
sion analysis, and see the results in the project tree.

Bring Up Analyst and Create a Sample Data Set

SelectSolutions — Analysis — Analyst from the main SAS menu.

W sas [_ O] %]
File Edit “iew Tools Data Reportz [Graphs Statistics Window Help
| Hosde e Chm e X0~k
aF Analyst: [new project] !Elm
Contents of 'SAS Environment! e —
8o Prect +| Untitled (NEW) |
: B C 8] E F =
. =] ; g [} [ Untitled Ansltysiz | | | | | I
Libraries File :
Shortcuts i 1% Untitled J
-@ Results @J Explarer I Output - [Untitl. | @ Log - (Untitled] | [i] Frogram Editor...l @ Untitled? I;!,H Analyst: [n...
(=1 C:\Program Filesh545 4
Figure 1.1. The Analyst Application with Explorer and Results Windows

You can close the Explorer and Results windows by clicking on the close box
in the upper right corner of the windows. These windows are closed in the
remaining examples in this book.



Perform a Regression Analysis

To use one of the sample data sets for this example, follow these steps:

1. SelectTools — Sample Data. . .
2. SelectFitness.
3. Click OK to create the sample data set in y@asuser directory.

Bring the Data into the Data Table

To bring the sample data into the data table, follow these steps:

1. SelectFile — Open By SAS Name ..

2. SelectSasuser from the list ofLibraries .

3. Selectritness from the list of members.

4. Click OK to bring the sample data into the data table.

When you bring theFitness sample data into the data table, thigness

Analysisfolder, with aFitnesstable node representing the data table, appears
in the project tree.

xg Analyst: [new project) !Elm

ﬂgm'New Project «| Fitness (Browse.. )] : I
age | weight | untime | rstpulse | lunpulse| marpulse | ORYgEN | group | =
B 1 7] 7337 12.63 58 174 176 39.407 2
= Fineee 2 54 79.38 11.17 £2 156 165 4E.08 2
= 3 B2 7R3 9.63 48 164 166 45.441 2
4 50 FO.87 892 48 146 185 B4.625 2
5 51 E7.25 11.08 48 172 172 45118 2
B 54 91.63 12.88 44 168 172 39.203 2
7 51 737 10.47 59 186 188 45.79 2
g a7 549.08 993 49 148 185 B0.545 2
g 49 76.32 94 56 186 188 48673 2
10 48 £1.24 115 52 170 176 47.92 2
1 52 82.78 105 53 170 172 47467 2
12 44 73.03 1013 45 168 168 50541 1
13 45 87.56 14.03 BE 186 192 37.388 1
14 45 EE.45 11.12 51 176 176 44754 1
15 7 79.18 10.6 47 182 164 47273 1
16 54 83.12 10.33 50 166 1700 51.855 1
- 17 49 21.42 8.95 44 180 185 459156 1 =
4] | [ 4 I »

Figure 1.2. Fitness Analysis Folder in Project Tree

¢
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Perform a Regression Analysis

To run a simple linear regression on tRigness data, follow these steps.

1. Select Statistics — Regression— Simple... to select the Simple
Regression task.

2. In the Simple Linear Regression dialog, selexygen from the list
and click on theDependentbutton to designate oxygen consumption
as the dependent variable. Selesttime from the list and click on the
Explanatory button to designate the amount of time to run 1.5 miles
as the explanatory variable.

age
weight
rztpul=se
runpu lse
maxpulse
group

Flargmps

Test=

Deparwlent |

[oxvoen
£l »

Eoegr b hanr e |

oK

Cance 1

Reset

[Funt ime
£l v

Mode 1

= L inear

" Quadratic
T Cubic

Statistics |Predictions

Save Options

Help

Plot=s

Save Data

Title=s Variables

Figure 1.3. Dependent and Explanatory Variables

3. To create a scatter plot of your results, click on Eiets button. In the
Predictedtab, selecPlot observed vs independent
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Simple Linear Regression: Plots m

Predicted ]Residual ] Influence l

Scatter plots 0K |
[T Plot observed vs predicted Cancel |
¥ Plot observed w= independent Rezet |

* None Help |

C Confidence limits
C Prediction limits

Figure 1.4. Scatter Plot

Click OK.

4. In the Simple Linear Regression dialog, click on ffiles button to
specify a title for your results. In the first field of the Titles dialog, type
Speed vs. Oxygen Consumed

Global | Simple Rearession | Settinas
| simpte Reg ] s | - |
Cancel |
|3peed ve. Oxygen Consumed
| Reset |
I Help |

[ Dverride global titles

Figure 1.5. Title
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Click OK.

5. Click OK in the Simple Linear Regression dialog to generate the re-
sults.

Your Results

When you clickOK in the Simple Linear Regression dialog, the output from
a simple linear regression is automatically displayed in the Analysis window.
Drag the borders of the Analysis window until you can see all of the output.

B Analysis [_ O] x|

Speed vs. Oxygen Consumed 1a

The REG Procedure
Model: MODEL1
Dependent Variable: oxygen Oxygen consumption

finalysis of Variance

Sum of Mean
Source DF Squares Square F Value Pr >F

Model 1 632.90010 632.90010 84.01 <.0001
Error 29 218.48144 7.53384
Corrected Total 30 851.38154
Root MSE 2.74478 R=-Square 0.7434 —
Dependent Mean 47 .37581 Adj R-Sq 0.7345
Coeff Var 5.79364
Parameter Estimates
Parameter Standard
Variable Label DF Estimate Error t Value Pr > iti
Intercept Intercept 1 82.42177 3.85530 21.38 <.0001
runt ime Min. to run 1.5 miles 1 =-3.31056 0.36119 =9.17 <.0001

=
4 | »

Figure 1.6. Simple Regression Output

This model might be considered minimally adequate with an R-square value
of 0.7434; the negative coefficient fountime indicates that the linear rela-
tionship between oxygen consumption and running time is a negative one.

You can save and print your results from this window. You can also copy your
output to the Program Editor window, where you can copy it to the clipboard
and paste it into other applications.



Your Results

Close the Analysis window to see the project tree. In addition to output, a
scatter plot and the SAS code used to perform the regression and create the
scatter plot are displayed as nodes in the project tree by default.

ﬂ!m'NEW Project =
E} [;'F'rtness Analysis
- §§“ Fitneszs
E} [;'Simple Linear Regression
Aralysis
25 Scatter plot of oxygen and runtime
- Code

-
1 | »

Figure 1.7. Results in Project Tree

Double-click on theScatter plot node to view the scatter plot that you have
created.

¢

9
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E] Scatter plot of oxpgen and runtime !EIE

Speed vs. Oxygen Consumed

Cixyden consUumption
?‘D .

g 9 10 1 12 13 14 15

Min, to un 1.5 miles

Figure 1.8. Scatter Plot

The scatter plot illustrates the results of your simple linear regression: higher
oxygen consumption rates are associated with lower running times. You can
change the graph to fit the window, edit the graph, or save it to a different
format, such as GIF, by selectifigje — Save As...

Close the Scatter Plot window to view tR@denode in the project tree.

Double-click on theCode node to view the SAS code that was used to per-
form the simple linear regression and create the scatter plot.



B Code !E E

Saving a Project

¥*%% Simple Regression *%%;
options pageno=1;
goptions reset=all device=HIN;
title;
footnote;
goptions ftext=SHIS5 ctext=BLACK htext=1 cells
1factor=2 gunit=pct htitle=6;
symbol1l c=BLUE »=5QUARE h=1 cells;
proc reg data=Sasuser .Fitness;
model OXYGEW = RUNTIHE;
run;
quit;
goptions ftext= ctext= htext=;
% Scatter plot;
goptions ftext=SHIS5 ctext=BLACK htext=1 cells
1factor=2 gunit=pct htitle=6 htext=3;
symboll i=r1 value=S0UARE ci=BLUE co=BLUE h=1 cells=s
width=1;
axizsl major=(number=5);
proc gplot data=Sasu=er.Fitness ;
¥ Plot obserwved values by independent ;
plot OXYGEN * RUNTIME=1 /
frame hminor=0 vminor=0
cframe=CXFFEIC2 caxis=BLACK
vaxis=axisl name='PRED’
descr iption="Scatter plot of oxyvogen and runtime;
run;
quit;
titlel;
goptions ftext= ctext= htext=;
goptions reset=all device=HIN;

-
a| ,

[

Figure 1.9. Code

Saving a Project

To save the project, follow these steps:

1. SelectNew Projectat the top of the project tree.
2. SelectSave. . from the pop-up menu.
3. TypeMy Project in theName: field.

L4

11
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1.4 |
Cancel |
Reset |
Help |

Name: My Project]

Path:lﬁ:\ﬂy SAS Files\analyst_projects Brouse |

Figure 1.10. Saving a Project

4. Click OK.

Projects

A project is a collection of results from analyses performed on one or more
data sets.

A project is displayed as a project tree that contains folders of the differ-
ent data tables, reports, code, and other results that are associated with the
project. Results are presented as nodes in this tree. The folder for each data
set contains the results for that data set.



;F Analyst: [new project]

S5 Mew Project

L——_} GF'rtness Analysis

- g?h Fitness

EI GSimple Linear Regression
- Analysis
%3 Flot of oxygen vs PRED
N Code

=1 GCDanary Analysiz

- :Eh Caranary

Iil [;rSummary Statistics

. ¥ code

=} [;'Weights Analyzis

E} [&¥First Report Style
-| Feport on Weights |
- Dcode

<

- Sumimary Statistics of Coronary

Y

o

Figure 1.11. Project Tree

Project Folders

Project Folders

You can open and close a folder by clicking the plus (+) or minus (-) sign
next to it, by double-clicking on the folder, or by selecting the folder and

selectingexpand or Collapsefrom the pop-up menu.

L4

13
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Nodes

You can view a node within a folder by double-clicking on the node, or by
selecting the node and selectiggw from the pop-up menu. You can view
the same node in a new window by selecting the node and sel&géngin

new Window from the pop-up menu.

From the pop-up menu, you can also delete, print, save, and, except in the
case of data tables, rename the node.

If the node is a table, you can view the table in a new window by selecting
View from the pop-up menu, or you can open the table for analysis by select-
ing Openfrom the pop-up menu. Also, you can sel&teractive Analysis

from the pop-up menu to invoke SAS/INSIGHT software (if it is installed)
to perform interactive exploratory analyses.

Data Table

When you open a data file or SAS library member in Analyst, the data are
brought into a data table where you can view and edit the data, perform nu-
merous data transformations, and create new variables.

You can save your data by overwriting your original data source, or you can
create a new data table by combining, summarizing, transposing, or taking
samples of existing data tables.



Using the Mouse

E Analyst: [(new project) !Elm
ﬂgm'New Project = Weights (Browse) I
subj | progranm | strength | time |A|
=] G'F'rtness Analysis 1 1 CONMT a5 1 J
5 2 1/ CONT a5 2
3 1 CONT 86 3
=) GSimple Linear Regression 4 1 CONT a5 4
i BB Analysis 5 1 CONT &7 5
E 1 CONT 86 g
“@|Plot of oxcygen wa PRED 7 1 CONT a7 7
= coe g 2| CONT an 1
_ 9 2 CONT ] 2
=1 G-Coronary Analysis 10 2 CONT 9 3
- 5% Coronary 11 2 CONT 78 4
12 2 CONT 78 5
13 2 CONT i) 5
14 2 CONT 73 7
15 3 CONT 73 1
16 3 CONT 77 2
17 3 CONT 77 3
18 3 CONT 77 4
19 3 CONT 76 5
[} (& First Report Style 20 3 CONT 76 B
[ ) 21 3 COMT 7 v
ER Report on Weights
: B 22 4 CONT g4 1
- B Code 23 4/ CONT 54 2
24 4 CONT a5 3
=5 4 CONT a4 4
N I»I_I‘;Im e - _'f_l
Figure 1.12. Data Table

Using the Mouse

You can use the mouse to open project nodes and to select variables in

Analyst.

L4

15
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Opening Nodes

Double-click on a node in the project tree to display its contents. Double-
clicking on a data set node displays a view of the data set. To open the data
set into the data table, select the data set node and €@fext from the
pop-up menu.

Selecting and Removing Variables

In a task dialog, you can select one or more variables for analysis.

To select variables for analysis, double-click on each variable name or high-
light the names and click on the appropriate analysis button. To select more
than one continguous variable, press the Shift key while clicking the mouse
on the first and last variable that you want to select. All the variables be-

tween the first and last variables will be automatically selected. To select
noncontiguous variables, press the Ctrl key while clicking the mouse on each
variable.

To remove variables from a variable list, double-click on each variable name,
or select the variables and click on tRemovebutton.

A C in front of a variable name indicates that it is a character variable.

Accessing Tasks and Help

You can access tasks and help in Analyst by using the menus, the index, and
the toolbar on Windows, or the toolbox on other operating systems.

Menus

You can use the menus in Analyst to accomplish a variety of tasks. Click
on the pull-down menus at the top of the window, and select items with the
mouse, or click the right mouse button within a window to display a pop-up
menu. Most items are available from both the pop-up and pull-down menus.

e From theFile menu, you can access and save projects and data sets,
and print reports.
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e From theEdit menu, you can switch data between Browse and Edit
mode, and add, duplicate, and delete columns and rows.

e From theView menu, you can move and hide columns, and view the
attributes of the data table.

e From theTools menu, you can set the titles for your results, create
sample data sets, specify viewer and graph preferences, and assign a
new SAS library.

e From theData menu, you can filter, sort, summarize, concatenate,
merge, transpose, and apply calculations to your data.

e From theReportsmenu, you can create detailed and summary reports.

e From the Graphs menu, you can generate charts, plots, and his-
tograms.

e From theStatisticsmenu, you can choose statistical analyses and use
the index to search for tasks or statistics.

e From theHelp menu, you can display help for Analyst and the rest of
the SAS System.

Index

Use the index to access statistical and graphical tasks through commonly
used terms. Sele&tatistics— Index ... to display the Index of Tasks dia-

log. Click on a term to open a task, or type a term inSearch: field to find

it in the list.
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Index of Tasks H
Search: |brown] |

| 0K |
Brown-Forsythe test of egual uarianCEj:J Cancel |
CP model selection, linear regression
CSSCP matrix J Reset |
Canonical correlation
Chi-square statistics Help |
Coefficient of variation
Collinearity analvsi=s
Compound svmmetr ic covariance structur
Confidence ellipses
Confidence limits, Z-test, one-zample
Confidence limitz, paired t-test, two-

Confidence limitz, t-test, one-zample
Confidence limits, t-test, two-zamp lilﬂ
3

Frmfidanca 1imits tact Favr o nvanoeti
<

Figure 1.13. Index

For example, if you want to use the Brown-Forsythe test, cliciBoown-
Forsythe test of equal variancesglick OK, and the One-Way ANOVA task
is opened. The Brown-Forsythe test is available in the Tests dialog.

Toolbar

You can select an Analyst task from the toolbar or toolbox. Click on the icon
for a task to select it. By default, the toolbar displays a range of tasks, from
opening afile to performing a linear regression. You can display a description
for each icon by dragging the mouse cursor over the toolbar. You can also
add tasks to the toolbar. S€hapter 17, “Details,"for more information.

N EHS 6 1205 = 0l X B e k&

Figure 1.14. Toolbar
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Getting Help

You can get help in Analyst in three ways:

e theHelp menu
e theHelp button on a dialog
e theHelp icon in the toolbar

Help Menu

When Analyst is open, selektelp — Using This Window to display help

on Analyst. From the main window/Jsing This Window displays the ta-
ble of contents for Analyst help. From other windowssing This Window
displays the help for that particular window. If you are on the Windows op-

erating system, you can go to another help topic through the table of contents
or the index.

Help
545 System Help

| sing This Window

Books and Training 3
Getting Started with SAS Software
SA5 on the Web g

About SAS Syztem

Figure 1.15. Help Menu

Help Button in Dialogs

Each dialog in Analyst hasldelp button that you can click on to display the
help for that task.
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Help Icon on the Toolbar

Click on theHelp icon on the toolbar to display the help table of contents
for Analyst.

Graphs

Analyst enables you to create several different kinds of graphs:

e bar charts

e pie charts

¢ histograms

e box plots

e probability plots
e scatter plots

e contour plots

e surface plots

Use theGraphs menu to select the type of graph you want to create.

You can apply settings to all graphs that you produce with Analyst by select-
ing Graph Settings. . . from theTools menu.

Reports

In Analyst, you can create a simple listing of your data or a summary report.

Listing Reports

SelectReports — List Data . . . to produce a listing of your data.
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Summary Reports

You can create a summary report in any one of five table styles. Select
Reports — Tables. .. and select one of the styles that are illustrated.

Tables: Weights [ x|

Select the type of table vou want to create.

Statistics Analysis Yariables
Statistics
Analysiz Row
Wariables Claszes
Stéﬂsms_ Column Classes
Analysis Yariables
Ry Ran
Classes Claszes

Column Classes
Analysis Yariables
Statistics

Rosye
Claszes

Cancel |

Figure 1.16. Table Styles

Statistical Tasks

Analyst contains a wide range of statistical tasks. You can compute descrip-
tive statistics, perform simple hypothesis tests, and fit models with analysis
of variance and regression analysis. There are also tasks for survival analy-
sis, mixed models, repeated measures analysis, and multivariate techniques.
Analyst also provides basic sample size and power computations. Graphics
are included in most analytical tasks, and you can request many types of
graphs directly from th&raphs menu.
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Descriptive

The descriptive statistical tasks that you can perform on your data include

summary statistics
distributions

correlations

frequency counts

Table Analysis

In the Table Analysis task, you can create and analyze 2—wayway fre-
quency tables.

Hypothesis Tests

The hypothesis tests that you can perform on your data include

e one-sample Z-test for a mean

e one-sample-test for a mean

e one-sample test for a proportion
e one-sample test for a variance

e two-samplet-test for means

e two-sample paired-test for means
e two-sample test for proportions

e two-sample test for variances

ANOVA

You can perform one-way, honparametric one-way, and factorial analysis of
variance (ANOVA). You can also fit the general linear model, perform re-
peated measurements ANOVA, and fit basic mixed models.
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Regression

The Linear Regression task provides linear and multiple linear regression
analysis. The Simple Linear Regression task predicts a dependent variable
from a single independent quantitative variable.

The Logistic Regression task investigates the relationship between a binary
outcome (such as success and failure) or an ordinal outcome (such as mild,
moderate, and severe) and a set of explanatory variables.

Multivariate

The Principal Components task computes principal components from a set
of variables.

The Canonical Correlation task describes the relationship between two sets
of variables by finding a small number of linear combinations from each set
of variables that have the highest possible between-set correlations.

Survival

The Life Tables task computes nonparametric estimates of the survival dis-
tribution of data that may be right censored due to withdrawals or study ter-
mination. This task computes rank tests and a likelihood ratio test for testing
homogeneity of survival functions across strata.

The Proportional Hazards task performs regression analysis of survival data
based on the Cox proportional hazards model.

Sample Size

The Sample Size tasks enable you to determine the power of a test, given
the sample size, or the sample size required to obtain a specified power.
These calculations can be made for a variety of situations, includiests,
confidence intervals, tests of equivalence, and one-way ANOVA. These are
prospective power and sample size computations; retrospective power com-
putations are provided for some of the analytical tasks.
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Chapter 2
The Data Table

Introduction

The Analyst data table provides a spreadsheet view of your data set, where
rows correspond to observations and columns correspond to variables. You
can type data directly into the table as well as display data from SAS data
sets, data views, and other sources. You can also customize the appearance
of the data table by rearranging rows and columns, changing column formats,
and applying filters.

ﬁ Analyst: [new project] !EI H
e e Project ~| Untitled (NEW) |
M ame | Age | C | D | ‘-I
=] [ Untitled Analysis T |aled 13
= Untited 2 Cynithia 14
3 |Julie 13
4 Tom 14
5
B
7
2
9
10
11
12
. 13 -

Figure 2.1. The Data Table

You can enter data into the data table by typing values directly into table
cells. In a new table, the first value you enter in a column determines the
column type. That is, if the first value you type is numeric, then the column
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is defined as numeric and no longer permits character values. Once you have
entered data into the data table, you can immediately generate graphics and
perform analyses. However, you must save the new table as a data set before
you can subset, sort, and transform your data.

Bringing in Data

Opening Local Files

The Analyst Application supports many different file formats, including
SAS data sets, Excel spreadsheets, Lotus spreadsheets, SPSS portable files,
and delimited files. You can open data files from your operating sys-

tem’s directories or folders and bring them into the data table by selecting
File — Open...

Iy Documents

My Computer

| = ® ek E-

analyst_projects
7] air.sas7hdat
73 bandaid, sas7hdat
7 baseball sas7hdat
(7 bthdthoz sas7hdak
5} cheese.sas7hdat
73 class.sas7hdat
53 coronaryz. sas7hdat
EEE coronary,sas7bdat
7} exposed.sas7hdat
5} fitness, sas7hdat
) gpa.sas7hdat —
=3 arowth.sas7hdd 5

7] heights. sas7hdg Microsaft

5PS3 File
EEE gym.sas7bdat |Micrasoft Excel Spreadshest

dBASE File

3 houses. sas7hdat
"} inaots. sas7hdat
7 jobs.sas7hdat

Eﬁ jratingl.sas7hdat
Eﬁ jratingz.sas7bdat
7} piann, sas7hdat
73 protein.sas7hdat
5} rats.sas7hdat

’Eﬁ remiss, sas7bdat
" sasmbc.sas7hdat
4 search.sas7hdat

Access Table

e

; - Comma Separated Values ]
File: name: 21 Files
Files of type: 545 Data File j Cancel |
Figure 2.2. Open Dialog

In the Open dialog, select a file and cli€pen to bring the contents of the
file into the data table. External files (files that were not created in SAS)
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opened into Analyst are converted into SAS data sets. The source files are
not altered.

Opening SAS Files

You can bring SAS data sets or data views into the Analyst data table by
selectingFile — Open By SAS Name ..

Select A Member [ x|

Make one selection.

ﬁ Coronary =4 Feeddet

Libraries
# Coronary2 EE Feeder

Maps

: Sashelp F=]Deskact EEFilne
----- Sazuser F= Deskid EEH}I s&
8 won Dot e Sl
=] Exposed =1Growth EE;JHTI!
»
Member Mame:  [Fitness
Member Type: | Data Tables (DATA) =]

Figure 2.3. Select A Member Dialog

Select a SAS library from the list dfibraries and select a member. Click
OK to bring the contents of the SAS data set or data view into the data table.

Using the Query Window

You can use the Query window to reduce the number of variables that you
load into the data table. You can also use the Query window to bring more
than one data set into the data table, as well as write SQL queries to filter the

data.

Opening a New Query

You can use the Query window to bring selected columns of data from one
or more SAS data sets into the data table. The Query window opens a view
of the data set that cannot be edited. You can, however, save the view as a
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SAS data set that you can edit. To save the view as a SAS data set, select

File — Save As By SAS Name. .

'+ SOL QUERY TABLES
Select table(s) for query:

SASUSER

SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .
SASUSER .

.AIR
BANDA ID
BASEBALL
BTHDTHI2
CHEESE
CLASS
CORONARY
CORONARY2
DESKACT
DESKFD
DESKOB.J
EXPOSED
FEEDDET
FEEDER

F 1 THESS
FLY

GPA
GROWTH
GTYM

-

SASUSER .F | THESS

0K |

Help |

Figure 2.4.

Select File — Open With New Query ...

SQL QUERY TABLES Window

to open the SQL QUERY

TABLES window. Select one or more tables to use in your query and click
on the right arrow.

Click OK to display the SQL QUERY COLUMNS window. Select the
columns that you want to include in the query and click on the right arrow.
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I SOL QUERY COLUMNS E=

Select colunn(s) for guery:

fige in vears
Height in kg

¢ COUNT(*) >
* FITHESS * <all colum LI
fige in years

Height in kg .‘I
Hin. to run 1.5 miles

Heart rate wvhile resti
Heart rate while runni Column AliassLabel I
Maximum heart rate
Dxygen consumption Column Formats
Exper imental group

Summary Functions

Move After

|
|
Mgve Before I
|
|

Build a Column
—

<] |
fipply | Help |

Figure 2.5. SQL QUERY COLUMNS Window

SelectFile — Closeto exit the Query window and open the data view into
the Analyst data table.

The query is added as a node to your project tree, and the selected columns
are brought into the data table. The name of the query node is generated by
Analyst in the form QUERY:nnn.

Caution: If you select the Analyst window while in the Query window, the
resulting query is not returned to Analyst.
Saving and Opening an Existing Query

Once you have used the Query window to create views of SAS data, you can
bring these views into Analyst.

To create a query to use later, prepare your query in the Query window, and
selectFile — Save Query— Save as QUERY to Include laterin the SQL
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QUERY COLUMNS window. Select the SAS library, catalog, and library
member name.

To open a saved query in Analyst, seledge — Open With Existing Query
... The Open with Existing Query window searches for saved queries in all
available SAS libraries.

Open with Existing Query H

Search: 1 oK |
Seicetalpiepared quen | | __cancer |
fige and Height Query Reset |
Growth

Heart Rate Query Help |
Morbidity

Heights

Figure 2.6. Open with Existing Query Window

You can also use the Query window to apply an SQL query to your data.
Refer to the Query window documentation for more information.

Modifying Tables

When you have brought your data into the Analyst data table, you can change
the organization and apply calculations to the data. You must be in Edit or
Shared Edit mode to make modifications to the data table.
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Viewing and Editing Data

To prevent changes to a table while you are viewing it, select
Edit — Mode — Browse.

To make changes to the table, seledit — Mode — Edit. While you are
in Edit mode, no one else is able to make changes to the table.

To allow more than one person to make concurrent changes to the table, select
Edit — Mode — Shared Edit. The record you are editing is locked while

you are editing it, but other users can make changes to other records in the
table.

When you are in Edit or Shared Edit mode, you can make changes to the data
table by selecting a cell and typing in it.

Working with Columns

You can perform several operations on data table columns by selecting items
from a pop-up menu. To display the pop-up menu for a column, select the
column and click the right mouse button.
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&P Analyst: My Project M= B
My Project :I Fitness (Edit)
age |
[=1 [I_\.-'F'rtness Analysis 1
2 Hide...
3 Hald. a5
&1 [?Slmple Linear Re 1 S .
Analysiz : Sort ii
L4 Soatter plot o - Duplicate .
. [ code 8 Delete. .. I
] Labels BE
10 Properties... bz
1 5
12 I
13 o
14 o
- 15 | I
RN o 4 _>[_I

Figure 2.7.  Column Pop-up Menu

These items are also available from Wiew, Edit, andData menus.

Moving Columns

You can move columns by selecting one or more columns and selecting
Move . .. from the pop-up menu to display the Move Columns dialog.
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Move Columns H

~Column order

age
runt ime 1.4 I
rztpulse Cancel I
runpulse I

maxpulse Hezet
oxygen

aroup ‘I Help

filphabetical order -

* fizcend ing
" Descend ing

[T Swmow order wish duts Sort All |

Figure 2.8. Move Columns Dialog

To move a column, selectit in ti@olumn order list, then click on the arrows
to move it to the appropriate spot. Sort the columns by seleétsognding
andDescendingunder theAlphabetical order heading. Click on thé&ort
All button to sort the columns.

SelectSave order with datato save this order with the data file. You must
be in Edit mode to save the order with the data file.

Click OK when the columns are in the desired order.

Hiding Columns

To hide a column or columns from displaying in the data table, select the
columns and seledtide ... from the pop-up menu to display the Hide
Columns dialog. Hidden columns are still used in an analysis unless you
specify that they be excluded.
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Hide Columns m

age # iede |

weight (1.4 |
runt ime group
retpul=se Cancel |
runpulse
maxpul=e Reset |
oxygen

i Help |

Henaue

[T Exclude hidden columns from analysis

Figure 2.9. Hide Columns Dialog
To hide columns, select the desired columns and click oidtte button.

To unhide columns, select the desired columns and click orRémaove
button.

SelectExclude hidden columns from analysisto specify that the hidden
columns be unavailable for Analyst tasks.

Holding Columns

To hold a column and all the columns to the left of it in place while you scroll
through the columns in the data table, select a column, and $édddt. . .
from the pop-up menu to display the Hold Columns dialog.
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T S |
.

we ight oK |
runt ime

rstpulse Cancel |
runpu lse

maxpulzse Hezet |
oxXvgen
Help |

Release |

Figure 2.10. Hold Columns Dialog
Select a column from the column list and cliei to hold it.

Select a held column from the column list and click on Reteasebutton to
release it.

Inserting Columns

To insert one or more columns, select a column and sétsett from the
pop-up menu. Then select the column tyflearacter or Numeric. The new
column is inserted to the left of the selected column. If you select more than
one column, columns equal to the number you have selected are inserted to

the left of the first column. If no column is selected, the new column is added
to the end of the table.

You must be in Edit mode to insert columns.
Sorting Columns

Select a column and selegort . . . from the pop-up menu to display the Sort
dialog. Sort the rows in the data table by the selected column’s values.
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ueight Sort by |
runt ime 0K |
rstpulse (A) age
runpulse Cancel |
maxpulse
oxygen Reset |
group I

Help |

Remnove fiscend/Descend

Figure 2.11. Sort Dialog

Select columns from the candidate list and click on 8wt by button to
specify the column values to use in sorting.

Use the up and down arrows next to tBert by list to specify the desired
column sort order.

Select a variable in th8ort by list and click on theAscend/Descendbutton

to sort the rows in the data table in ascending or descending alphabetical
order of column values. The rows are sorted in ascending order by default.
You must be in Edit mode to sort columns.

Duplicating Columns

To duplicate one or more columns, select a column and Selgaicate from

the pop-up menu. The duplicated column is inserted to the left of the selected
column. If you select more than one column, each column is duplicated to
the left of the first selected column.

You must be in Edit mode to duplicate columns.
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Deleting Columns

To delete a column, select the column and sdbedete. . . from the pop-up
menu to display the Delete Items dialog.

Delete Items [ x| |

- ltemz to delete

0K |
Cancel I
Help I

Select All Dezelect fll

[ MABNING: All selected items will be deleted

Figure 2.12. Delete Items Dialog

Select the columns that you want to delete and diék. To avoid deleting
any columns, deselect all columns or click on @encelbutton.

You must be in Edit mode to delete columns.

Displaying Variable Labels

You can switch between displaying variable names as column headings in
the data table and displaying labels as column headings in the data table by
selecting a column and selectibgbels from the pop-up menu.
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Column Properties

Select a column and seleetoperties. . . from the pop-up menu to display
the Column Properties dialog.

Column Properties m
~Column
Name : |runt ime oK |
Label : II"'Iin. to run 1.5 niles Cancel |
Type: IN [Mippercase ail values ﬂl
Hel
Length: I 8 LI
Format : |BEs'r] 2. —bll
Informat: |12. -HI

Figure 2.13. Column Properties Dialog

The Column Properties dialog displays the name, label, type (numeric or
character), length, format, and informat of the selected column. If the data
table is in edit mode, you can change the name, label, format and informat
for the variable that the column represents. Otherwise, you can only view the
information.

Working with Rows

You can add, duplicate, and delete rows. To display the pop-up menu for a
row, select the row and click the right mouse button.



E Analyst: My Project !EE

Working with Rows

ﬂzﬂ'r"‘h’ Praject d Fitness (Edit) . : |
age | weight | rLnkirme | ratpuly =
[} [ Fitness Analysis 1 57 73,37 1263 &¢
2 54 79,38 1117 E:
: 3 52 75.32 953 4f
E} g Simple Linear Fee 4 50 7087 892 df
Analysiz Add
» 5 _ 91.53 1288 44
4 Seatter piot o 7 Dupiicate 7371 1047 5o
. B Code 8 Cilsie 59,08 993 4
g 49 76.32 94 K
10 48 51.24 115 &
11 52 82,78 105 52
12 44 73.03 1013 4F
13 45 57 56 1403 BE
14 45 BE.45 1112 51
= 15 47 79.15 WE 47

Figure 2.14. Row Pop-up Menu

These items are also available from thdit menu.

Adding a Row

To add a row to the end of the table, select a row and s@lddtfrom the

pop-up menu.

You must be in Edit or Shared Edit mode to add a row.

Duplicating a Row

To duplicate a row, select the row, and selBeiplicate from the pop-up

menu.

You must be in Edit or Shared Edit mode to duplicate a row.

L4

41
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Deleting a Row
To delete a row, select the row, and selBetetefrom the pop-up menu.

You must be in Edit or Shared Edit mode to delete a row.

Typing in Data Values

You can change the data in a cell by selecting the cell and typing in the new
value.

The Data Menu

From theData menu, you can filter, sort, summarize, concatenate, merge,
transpose, and apply calculations to your data.

Filter L4
Sort..
LCompute. ..
Bandom Y anates L4 Rank...
Standardize. ..
Summarize By Group. . it
Combine T ables L4 Recode Yalues. ..
Stack Colurnnz... Fecode Ranges...
Split Col
pof el Corwert Type. .
Tranzpoze. ..
Random Sample. .. Loglv]
Sartlv]
Calurnh Properties. .
Prop 2
e
Explr]

Figure 2.15. Data Menu

The following topics describe a few importabata menu tasks. Two other
importantData menu tasks, stacking columns and recoding values, are de-
scribed and used in Chapter IBata menu tasks not described in this book
include ranking and standardizing data, converting the values of a variable
from numeric to character or character to numeric, producing a summary
data set, transposing a data set, taking a random sample, and creating a new
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column that is a square, square root, reciprocal, or exponential of an existing
column. Consult the Analyst online help for more information about these
tasks.

Computing New Variables

You can specify an expression for creating a new column in the data table.
SelectData — Transform — Compute. .. to display the Compute dialog.

0K |
Iinmpl = Ruvall |
Cancel
oo o=t ]
ﬂ ﬂ Re=zet |

LIEI ﬂl Help |
&I Funct i &I Verify |LI_]| ﬁttrihutesl
Functions

Mariables

age Category: [Arithmetic Y| Abs
weight Hod
runt ime Sign
r=tpulse ;I Sqrt
runpulse
maxpu lse
oxygen
group

i

Figure 2.16. Compute Dialog

Type the expression in the box under the new column name, or use a combi-
nation of typing and selecting variables, functions, and operators. A numeric
column is created by default.

Click on an operator at the right of the expression box to add it to the expres-
sion. You can also type in an operator.

To add a variable to the expression, double-click on the variable name or
select it and click on the arrow above tariables list. You can also type in
a variable name.

Functions are organized into categories. Select a category by clicking on the
arrow next to theCategory: field. Review information about a function by



44

.

Chapter 2. The Data Table

selecting it. This information appears in the box to the left of the function
list. Add a function to the expression by double-clicking on it or selecting the
function and clicking on the arrow above tRenctions box. You can also
type in any SAS function. The functions displayed are a subset of all SAS
functions.

By default, the column name is Comi¥p whereNV is the lowest number that
produces a unique name. Replace the default column name by typing in one
of your choosing.

The Attributes button displays the Column Attributes dialog, in which you
can specify the name, label, and other attributes for your computed column.
If you want to create a column with character values, use this dialog to set
the variable type to character. Numeric is the default variable type.

Click on theVerify button to make sure your expression is valid. Function
parameters are not verified, and the variable type is not taken into account.

If you have already used the Compute dialog to add a column to the cur-
rent data table, click on thRecall button to fill the expression box and the
Column Attributes dialog with the most recent expression and attributes.

Recoding Ranges

In performing an analysis, you may want to work with a particular factor as a
classification variable rather than as a continuous variable. Recoding ranges
enables you to create a new variable with discrete levels based on the ranges
of values of an existing variable.

SelectData — Transform — Recode Ranges. . to designate the column
whose ranges you want to use.
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Recode Ranges Information: Fitness m

Column to recode: |nygen ﬂ
Hew column name: quygen_recuded
New column type: & Numer ic {" Character

Humber of groups to be formed: I 3
Range of oxwygen: 37.388 to 60.055

(1].4 I Cancel Help

Figure 2.17. Recode Ranges Information Dialog

Click on the arrow next t&Column to recode: to select a numeric column
from the current data table.

Specify the name of the new column that will contain the new data values.
The new column has a default name, which you can type over with a name
of your choosing.

The new column type can be character or numeric. If you s€lkatacter,
you can use a character string to correspond to each range.

You must specify the number of groups that the current range will be divided
into.

To help you decide how many groups to form, the range of the existing col-
umn is displayed at the bottom of this dialog.

After you have selected a column to recode and the number of groups that
you want the new variable to have, cli€K to display a dialog in which you
can specify the recoding to be performed.
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Recode Ranges: Fitness m
Enter boundary walues for the ranges of the original
column. Then enter corresponding values for the new
column . oK |
Lovwver Bound _ Upper Bound Merwy Yalue (Mumeric) :I Cancel |
37 < oxygen == 45 1] Heset |
45 = oxygen <= 55 1
55 < Oxygen <= B 2 Help |

g o

-Operators
* ¢ and <= Range of oxygen: 37.388 to 60.055

<= and < [ Recode missing values

Figure 2.18. Recode Ranges Dialog

Use this dialog to substitute new values for the original ranges of the column
specified in the Recode Ranges Information dialog. The number of rows in
the table corresponds to the number of groups.

The Lower Bound is the lower boundary of a range. Thigper Bound is

the upper boundary of a range. The upper boundary is automatically trans-
ferred to the next range’s lower boundary. Only the fi¥st- 1 cells of the
Upper Bound need to be filled in.

Type in a character or numeric value to correspond to the range. If you do
not type in a value, a missing value (blank) is assigned to the range.

UnderOperators, you can control what happens to column values that fall on
a range boundary. The first option groups these values with smaller values;
the second option groups these values with larger values.

If you selectRecode missing valueand the lowest lower bound is left blank,
missing values are placed in the lowest new group. If you don’t sRiecbde
missing values missing values remain missing.

The range of the existing column is displayed at the bottom of this dialog.
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Computing Log Transformations

Select a column and selebata — Transform — Log(Y) to calculate the
natural logarithm of the values in the selected column. A new column
containing the logarithm of each value is created. Other transformations,
such as exponentiating and taking a square root, are also available from the
Transform item in theData menu.

Generating Random Variates

To generate random variates, seleata — Random Variates and then se-
lect the distribution to be used for generating the random variates.

Generate Handom Variates from a Mormal Distribution E

Hew column name: |Hurmall
Parameters
Mean: I 0
Standard deviation: I 1

(1].4 I Cancel | Help I

Figure 2.19. Generate Random Variates from a Normal Distribution

Dialog
You can leave the new column name as the default or specify a new column
name in theNew column name:field.

Enter a value for each parameter. CIliOK to create a column with the
specified distribution.
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Combining Tables

You can concatenate the rows or merge the columns from two or more tables.

Concatenating Tables by Rows

To vertically join tables by concatenating their rows, select
Data — Combine Tables— Concatenate By Rows . .

Concatenate Tables by Rows E

-Tablesz to concatenate

Open S5AS Data | Browse. .. |

TABLE 1: Sasuser.Fitness ﬂ oK |
g Cancel |
Reset |
Famonse I Help I

-Concatenat ion methods

i
& fippend " Inter leave
-Interleave variables
Common variables Prrbeny Poapeny Fhs Variables

Fanren s |

Figure 2.20. Concatenate Tables by Rows Dialog

Click on theOpen SAS Databutton to open SAS data tables. Click on the
Browsebutton to select a file from your operating system’s directory.

To change the order of the tables that you are appending, select a table and
click on the up or down arrow to move the table one level up or one level
down in the list.
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To remove a table from the list, select the table and click onRbmove
button.

SelectAppend to append the tables that you have selected. If you have
chosen to append the tables, you can change the order of tables in the list.
When you append tables, the rows of the first table are followed by the rows
of the succeeding tables.

Selectinterleave to interleave the rows of the tables.

Common variables among the tables you have chosen to concatenate are
listed in theCommon variableslist. Select a common variable and click

on thelnterleave By button to add it to the list of variables to interleave

by. When you interleave table rows, the rows of the table are combined and
ordered according to the common variables that you have selected.

Select a variable and click on tliemovebutton to remove it from the list
of Interleave By variables.

Click on theVariables button to choose the variables that you want to keep in
your concatenation. By default, when you concatenate by rows, the resulting
table contains only the common variables.

Merging Tables by Columns

To join tables horizontally by merging their columns, select
Data — Combine Tables— Merge By Columns. ..
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Merge Tables by Columns E

~-Table | —— Table 2
Hove ., . I

Table name e I.Table name

I-"p‘HSUSEH .FI1THNESS
0K |
ﬂll Brnwse...l ﬂ'll Eruwse...l
Cancel |
Combined table will keep Rezet |
{* Matches only Hel
{" Matches to Table 1 LI

Call rous

-Herge variables

Herge By I Variable=s |

Common war iables

Remove |

Figure 2.21. Merge Tables by Columns Dialog

In the Merge Tables by Columns dialog, you can select data tables to merge
and the variables you will keep in the merged table. You can merge up to six
tables. Type the name of the table in fable namefield, click on the arrow

to select a SAS data table, or click on BBe®wse button to select a file from

a directory.

Click on theMore button to merge more than two tables.

You can choose whether the new combined table displays only matching
rows, rows that match those Table 1, or all rows.

Common variables among the tables you have chosen to combine are listed
in the Common variableslist.

Select a common variable and click on tderge By button to add it to the
list of variables to combine the tables by.
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Select a variable and click on tliemovebutton to remove it from the list
of Merge By variables.

Click on theVariables button to choose the variables that you want to keep
in your merged table. By default, when you merge by columns, the resulting
table contains all the variables.

Splitting Columns

You can split selected columns to output a new column whenever the value
of a variable changes. Seldaata — Split Columns. .. to display the Split
Columns dialog.

Split Columns: Fitness H

age Gpiid fopiomn I
we ight

runt ime |
ratpulse LI _“I'
runpulse 1] .4 |
maxpulze
Cancel |

oxXygen

group Gl i e By I
| Rezet |
LI _PI' Help |

Flanmaose |

Mew column names use

" Default values
¥ User-def ined names

Column name prefix: IUﬁLUE_

Figure 2.22. Split Columns Dialog

Select a column from the candidate list and click on$pét Column button
to designate a column to split.

Select a variable from the candidate list and click on$ipdit By button to
designate a variable to split the first column by.
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You can use the default names or type in new names for the split column if
the type of theSplit By column is character. Numeric columns do not have
default names.

Subsetting Data

You can view a subset of your data by selecting
Data — Filter — Subset Data... In the Subset dialog, you can apply a
Where clause to your data.

E® Subset: Sasuser.Fitness !EE
<CONSTANT enter value> Operators | 0K
age
weight
runt ine Undo |
retpulse
runpulse
maxpulse Help |
oxygen
group
Rezet |
Cancel |
Wihere
runtime GT 10 ;I

Figure 2.23. Subset Dialog
All subsequent analyses are run on the subset of the data.

SelectData — Filter — Noneif you do not want to subset your data, or if
you want to remove an existing subsibneis the default.

To save the subsetted data, selddte — Save As... If you select
File — Save the entire data set, and not just the subset, is saved.
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Example: Modifying a Data Table

In this example, you combine selected columns from two data sets and edit
them in a new data table. This example assumes that you have no data set
loaded in the Analyst data table. If you do, seleité — Newbefore starting

the example.

Each data set contains the results of taste tests of breakfast cereal. Each cereal
is rated by several judges, on a scale of 1 to 5. After you concatenate the two
data sets, you split the rating column by sample humber.

Open Data Sets for Editing

To select the data sets and bring them into a new Analyst data table, follow
these steps:

. SelectTools — Sample Data. . .

. SelectJRating1 andJRating2.

. Click OK to create the sample data sets in yBasuser directory.
. SelectData — Combine Tables— Concatenate By Rows . .

. Click on theOpen SAS Databutton. SelecEasuser from the list of
Libraries . Selectlratingl from the list of members. CliclOK.

6. In the Concatenate Tables by Rows dialog, click on @pen SAS
Data button again. Sele@asuser from the list ofLibraries. Select
Jrating2 from the list of members. ClicloK.

a b~ W DN P
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Concatenate Tablez by Rows m

-Tables to concatenate

Open S5AS Datal Browse. .. |
TABLE 1: SASUSER.JBATINGI ﬂ oK |
TABLE 2: SaASUSER.JRATINGZ

ﬂ Cancel |

Reset |
Flasmmaynse Help |

=)

-Concatenat ion methods

* Append " Inter leave

-Interleave variables

Common variables
JUDGE

SAMPLE
RAT ING

inhen feave B Variable=s I

Elanpmen sgn |

Figure 2.24. Concatenate Tables by Rows Dialog

7. Selectinterleave.

8. SelectJUDGE andSAMPLE from the list ofCommon variablesand
click on thelnterleave By button to usedUDGE andSAMPLE as the
variables by which the rows of the data tables will be combined.
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Concatenate Tables by Rows E

-Tables to concatenate

Open SAS Datal Browsze. .. |

TABLE 1: SASUSER.JRBATING1 ﬂ oK |
TABLE 2: SASUSER.JRATING2

Cancel |
Reset |
Heamase Help |

-Concatenation methods

)]
 fAppend ' |nter leave
- Interleave variables
Common wvariables o
RAT ING | Inter leave By { Variables
JUDGE
SAMPLE

Hanmeragm |

Figure 2.25. Interleave by Common Variables

9. Click on theVariables button to select the columns to include in the
new data table.
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Concatenate Tables by Rows m
Keep |
2 SHEETMESS JUDGE

SAMPLE 0K |

RAT ING
Cancel |
Reset |
Help |

Remove |

Figure 2.26. Selected Columns for New Data Table

Only those columns common to both data tables are kept by default,
as shown in th&eep list. The columnSWEETNESS is not kept as
part of the resulting table. The number preceding the column name
SWEETNESS represents the data table to which this variable be-
longs.

10. Click OK to return to the Concatenate Tables by Rows dialog. Click
OK again to display the new combined data table in a results window.



Example: Modifying a Data Table ¢ 57

8 Combined Table [_ (O] x|

Judge | Sample | Rating | -
Az23
A23
Az23
fA23
B37
B37
Ba7
Ba7
cCi2
10 cCi2
11 cCi2
12 cCi2
13 D7T
14 D77
15 D77

o of

Figure 2.27. Combined Table

LD 00 [ == | || P |0 [P | -

03 M = LD RO e L3 P = -
- -1 T TR - T T e - T TR S - T

11. To modify the combined table, you need to open it in the Analyst data
table. Close the results window. Select tbembined Table node in
the project tree and click the right mouse button to display the pop-up
menu. SelecOpen.
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(5]

E} [;-Cnmbined Tahle by Rowes
E} [;Combined

i=: bombined Tahle
Wigw

Code
[y Wing

Delete

it

Save az...

Save az by 545 Name...

Interactive Analysis
I 17

Figure 2.28. Opening the Combined Table

.

o

o

1

12. By default, data tables are opened in Browse mode. Select
Edit — Mode — Edit to change the mode from Browse to Edit.

Modify the Data

In the data table you can modify the data by splitting columns so that a new
column is generated when the value of a variable changes. You can also
subdivide data into ranges.

To subdivide the data into ranges and split the columns according to sample
number, follow these steps:

1. Divide the taste test results into three categories: good, mediocre, and
bad. SelecData — Transform — Recode Ranges. .

2. Click on the arrow next t€olumn to recode: and selecRating. Type
taste_test in the New column name: field. ChangeNew column
type: to Character. Type3in theNumber of groups to be formed:
field to designate three taste test ranges.
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Recode Ranges Information: COMBINED1 E
Column to recode: |Hat ing ﬂ

Hew column name: Itaste_test

Hew column type: " Humer ic {* Character

Humber of groups to be formed: I 3

Range of Rating: 1 to &

0K | Cancel | Help

Figure 2.29. Recode Ranges Information Dialog

Click OK to specify the new ranges.

3. Inthe first row, typed in theLower Bound column and in theUpper
Bound column. Typebad in theNew Value column.

4. When you press the Enter key, the upper bound value of the previous
row is automatically filled in as the lower bound of the current row.
Type 3 in the Upper Bound column andmediocrein the New Value
column.

5. Move your cursor to the third row. Typgein theUpper Bound column
andgoodin the New Valuecolumn.
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Recode Ranges: COMBINED 1 [ x|

Enter boundary values for the ranges of the original
column. Then enter corresponding values for the new

column. oK |
Lowwer Bound _ Upper Bound e Yalue (Character) ;I Cancel |
0 = Rating == 2 had Reset |
2 = Rating == 3 mediocre
3 = Rating <= 5 gaod Help |

g o

_Operators
* ¢ and <= Range of Rating: 1 to 5
© <= and ¢ [ Recode missing values

Figure 2.30. Boundary Values

6. Click OK to save your new boundary values.

In the new table, the new ranges are displayed intalsée_test col-
umn.
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Sample Fating taste_test - I

1 1 5 good

2 2 4 good

3 3 4 good

4 4 2 bad

a] 1 4 good

] 2 3| mediocre
7 3 3| mediocre
g 4 1 bad

9 1 5 good

10 2 4 good

11 3 2 bad

12 4 3| mediocre
13 1 3| mediocre
14 2 4]

good -
aq I _>f_|

Figure 2.31. Table with taste_test Column

7. Remove theRating column by selecting the column and selecting
Delete. .. from the pop-up menu. CliclOK in the Delete Items di-
alog.
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Delete Items m |

- ltem= to delete

0K |
Cancel |
Help |

Select All Dezselect fAll

[ HARNING: fil11 selected items will be deleted |

Figure 2.32. Delete Rating Column

8. You are going to split theaste_test column by theSample col-
umn so that a taste test for each sample is displayed by judge. Select
Data — Split Columns.. ..

9. In the Split Columns dialog, seletdste_test from the list and click
on theSplit Column button. SelecGample from the list and click on
the Split By button.

10. SelectUser-defined namedor the column names. Typg@ample_ in
the Column name prefix: field.
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Split Columns: COMBINED1 H

C Judge G b o

|tas te test

Bgpiie Hu

B &l

(1.4 |
I Cancel |

Rezet |

[Sample

Flanmaose |

Mew column names use

i o

Help |

© Gefanit wnloss
¥ User-def ined names

Column name prefix: ISE“"P]E!_

Figure 2.33.

11. Click OK. The resulting table displays the results of the taste test by

each participating judge.

Taste_test Column Split by Sample

L4

63
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BB COMBINED1  with Split Columns Table [_ o] x]
Judge | Sample_1 | Sample_2 | Sample_3 | Sample_4 | -
1 Az3 good good good bad
2 B37 good mediocre med iocre bad
3 ciz good good bad med i ocre
4 D77 med iocre good good bad
5 E48 good good nediocre med iocre
b R22 good good med iocre bad
T 569 good mediocre bad bad
8 Ti15 med iocre good ned iocre med iocre
9 use good mediocre nediocre bad
10 Vo3 good mediocre good med iocre
11 Wl ned iocre bad ned iocre bad =
_I 12 X088 good good good bad _ILI
1 ¥

Figure 2.34.  Split Columns Table

Saving and Exporting Data

Saving Data

To save changes made to the current data set, $élect- Save

Saving Data to a SAS Library

SelectFile — Save As By SAS Name. . to save the current table as a SAS
data set.
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Make one selection. @l l:]l = | =
Libraries _ Air EEE Coronary EEE Feedc Save |
Maps F=]Bandaid EEE Coronary2 EE; Feede
Sashelp ? Baseball EEE Deskact EEE Fitnes ml
(5D Sasuser F=] Bthdtha2 ElDeskid ElFly
o Work =] Deskobi ElGpa
EEE Exposed EE; Enti
»
Member Mame: |
Member Tyne: | Data Tables [DATA) =]

Figure 2.35. Save As Dialog

Select a library from the list dfibraries. Select an existing data set from
the member list or type a member name for the new data set in the field next
to Member Name:. Click on theSavebutton to save the data set. The new
data set is automatically opened into Analyst.

Reserved Names

The following names are reserved by Analyst and should not be used to refer
to tables.

The_proj_ libref points to the current project library where project files are
stored. This libref is dynamically assigned each time a project is opened.

A _tmp_ libref is assigned by Analyst as neededtmp_ is also used as
the stem of names for temporary data sets used by Analyst, for example,
_tmp_0439.
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Exporting Data to Different File Formats

You can save files to any export format that is supported by SAS Software on
your platform. For example, you can export a SAS data table to a delimited
file. SelectFile — Save As.. . to export a data table to a different format.

2x|
Savein |23 My 545 Fies - =@ ek E
analyst_projects 3 houses,sas7bdat
7] air sas7hdat "} inaots. sas7hdat
73 bandaid, sas7hdat £} jobs.sas7hdat
EEE baseball sas7bdat ’3 jratingl.sas7bdat
7 bthdthoz sas7bdak "} jratingz.sas7bdat
5} cheese.sas7hdat 7} piann, sas7hdat
7 class.sas7hdat "} protein.sas7hdat
. 53 coronaryz. sas7hdat 4 rats.sas7hdat
Pﬁ. 53 coronary, sas7hdat 1 remiss, sas7hdat
7 exposed. sas7hdat " sasmbic. sas7hdat
iy Dyl 5} fitness, sas7hdat 5} search.sas7hdat
== EEE gpa.sas7bdat EEE split.sas7hdat
'!;IE (7] growth.sas7bdat £ studybandaid.sas7bdat
,,.,1,,33{'_';“_"_5[ 3 gym.sas7bdat 5AS Data Set
= 7 heights. sas7hdg Microsaft Access 97 Table
dBASE File
Lotus 3 Spreadsheet
: DeimizaFiz -
Flenane:

Save as type: 545 Data Set A Cancel |

Figure 2.36. Save As Dialog
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Managing Results in Projects

Introduction

An Analyst project is a collection of results from analyses performed on one
or more data sets.

SelectProjects from theFile menu to create, open, save, and delete Analyst
projects.

Managing Projects

Creating a Project

If you do not have any existing projects when you invoke the Analyst appli-
cation, a new project is automatically created for you. If you already have ex-
isting projects, and you want to create a new project, séldet— Projects

— Newto create a new project. A new project tree is displayed.
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x] Analypst: [new project) !EI n

4| Untitled (NEW) I
A | 8 | e | o | E | F | & 4

ifNevw Project
[} @ Untitied Analysis

b 225 Untitled

—

ra

o

.

o

o

-

oo

i | of

Figure 3.1. New Project

A folder namedJntitled Analysis that contains a data node naméutitled

is automatically created in the new project. You can enter data into the data
table, open a SAS data file, or open external data files such as Excel files. If
you open data into the data table, the folder name is replaced by the name
of the data set that you open. If you enter data into the data table, the folder
name is replaced when you save the data set.

Saving a Project

To save a project, seleEile — Projects — Save A new project must con-
tain a named data table before it can be saved.

When you save a new project, you are prompted to give the project a name.
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T

Health

1] 4

Cancel

|
|
Re=zet |
|

Help

Name: [Ueights]

Path:lE:IMy SAS Fileshanalyst_projects Brouse |

Figure 3.2. Projects Dialog

Type the name of the new project in tNeme: field. Click on theBrowse
button to search for a directory in which to save the project. Ghgkto save
the project. By default, Analyst projects are saved inahalyst_projects
directory within theSasuser directory.

Saving a Project Under Another Name

To save the contents of a project under another name, select
File — Projects — Save As... and type the new name of the project
in the Name: field. Click on theBrowse button to search for a directory in
which to save the project. ClicRK to save the project with the new name.
The original project, with its original name, still exists.
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Renaming a Folder

To rename a folder within a project, select the folder with the right mouse
button, and seled®ename. .. from the pop-up menu.

Hew name:lFitness finalysis]

0K | Cancel I

Figure 3.3. Rename Dialog

Type the new name of the folder in thiew name:field and clickOK .

Deleting Nodes from a Project

You can delete individual nodes in a project without deleting the project it-
self. To delete a node, select the node and s@&ettte from the pop-up
menu.

Deleting a SAS data set node from the project tree does not delete it from the
directory in which it resides. For example, if you open Hitmess data set

and perform analyses on it, it is not deleted from 8asuser library when

you delete it from the project tree.

Deleting an output data set that you have generated from the SAS data set
does delete it from thanalyst_projects folder where it resides. For exam-

ple, if you create a data table by combining selected columns from two SAS
data sets, the data table that you created is deleted when you remove it from
the project tree.
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Deleting a Project

To delete the current project tree and the files that are stored in a project,
select the project and seldaelete. .. from the pop-up menu. You can also
delete any project by selectifile — Projects — Delete. . .

Opening Existing Projects

To see all of the projects that you have created, select
File — Projects — Open... Select a project from the list and click
OK to openit.

Using Code

When you perform an analysis or create a graph in Analyst, the code that
generated your results is saved i€ade node in the project tree. You can
view, modify, and submit this code.

Viewing Code in the Code Window

To view the code that generated your results, double-click@adenode in
your project tree. The code is displayed in the Code window.
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B Code [_ (O] x|

titlel "Fitness Report”; ;I
¥%% Sort data by BY variables ##%%;
proc sort data=Sasuvszer .Fitneszs out=HOBK. st=rt_0;
by GROUF;
run;
#*% Distributions (Moments and Quantiles ) *%%;
proc univariate data=HOBK. stsrt_0 ;
clas= GROUF;
var WEIGHT RUNTIHE;
run;
goptions ftext=5HIS55 ctext=BLACK htext=1.4 cells;
#%% Distribution Plots %#%%;
symbol v=S5QUARE c=BLUE h=1 cells;
proc univariate data=HOBK._stsrt_0 noprint;
class GROUF;
var HEIGHT RUNTIHNE;
PROBPLOT / name="PROB"
caxes=BLACK cframe=CXFfEIC2 waxiz= 1;

run; -
1| | >

Figure 3.4. Code Window

Copying Code to the Program Editor Window

To copy code to the Program Editor window, sel&adit — Copy to
Program Editor from the Code window.
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Program Editor - [Untitled] [_ (O] x|

titlel "Fitness Report'; ﬂ
*%% Sort data by BY variables ##%%;
proc =ort data=Sasuser .Fitness out=HORK._=stsrt_0;
by GROUP ;
run;
**%% Distributions (Moments and Quantiles ) ®%¥;
proc univariate data=HORK. stsrt_0 ;
class GROUP; |
var HEIGHT RUNTIME;
Fun ;
goptions ftext=5HIS55 ctext=BLACK htext=1.4 cells;
%% Distribution Plots *%¥;
symbol v=5QUARE c=BLUE h=1 cells;
proc univariate data=HORK._stsrt_0 noprint;
class GROUP;
var HEIGHT RUMTIME;
PROBPLOT / name="PROB"
caxez=BLACK cframe=CXFYEICZ waxis= 1;

run;

4| | M 4

Figure 3.5. Code in Program Editor Window

In the Program Editor window, you can edit, submit, and save code. Your
data must be in browse mode in order for you to submit code that uses the
current data table. In edit mode, the data table is locked by Analyst.

Printing and Saving Results

You can print and save individual nodes in the project tree.

Saving Text Results

To save code or an analysis result as a file, double-click on a node to openit,
and selecFile — Save As. ..
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Save As n m
Save jn: |EJ My SAS Files j ﬁl

:analyst_projects:
Eﬁl code_sas
Eﬁl fitness.sas
Eﬂ graphs.sas

File name: Inewglaphs.sas Save I
Save as type: IS.-’-\.S Files [* zaz) Ll Cancel |

Figure 3.6. Saving a Text File

Type a filename in th€&ile name: field, and select a file type. You can also
save code or analysis results by selecting a node and sel&zirgas. . .

from the pop-up menu.

Saving a Graph Result as a File

To save a graph result as a file, double-click on a graph node to open it, and
selectFile — Save As. ..
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S - 1|
Save in: |E My SAS Files j ﬁl

L analyst_projects:

File name; Ihist'l .aif Save

Save asz type: IGIFﬁIe ;I Cancel |

Figure 3.7. Saving a Graphics File

Type a filename in th€&ile name: field, and select a file type. You can save
the graph in formats that include GIF and postscript.

You can also save a graph result by selecting a node and sel&ztiregas
... from the pop-up menu.

Saving a Result as a Catalog Entry

To save a result as an entry in a SAS catalog, double-click on the node to
open it, and seledtile — Save as Object ..
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ake one selection. @l Dl 1 | =
Libranes - Parms Save |
() Maps Profile
#l-(z) Sashelp Profile2 _Cancel |
El-{E) Sasuser
L -1 Pams =]
Entry M arne: |p|0t'|
Entry Description: | scatter plot of fithess data
Entry Type: IS.&S Graph format [GRSEG) LI

Figure 3.8. Saving a Catalog Entry

Select a library from the list ofibraries, and select a catalog. Select an
entry name or enter one in the field labeleatry Name:. You can also enter
a description for the catalog entry.

Printing Results

You can print code, analysis results, and graph results. Print graph results by
opening the graph and selectifrde — Print ...

To print a code or analysis result, open the node and seliect- Print ...

Example: Create and Export Histograms

In this example, you open the project that contains the simple regression
that you performed in the example at the end of Chapter 1, “Overview,” and
save the project under another name. Then you add to the new project by
generating histograms from tiétness data.
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Open the Project

To open the project that you created in Chapter 1, follow these steps:

1. SelectFile — Projects — Open. ..
2. SelectMy Project. Click OK.

Save the Project Under Another Name

To give the project a more appropriate name, follow these steps:

1. SelectMy Project at the top of the project tree, and sel8eaive as . .
from the pop-up menu.

ﬂsm‘hﬂ'f Project =
E GF'rtne SavE...
=:F Delete... &
E} G'Slmp e Linear Regrezsion
Analysis
9 Scatter plot of oxygen and rurtime

Codle

=
‘| | v

Figure 3.9. Saving a Project Under Another Name

2. TypeFitness in theName: field and clickOK.

79
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HAFitness =
E} GF'rtness Analysis
= Fitness
E} [I-"_'Simple Linear Regression
. Analysis
5 Scatter plot of oxygen snd runtime

Code

-
4| | v

Figure 3.10. Fitness Project

A copy of the project tree is saved with the naRiess The original project
is saved until you delete it.

Generate Histograms

Histograms display the distribution of a particular variable over various in-
tervals, or classes. You can use histograms to see the shape of the distribution
and to determine whether the data are distributed symmetrically. A compar-
ative histogram is produced if you specify a classification variable.

To generate comparative histograms of maximum heart rate for each experi-
mental group from th&itness data table, follow these steps:

1. SelectGraphs — Histogram ...

2. Selectmaxpulse from the list, and click on theAnalysis button.
Selectgroup from the list, and click on th€lassbutton.
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Hiztogram: Fitness H

fanaive iy I
age maxpulse
weight
runt ime
rstpulse
runpulse
oxygen
EW TS I
laroup
kil :
Frarmrog |
Method I Display | Fit | Titles

ok |
Cancel |
Reset |
Save Dptiunsl
Help |

| Yariables

Figure 3.11. Fitness Analysis and Class Variables

3. To change the way the histogram is displayed, click onRisplay

button.

L4
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Histogram: Display m

Hizstogram bars

Bar Lolor Outline Color l

Mg | = x|
Bar pattern: |SOLID Fa Cancel |

Fitted curves Rezet |
- Hormal Color I - Lognormal Color l Help |
A A

|_| Exponential Color ' - Heibull Color '
A—

-Axis options

Midpoints of histogram intervals: t|:|| byl

Scal f tical i
gapeercuen:er e a)us_‘ Minor horizontal tick marks: vl O‘I

" Count
Minor vertical tick marks: Vl 0 AI

" Proportion

Figure 3.12. Histogram: Display Dialog

4. Click Bar Color to change the color of the histogram bars. SdRad
from the list of colors.



Color Attributes m
Colos o |
Blue -

Pink Cancel |
Green

Cyan

TYellow ;I Edit |

Help

Prewiew

Figure 3.13. Color Attributes Dialog

Click OK to change the bar color to red.

5. To use number of subjects, rather than percentage, as a gauge of bar

Generate Histograms

size, selec€ount underScale of vertical axis Click OK to return to

the Histogram dialog.

6. Click OK to create histograms of the maximum heart rate for each

group.

L4
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% Histogram for maxpulse !El n

166 a2 &8 174 180 185 =2

Mzzimum heart mte

Figure 3.14. Maximum Heart Rate Histograms

The histograms and the code that produced them have been added to
the project tree.
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HhFitness :I
E} G'F'rtness Analysis

é?h Fitness

=1 GSimple Linear Regression
Analysis

- ) Scatter plot of oeygen and runtime

- |£] Code
=1 [I_‘._'Hiatcugram

| =5 Histogram for maxpulze

- 5| Histogram for maxpulse

- |£] Code

=l
1| o[

Figure 3.15. Project Tree with Histogram Folder

Export Histograms

To save the histogram that you have generated as a graphics file, follow these
steps:

1. Double-click on the first node that is labeldistogram for maxpulse
to open it.

2. SelectFile — Save As. ..

3. In the Save As dialog, click on the arrow next3ave as type:and
selectGIF file.

4. Typecoronary.gif in the File name: field.

L4
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Save As HE
Saveln: |z My 5AS Files | =4

|_lanalyst_projects:
| 5 hist1. gif

File narne: Icoronary.gif Save I
Save as lype: IEIF file: ;I Caticel |

Figure 3.16. Save GIF File

5. Click on theSavebutton to save the file. The histogram is exported to
a GIF formatted file.
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Chapter 4
Customizing Your Session

Introduction

You can customize your Analyst session from ffa®ls menu by selecting
Viewer Settings. . . to set viewer preferences afataph Settings. .. to set
graph preferences. Any global options that you set are overridden by any in-
dividual settings that you specify in a task. These options are also overridden
by options that are saved by tBave Optionsbutton for a task.

You can customize the toolbar by adding other Analyst tasks and icons. See
Chapter 17, “Details,”for information about customizing the Analyst tool-
bar.

Setting Viewer Preferences

SelectTools — Viewer Settings. .. to display the Viewer Settings dialog.
The Viewer Settings dialog enables you to specify options for the window
layout, the data table, and the display of variables and output. When you
click OK, your changes take effect immediately.

Window Layout

In the Viewer tab, you can control the relative size of the project tree and
data table by moving the slider at the bottom of Wimdow layout screen.
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Viewer Settings m

Wiewver ] Takle ]Variables] Ot ]

0K |
Hindow layout Cancel |
Reset |
Help |

Figure 4.1. Viewer Settings Dialog, Viewer Tab

Table Settings

In the Table tab, you can specify the fonts and initial edit mode of your data
tables.
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Yiewer Tahle ]Variables] Cutput ]
_Table fonts Show columns with 0K |
Data: Idefault —HI ?:E:E:?S Cancel |
Label: [Fall =i __ Resst |
Help |
DOpen data files for
{* Brouse
T Edit

" Shared Edit

_Hhen editing large data files

[¥ Harn before opening large files to edit

if larger than (MBytes): I 10 IIAI

Figure 4.2. Viewer Settings Dialog, Table Tab

UnderTable fonts, click on the arrows next to thBata: andLabel: fields
to select a font for the data and column headings in the data table.

UnderShow columns with select colummMamesor Labelsto be displayed
as column headings.

UnderOpen data files for, specify the mode in which data tables are to be
opened. Browse mode prevents any editing of the table. Edit mode allows
table editing, and Shared Edit allows multiple users to edit table values con-
currently for tables that are accessed through a SAS/SHARE server. These
modes can also be changed from Edit menu when the data table is open.

UnderWhen editing large data files you can control processing speed by
setting a warning for files that are greater than a certain size.

If you have checketlVarn before opening large files to edif and the file is
larger than the limit you have specified, a message warns you that the data file
is large and prompts you to either open a copy or open the data file directly.
Opening a copy of the data file takes longer. Opening the data file directly is
faster, but changes to the data table cannot be undone.



92 ¢ Chapter 4. Customizing Your Session

Click on the up or down arrows to specify the file size limit.

Settings for Variables

In the Variables tab, you can customize the display of the variables in the

task dialogs.
Wieweer ] Table Variables] Cotpot ]
Sort candidate variables by oK |
# Position in data set Cancel |
" Alphabetical order
Reset |
Dizplay variables by
Help |
" Names only
" Names and labels

Figure 4.3. Viewer Settings Dialog, Variables Tab

Under Sort candidate variables by select Position in data set or
Alphabetical order to specify the order in which to list variable names in
the task dialogs.

Under Display variables by, selectNames onlyor Names and labelsto
specify how variables should be displayed in the task dialogs.
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Output Settings

In theOutput tab, you can specify options for multiple output, graphs, source
code, and HTML files.

Yiewer Settings E
Yiewer ] Takle ]\-’ariahles Output l
Hhen creating multiple output 0K |
* Display first output Cancel |
' Display last output
Do not display output Re=zet |
HTHL files Help |

[¥ Create HTHML file of results

Style: Idefault vl

[Display with table of contents

[ Display graphs with scroll bars

¥ Provide source code

Figure 4.4. Viewer Settings Dialog, Output Tab

UnderWhen creating multiple output, you can determine whether the first
or last output should be displayed automatically when an analysis has been
run, or whether output should be displayed at all.

UnderHTML files , selectCreate HTML file of results to include an HTML
output node in your project tree whenever you apply a task to your data. You
can change the style of the HTML output by selecting a style fronstiike:
drop-down menu. Sele&lisplay with table of contentsto view the HTML
output using a table of links to your output (displayed with HTML frames).
If this option is not selected, all results are displayed in a single page.

SelectDisplay graphs with scroll bars to display scroll bars with your
graphs. When scrollbars are displayed, graphs are shown in their natural size.
When scrollbars are turned off, graphs are shown in full size in the Output
window. Scrollbars can also be turned on or off in the Output window.
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SelectProvide source codeto include a source code node in your project
tree whenever you apply a task to your data.

Setting Graph Preferences

SelectTools — Graph Settings. .. to display the Graph Settings dialog.
You can use the Graph Settings dialog to customize the appearance of the
graphs you produce.

Graph Settings n
Point display options

Il color | Synbol: [sousRE A | oK |
Symbol height: vll.O AI Line width: V| lAl Cancel |
Bar and contour rectangle options Reset |
Il Color I Pattern: [SOLID Al Help |
- Outline Color I Pattern density: v“ 3 A.I

Axi= options
"- fxis Color I [ ] Backaround [:cl]orl Line width: vl 1 Al

Text options

[-Cnlor I Font: [SWISS b Height: W [1.4 4|

Figure 4.5. Graph Settings Dialog

Point Display Options

Point display options control the display of points and lines in plots. You can
select the color, symbol type, and symbol height of points displayed in the
plot. You can also control the color and width of lines in the plot.

Click on theColor button to change the color selected to display points.
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Color Attributes [ x|

Pink Cancel

_Cance1|
AL - |
_telp_|

Baii®

Help

HEEN
N || Freview
HEEN
_ |

Figure 4.6. Color Attributes Dialog

Click on the arrow next t@symbol: to select the symbol used to display
points.

Graph Settings m

M color | Symbol: [SQUARE [FH | ==

CIRCLE

Synmbol height: V|l.o Al Line width: ll_lA DIAMOMD

’rBar and contour rectangle options DoT

’,Point dizplay options

- Color I Pattern: |SEIL|D = FULE

- DOutline Color I Pattern density: l"_SAI %

fixis options TRIAMGLE
{ - fixis Color I |_| Background Enlurl Line widi__ %

LCEL

ET

’,Text options

I color I Font: [SWISS == Height: W [1.4 4|

Figure 4.7. Point Symbols
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Click on the down or up arrow next ®ymbol height: to change the size of
the symbol.

Click on the down or up arrow next foine width: to change the width of
lines displayed in the plot.

Bar and Contour Rectangle Options

Bar and contour rectangle options control the display of any bars or rectan-
glesin graphs. You can control the outline color, the fill color, the fill pattern,
and the pattern density.

Click on theColor button to select the color used to fill bars and rectangles.
Click on theOutline Color button to select the color used for bar outlines.

Click on the down arrow next tBattern: to select a pattern used to fill bars
and rectangles.

Click on the down or up arrow next fattern density: to change the density
of the pattern.

Graph Settings m
Point display options

- Color I Symbol : ISI]UPIHE _*J oK |
Symbol height: le.O AI Line width: V| 1A| Cancel |
Bar and contour rectangle options Re=zet |

Il Color I Pattern: [SOLID e | | = I
- Outline Color I Pattern density: v“ 3 AI %
Left-zlanting lines

fAixiz options
" Il oxis Color I [ ] Backaround Cl:l'lorl Line width

Right-zlanting lines

Cross-hatched lines

Text options

[-Eulor | Font: [SHISS ™ me Height: W [1.4 & |

Figure 4.8. Pattern Choices
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Axis Options

Axis options control the color and width of axis lines as well as the back-
ground color of the graph.

Click on theAxis Color button to select the color used for axis lines.

Click on theBackground Color button to change the background color of
the graph.

Click on the down or up arrow next ticine width: to change the width of
the axis lines.

Text Options

Text options control the color, font, and size of any text in the graph.
Click on theColor button to change the color used for text.

Click on the arrow next té-ont: to select a text font. Do not pick a font for
which no sample text is displayed.

GraphicsFonts
_ |
oK

SCRIPT  PROP SERIF STROKED
SIMPLEX PROP SANS STROKED Cancel |
SIMPLEXU MOND SANS STROKED *
SPECIAL PROP SANS STROKED Reset |
SPEC IALU_MOND SANS  STROKED %
SWISS __ PROP SANS FILLED Help |
SWISSBE PROP SANS FILLED BOLD |3
SUISSBE PROP SANS OUTL INE BOLD X
SWISSBI PROP SANS FILLED BOLD ITAL |,

| |+

abcdefg ABCDEFG 0123436789

Figure 4.9. Graphics Fonts Dialog

Click on the down or up arrow next tdeight: to change the text height.
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Saving Options

You can save any option that is associated with a task by clicking odBabe
Options button in the task dialog. For example, you can save the options that
are associated with the Bar Chart task by clicking orSaee Optionsbutton

in the Bar Chart dialog.

Vertical Bar Chart: Fitness m
Db b | oy B I
age
weight (1].4 |
runt ime LI b
rstpulse Cancel |
runpulze =
maxpulse Bar twpe Stuck By I Reset |
oxygen
grﬁgp @« 2-D
" 3-D
LI ¥ Help |
Hammason
Options | Titles I Variables |

Figure 4.10. Save Options Button

These options become your defaults and are applied when you click on the
Resetbutton. These options are also saved between sessions.

Options that are associated with data, sucGamip By variables, cannot be
saved with the task options, and do not persist between sessions.

Changing Titles

SelecfTools — Titles . .. or click on theTitles button within a task to specify

the titles that appear on the output.



Changing Titles

Ghbﬂ]?aw

Setti
mgs] = |
Cancel |
IPrimary Fitness fAnaly=sis]
| Reset |
I Help |

Figure 4.11. Titles Dialog, Global Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

If you have selected th&itles button within a task, you can use the tab for
the current task to specify titles for the output from the task. For example,
if you are in the Summary Statistics task, you can specify the titles for the
output from that task.

Global | Summary Statistics | Settings
| Sumery sttt | et o« |
Cancel |
|Summary Statistics for Fitness Data
I Reset |
I Help |

[T Override global titles

Figure 4.12. Titles Dialog, Task Tab
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Select the box next tOverride global titles to exclude the global titles from
the task results.

In the Settingstab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Globall SLIMImEry Statistics] Settings ]
0K |
Cancel |
[ Include date
Reset |
¥ Include page numbers
Help |
¥ Include filter description

Figure 4.13. Titles Dialog, Settings Tab

Global titles information and settings are saved between SAS sessions.

Example: Change Global and Task Options

In this example, you change the viewer and graph settings, and the titles that
appear on your output.

Change Viewer Settings

To change the window layout, open data files automatically in edit mode,
display candidate variables in alphabetical order, and create HTML files of
your results, follow these steps:

1. To change the window layout to make long node names easier to read,
selecfTools — Viewer Settings. .. Move the slider to the right so that
the project tree is displayed in a wider window.



Change Viewer Settings

Viewer Settings E

“iewer l Tahle ]Variables] Output ]

Hindow layout Cancel |

Figure 4.14. Wider Project Tree Window Setting

2. To automatically open data files in edit mode, selecfltige tab, and
selectEdit under theOpen data files forheading.
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Yiewer Settings E

Wieweer Table l\f’ariables] Cotpot ]

_Table fonts Show columns with 0K |

Data: Idefault —HI ((i EZEE?S Cancel |
Label: Idefault —HI Reset |

Help |

Dpen data files for

" Brouwse
“Edit
l3hared Edit

_Hhen editing large data files

[¥ Warn before opening large files to edit

if larger than (MBytes): I 10 IIAI

Figure 4.15. Open Data Files for Edit

3. To display the candidate variables in alphabetical order in atask dialog,
select thevariables tab and seleclphabetical order under theSort
candidate variables byheading.



Change Viewer Settings

Viewer Settings E

“iewer ] Tahle Variablesl Output ]

_Sort candidate variables by oK |
 Position in data set Cancel |
* filphabetical order
Reset |
Display wariables by
Help |

* Names only
" Hames and labels

Figure 4.16. Sort Candidate Variables by Alphabetical Order

4. To automatically create HTML files of your results, select@gput
tab and selec€Create HTML file of results under theHTML files
heading.
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Yiewer Settings E

\f'iewer] Table ]Variables Cotpot l

_Hhen creating multiple output S 0k |
@ Display first output Cancel |
C Digplay last output
T Do not display output Reset |
HTHL files _ Help |

IECreate HTHL file of results

Style: |default "I

Display with table of contents

[ Display graphs with scroll bars

¥ Provide source code

Figure 4.17. Create HTML File of Results

5. Click OK to save your viewer settings.

When you run an analysis, the HTML results are displayed as a sepa-
rate node in the project tree.
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ﬂsﬂlm';.-' Project LI

E} QF'rtness Analysiz

100y

EFitness
=} [I_‘."'Simple Linear Regression

- [E5] &nalysiz
- g Scatter plot of oxygen and runti

Code
=1 [;'Summary Statistics

"y
- [EX) Sumithery Statistics of Fitness

- 5] Code

< | >

Figure 4.18. HTML Results Node

If you double-click on the HTML results, they are displayed in your
HTML browser.

Change Graph Settings

To change the point and line display color and the bar and contour rectangle
pattern in your graphs, follow these steps:
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1. SelectTools — Graph Settings . ..
2. SelectColor underPoint display options
3. SelectMagentafrom the list of colors.

Color Attributes n

Colors oK

| Cancel
()

Eufig

L

T

Help

Prenview

Figure 4.19. Select Point and Line Display Color

Click OK.

4. Under theBar and contour rectangle optionsheading, click on the
arrow next toPattern: and selecEmpty from the list of patterns.
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Graph Settings m

’,Point dizplay options

Bl color | Symbol: [SOUARE Ey 0K |
Symbol heioht: W[1.0 &l Line width: W[ 1.4/ Cancel |

Reset I

M Color I Pattern: [SOLID 4 l (T 1
Solid

’rBar and contour rectangle options

Il Outline Color I Pattern density: l“_aAI

Left-glantingines

fixis options

{ Il rixis Color I [ ] Background Color I Lime migkn okl s

Cross-hatched lines

Text options

{- Color | Font: ETECI | Height: W [1.4 4|

Figure 4.20. Select Bar and Contour Rectangle Pattern

5. Click OK to save your graph settings.

Change Titles

To specify a default title for all your output, follow these steps:

1. SelectTools — Titles . ..
2. Under theGlobal tab, typeHealth Report in the first field.
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Global ] tavy | Settings | oK |
Cancel |

|Health Report

I Reset |

I Help |

Figure 4.21. Specifying a Global Title

3. Click OK to apply this title to all subsequent output.
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Introduction

In the Analyst Application, you can use bar charts, pie charts, and scatter
plots, in addition to other kinds of graphs, to display your data graphically.
Vertical and horizontal bar charts display your data in the form of a two-
dimensional or three-dimensional bar graph. A pie chart displays your data in
the form of a two-dimensional or three-dimensional disc, divided into slices.
The size of each slice indicates the relative contribution of each part to the
whole. A scatter plot displays any relationship between two or more vari-
ables.

Bar Charts

To create a bar chart, selgétaphs — Bar Chart. SelectHorizontal ... or
Vertical ... to create a horizontal or a vertical bar chart.

Vertical Bar Chart: Fitness m
b | G oesgs Hye
age weight
runt ime |
retpulse
runpulse Cancel I
maxpu lse
oxygen Bar type Stavk Hy Reset I
group
& 2-p Save Elpt.lnnsl
" 3-D
LI 3 Help |
Remoww
Dptions | Titles I Variables |

Figure 5.1. Vertical Bar Chart Dialog
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Select variables from the candidate list and click on @fert button to
create bar charts of those variables.

Select2-D or 3-D underBar type to specify whether you want to display a
two-dimensional or a three-dimensional chart.

Select a variable from the candidate list and click on@reup By button
to add the variable to be used as a grouping variable in the bar chart. This
organizes the bars into groups based on the values of the grouping variable.

Select a variable from the candidate list and click onSkeck By button to

add the variable to be used as a stacking variable in the bar chart. Using a
stacking variable subdivides, or stacks segments of, each bar based on the
contribution of the stacking variable.

Bar Chart Options

Click on theOptions button to display the Bar Chart Options dialog. In the
Bar Chart Options dialog, you can control the appearance of your horizontal
or vertical bar chart. CliclOK to save your changes.

Number of Bars

The Number of Bars tab enables you to specify the number of bars in the
chart and the order in which they are displayed.
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Wertical Bar Chart: Options m
Mumhber of Bars ]Elar alues ] Appearance] Statistics] Details]
0K |
-Number of bars
Cancel |
# Default number of bars
N bars H: | I_B I Reszet |
" Bar for each discrete level = -
" Bars for specified levels Bpavify. .. Help |

-Order of bars

* Default
 Aszcending
" Descend ing

Figure 5.2. Number of Bars Tab

SelectDefault number of bars to display a default number of bars based on
the chart variable. Selebt bars and select a number from the list to specify
the number of bars to be displayed. SelBar for each discrete levelto
display a bar for each discrete level of the chart variable. If there is only
one chart variable, seleBars for specified levelsand click on theSpecify
button to provide a list of midpoints or to specify a range of numeric values,
or to provide a list of character values.

UnderOrder of bars, selectDefault, Ascending or Descendingto display
your data in default order, ascending order of bar length, or descending order
of bar length.

Bar Values

The Bar Values tab enables you to control the type of information that is
displayed by each bar by specifying the statistic to display in the chart and
any additional variable to use in computing the statistic.
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Vertical Bar Chart: Dptions [ x|

Mumbet of Bars  Bar Values ]Appearance] Statistic:s] Details]

-Statistic to chart: Cancel I
' Frequency O sonragy
" Percent " Cumulat ive percent Reset |
[@ETPY  Cumulative frequency

Help I

finalysis variables

age
runt ime
rstpulse
runpulse
maxpu |l =e JJ 3
oxygen
group

A lvwiw

Femoos

Figure 5.3. Bar Values Tab

If you do not specify an analysis variable, you can select frequency, percent,
cumulative percent, or cumulative frequency as the statistic to chart. Each
bar represents the selected statistic for the current midpoint value of the chart
variable.

If you specify an analysis variable, you can select sum or average as the
statistic to chart. Each bar displays the sum or average of the analysis variable
for the current midpoint value of the chart variable.

Appearance

The Appearancetab enables you to select colors and fonts.
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Wertical Bar Chart: Options m
Mumber of Elars] Bar Walugs Appearance ]Statistics] Details]
-Bar outline 0K |
I color I Width: W[ 1 & __ Cancel |
Reszet |
-Bar text Help |

-Eolnr I Height: l"ﬁAI
Font: [suISs | =]

Change bar appearance with change in

& Chart variable value

C Sroup e iabie value
T All bars the same |_| axdoae I

Figure 5.4. Appearance Tab

UnderBar outline, click on theColor button and select a color for the outline
of the bar from the Color Attributes dialog. Specify the width of the bar
outline in pixels in thewidth: selector.

UnderBar text, click on theColor button and select a color for the chart text
from the Color Attributes dialog. Specify the height of the text in cells in the
Height: selector. Select a font by clicking on the arrow next to [Hoat:
selector.

UnderChange bar appearance with change inyou can track changes in

the chart or group variable values by color, or you can choose to have all bars
remain the same color. If you choo&# bars the same you can specify the
color to be used.

Statistics

The Statisticstab enables you to specify the display of statistics in horizontal
and vertical bar charts.
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Wertical Bar Chart: Options n
Mumber of Elars] Bar Values] Appearance  Statistics ]Details]
Vertical bar statistics 0K I
¥ Display statistics Cancel I
Statistics to be put Reszet I
 Dutside the bars I—
 Inzide the bars FREQ 1' Help I

Hor izontal bar statistics

@ Hiepioy oo win
Cirienine dutani
Hiepiay one e

I _I Ll

Figure 5.5. Statistics Tab

If the chart is a vertical bar chart, théertical bar statistics section is click-

able and theHorizontal bar statistics section is greyed. Sele®isplay
statistics if you want statistics to be displayed in the chart, and specify
whether the statistics should be displayed inside or outside the bars of the
chart. Select the statistic to be displayed from the list.

If the chart is a horizontal bar chart, th®rizontal bar statistics section is
clickable and thé/ertical bar statistics section is greyed. Sele&lisplay

no statisticsto hide statistics from display. SeleBisplay default statistics

to display the statistics that have been applied to the chart. To display one
statistic, selecDisplay one statistiG and select the statistic to be displayed
from the list.

Details

TheDetailstab enables you to specify reference lines and frame options.
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Wertical Bar Chart: Options m
Mumber of Elars] Bar Waluss ] Appearance] Statistics  Details ]
0K |
-Reference 1ines
Cancel |
@* None by default
" In front of bars Reset |
" Behind bars
Help |

Frame options

¥ Draw frame on axis

[ ] Frame Fill Color l

Figure 5.6. Details Tab

UnderReference linesyou can select whether to display no reference lines,
or display reference lines in front of or behind the bars in the chart.

UnderFrame options when you seledDraw frame on axis, you can click
on theFrame Fill Color button and select a color for the frame from the
Color Attributes dialog.

Bar Chart Titles

Click on theTitles button to display the Titles dialog.
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Gickal | Bar Chart | Settings | oK |

Cancel |
:I Reset |
I Help |

[ Override global titles

Figure 5.7. Titles Dialog, Bar Chart Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In theBar Chart tab, you can specify titles for the bar chart. Select the box
next toOverride global titles to exclude the global titles from the bar chart
results.

In the Settingstab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Bar Chart Variables

Click on theVariables button to display the Bar Chart Variables dialog.
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VYertical Bar Chart: Yariables [ x| |

1Y {ramas I

0K |
age group
runt ime Cancel |
ratpulse
runpul=se Hezet |
maxpulse
oxXygen Help |

Famarg

Figure 5.8. Vertical Bar Chart: Variables Dialog

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group and displayed in separate
charts. For example, you could use a BY group variable to perform sepa-
rate analyses on females and males. Specify BY group variables by selecting
them in the candidate list and clicking on tB¥ Group button.

Example: Create a 3-D Bar Chart

Open the Fitness Data Set

In this example, you create a bar chart usingFiteess data set. To open
theFitness data set, follow these steps:
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. SelectTools — Sample Data. . .

SelectFitness.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectFitness from the list of members.

Click OK to bring theFitness data set into the data table.

N o g~ w DN R

Specify Chart and Grouping Variables

To create a 3-D vertical bar chart that compares among experimental groups
the average amount of oxygen consumed given the time it takes to run 1.5
miles, follow these steps:

1. SelectGraphs — Bar Chart — Vertical ... to display the Vertical
Bar Chart dialog.

2. Selectruntime from the candidate list, and clidRhart to make min-
utes to run 1.5 miles the charted variable.

3. UnderBar type, select3-D to make the bar chart three-dimensional.

4. To compare among experimental groups, sadeatip from the candi-
date list and clickcroup By.
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Vertical Bar Chart: Fitness n
IS | farerg B |
age runt ime group
we ight OK |
rstpulse LI r
runpulse Cancel |
maxpulse -
oxygen Bar type Htavk By | Reset |
 2-D Save Opt innsl
+ 3-D
LI » Help |
Bomees
Options | Titles | Variables I

Figure 5.9. Chart and Grouping Variables

Specify Bar Chart Options

To specify your bar chart options, such as the number and appearance of the
bars, follow these steps.

1. Click on theOptions button to display the Bar Chart Options dialog.

2. UnderNumber of bars, selectN bars, and click on the down arrow
until N = 3. Because a grouping variable was specified, bars for three
runtime midpoints are displayed for each value of the experimental
group.
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Yertical Bar Chart: Options E
Mumbet of Bars ]Elar Values] Appearance] Statistics] Details]
0K I
Humber of bars
Cancel I
" Default number of bars
* N bars N: IEI_3 Al Reset I
" Bar for each discrete level . -
" Bars for specified levels B i o . | Help I

-Order of bars

# Default
fiscend ing
" Descending

Figure 5.10. Number of Bars

3. Select theBar Values tab. UnderAnalysis variables selectoxygen
from the candidate list and click on tiaalysis button to make oxy-
gen consumption your analysis variable.

4. UnderStatistic to chart, selectAverageto display the average oxygen
consumption per runtime.
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¥ertical Bar Chart: Options m

Mumber of Barz  Bar Values ]Appearance] Statistics] Details]

0K |
-Statistic to chart: Cancel |
C Franumany = fAverage
" Parownt C Comaiative peroesnt Reset |
 Sum © Sumulative frogusnoy
Help |

-Analy=sis variables

age frrizivw iw
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ratpulse oxywgen

runpulse

maxpulse LI »

Famerve

Figure 5.11. Bar Values

5. Select theAppearancetab. UnderBar outline, click on theColor
button. SelecWhite from the Color Attributes list to make the bar
outlines white.
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Color Attributes E
DK

Cancel

Lafig

L

Help

Prewiew

Figure 5.12. Bar Outlines

Click OK to close the Color Attributes window and return to the Bar
Chart Options dialog.

6. Still on the Appearance tab, selectGroup variable value under
Change bar appearance with change in
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Mumber of Bars] Bar Yalues Appearance ]Statistics] Details]

-Bar outline

Example: Create a 3-D Bar Chart

0K |

|:| Color I

Hidth: W[ 1 |

Cancel |
Reset |

-Bar text

- Color I

Font: ISNISS —Hl

Height: l"ﬁAI

Help |

-Change bar appearance with change in

" Chart variable value
& Group variable value
" All bars the same

|_| Lo f o I

Figure 5.13. Bar Appearance

7. Click OK to return to the Vertical Bar Chart dialog.

Specify Bar Chart Titles

To specify the titles for your bar chart, follow these steps:

1. Click on theTitles button in the Vertical Bar Chart dialog.
2. In the Bar Chart tab, typeRuntime and Oxygen Consumedn the

first field.

L

125



126 ¢ Chapter 5. Creating Graphs

Global | Bar Chart ] Settings |
0K |
Cancel |
|Huntime and Oxygen Consumed
I Reset |
I Help |

[  Override global titles

Figure 5.14. Bar Chart Title

3. Click on theGlobal tab. TypeFitness Reportin the first field. This
global title is saved across all Analyst sessions until you change it.

Global ] Bar Chart | Settings | oK |
Cancel |

|Fitness Report

I Reset |

I Help |

Figure 5.15. Global Title

4. Click OK to save your title changes.

Generate Bar Chart

To display your bar chart, clic®K in the Vertical Bar Chart dialog.
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By Vertical Bar Chart of RUNTIME - [O] ]

|»

Fitness Report
Runtime and Cropgen Consumed

Crygen consumpdon

60

10 12 14 0o 12 14 o 12 14 M. to run 1.5 miles
— 0 — B— 1 — B— 2 — Experimental group
Experimental group NS 0 . L] =
| L uf

Figure 5.16. Vertical Bar Chart

As expected, larger amounts of oxygen are consumed by faster runners.
Experimental group does not appear to affect this relationship or the average
amount of oxygen consumed. No members of experimental group 2 were
among the slowest runners.
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Pie Charts

To create a pie chart, seléggtaphs — Pie Chart ...

Pie Chart: Fitness [ x|

{huwr g |

0K |
age weight
runt ime Cancel |
r=tpulzse
runpulzse Reset |
maxpulze
oxygen Save Uptiunsl
group Help |

Pie tvpe

* 2-D
= 3-D

Fammpon

Options Titles Variable=s

Figure 5.17. Pie Chart Dialog

Select variables from the candidate list and click on @mwart button to
produce a pie chart for each variable.

Select2-D or 3-D underPie typeto specify whether you want to display a
two-dimensional or three-dimensional chart.

Pie Chart Options

In the Pie Chart Options dialog, you can control the appearance of your pie
chart. Click on theDptions button to display the Pie Chart Options dialog.
Click OK to save your changes.



Pie Chart Options ¢ 129

Number of Slices

The Number of Slicestab enables you to specify the number of slices in the
chart and the levels for which they are displayed.

Pie Chart: Options m
Mumber of Slices ]SIice \-’alues] Labels] Appearance] Details]
1].4 |
Humber of slices Cancel |
# Default number of slices
N slices B "_B | ﬂl
" Slice for each discrete level Help |
" Slices for specified levels S i fo ., L

Figure 5.18. Number of Slice Tab

UnderNumber of slices selectDefault number of slicesto display an algo-
rithmically determined number of slices. Selbdcslicesand select a number
from the list to specify the number of slices to be displayed. S&8kce for
each discrete leveto display a slice for each discrete level of data. If you
are charting no more than one variable, se®ites for specified leveland
click on theSpecifybutton to provide a list of midpoints or to specify a range
of numeric values, or to provide a list of character values.

Slice Values

The Slice Valuestab enables you to control the type of information that is
displayed by each slice by specifying the statistic to display in the chart and
any additional variable to use in computing the statistic.
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Pie Chart: Options [ x|
Mumber of Slices  Slice Values ]Labels] Appearance ] Details]
1] ¢ |
-Statistic to chart Cancel |
& Frequency S
" Percent s e &I
Help |

~Analv=is variables
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runt ime
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oxygen

group

Famove I LI b
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Figure 5.19. Slice Values Tab

SelectingFrequency underStatistic to chart causes each slice to represent
the frequency with which a value or range of values occurs for the chart
variable. SelectingPercentcauses each slice to represent the percentage of
observations of the chart variable having a given value or falling into a given
range.

If you want to show some characteristic of an additional variable for each
level of the chart variable, select the additional variable a&rzalysis vari-
able. Then you can seleSum or Average of the analysis variable as the
statistic to compute and display in each slice.

Select aFrequency variable if each observation in the data set represents
several real observations, with values of the frequency variable indicating
that number.

ThelLabelstab enables you to define the labels for the slices in the pie chart.
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Pie Chart: Options m
Mumber of Slicesl Slice Yalues Labels ]Appearance] Details]
oK |

_Label =lice=s with Corresponding label placement Cancel |

[ Pie percentage C osrron  frwy bade % ot e Reset |

¥ Slice level O firrow  Inside & Dutside Help |

¥ Slice value " Arrow C Inside * Dutside

Figure 5.20. Labels Tab

UnderLabel slices with, you can choose to label the slices with their per-
centage of the pie chart, the level of the slice, and the value of the slice.

Under Corresponding label placement you can place each of the labels

inside or outside the slice, or you can include an arrow that points from the

label to the slice.

Appearance

The Appearancetab enables you to select colors, fonts, and line width.

L
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Mumber of Slicesl Slice Values ] Labelz Appearance ]Details]
1] ¢ |
Slice outline Cancel |
I color I Hidth: W[ 1 A Reset |
[" Match outline color with slice color &I

-Slice text

Il color I Height: MWAI
Font:[SHISS  —|

[" Match text color with slice color

Figure 5.21. Appearance Tab

UnderSlice outling select the check box if you want the outline of each slice
to be the same as the slice color. You can also control the width of the slice
outlines. To select one color to be used for all outlines, click onGbkr
button and select a color from the Color Attributes dialog.

UnderSlice text, select the check box if you want to match the color of the
text with the color of the slice. You can also control the height and font of
the slice text. To select one color to be used for all text, click onGbler
button and select a color from the Color Attributes dialog.

Details

TheDetailstab enables you to specify slice and chart heading options.
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Pie Chart: Options m

Mumber of Slicesl Slice Values] Labels] Appearance Details ]

0K |

-Slice options C 1
ance |

fingle of the first slice: v“ [} Al R 3
ese |

Maximum size (%) of s=lices put in "Other™: V|| 4 Al Help |
" Explode one slice Lapws il I |

" Include missing values in slices

_Chart options

¥ Show default heading above chart

Figure 5.22. Details Tab

Under Slice options you can specify the angle in degrees of the first slice
by clicking on the up or down arrows or by typing in the degree. You can
also define the maximum percentage size of slices you want to gather into an
Other category by clicking on the arrows to choose from a range of one to
fifteen percent. If you are charting one variable, you can sé&eglode one

slice, and type in the level. If you have selectglice for each discrete level

or Slices for specified levelin the Number of Slicestab, you can click on

the arrow next td_evel: to select from a range of levels.

You can choose to include missing values in slices.

UnderChart options, you can selecBhow default heading above charto
include a heading that summarizes what the chart displays.
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Pie Chart Titles

Click on theTitles button to display the Titles dialog.

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In the Pie Chart tab, you can specify titles for the pie chart. Select the box
next toOverride global titles to exclude the global titles from the pie chart
results.

In the Settingstab, you can specify whether or not to include the date, page
numbers, and a filter description.

Pie Chart Variables

Click on theVariables button to display the Pie Chart Variables dialog.

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group, and a separate chart is dis-
played for each analysis. For example, you could use a BY group variable to
perform separate analyses on females and males. Specify BY group variables
by selecting them in the candidate list and clicking onBieGroup button.

Example: Create a 3-D Pie Chart

Open the Fitness Data Set

In this example, you create a pie chart from Fimess data set. If you have
not already done so, open théness data set by following these steps:

SelectTools — Sample Data. . .

SelectFitness.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries .

SelectFitness from the list of members.

Click OK to bring theFitness data set into the data table.

N o o bk w DR
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Specify Pie Chart Variable

To specify the variable to be charted and the chart type, follow these steps:

1. SelectGraphs — Pie Chart . ..

2. Selectruntime from the candidate list, and clidRhart to make min-
utes to run 1.5 miles the charted variable.

3. Select3-D underPie typeto specify a three-dimensional chart.

Pie Chart: Fitness [ x|

Dl I

0K |

age runt ime
we ight Cancel |
rstpulse

runpulse Reset |
maxpulse
oxygen Save Dptinnsl
group

Help |

Pie type

T 2-D
@ 3-D

Frarmrog

Options | Titles Variables

Figure 5.23. Pie Chart Variable and Type

Specify Pie Chart Options

To specify your pie chart options, such as the number of slices, follow these
steps:

1. Click on theOptions button to display the Pie Chart Options dialog.

2. IntheNumber of Slicestab, design a chart with ten slices by selecting
N slicesand clicking on the up arrow until the numkdis visible.
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Pie Chart: Options n
Mumber of Slices ]SIice Yalues ] Labels] Appearance ] Details]
0K |
Number of slices Cancel |
 Default number of slices
#N slices N:V|WA| ﬂl
T Slice for each discrete level Help |
T Slices for specified levels Spmnife. .

Figure 5.24. Number of Slices in Pie Chart

3. IntheSlice Valuestab, selecPercentunderStatistic to chart in order
to chart the percentage of each runtime in relation to the whole.
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Pie Chart: Options n
Number of Slices  Slice Yalues ]Labels] Appearance] Details]
oK |
~Statistic to chart Cancel |
" Frequency S
% Percent O aonrage ﬂl
Help |

~finalysis variables

age
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maxpulse
oxygen
group
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Figure 5.25.  Statistic to Chart

4. In the Labels tab, selecSlice levelunderLabel slices with Select
Arrow underCorresponding label placement Each slice indicates
a runtime, and each label is placed outside the disc, with an arrow
pointing to the corresponding slice.
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Pie Chart: Options n

Mumber of Slices] Slice Yalues Labels ]Appearance ] Details]

0K |
Cancel |

[ Pie percentage Coarrow i ide 0 b e Reset |
¥ Slice level * firrow C Inside " Dutside Help |

[T 8lice value oo e ik & St bk

-Label slices with Corresponding label placement

Figure 5.26. Pie Chart Labels

5. In the Detailstab, deselecBhow default heading above chartinder
Chart options. You provide a new heading in tHatles dialog.
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Pie Chart: Options n
Mumker of Slices] Slice Values] Labels] Appearance  Details ]
oK |
Slice options
Cancel |
fingle of the first slice: 0
0 > oal Rosot |
Maximum size (%) of slices put in "Other’: Vll 4 Al Help |

" Explode one slice HIECIEE R I |

" Include miszing values in =lices

_Chart options

" Show default heading above chart

Figure 5.27. Deselect Default Heading

6. Click OK to save your changes and return to the Pie Chart dialog.

Specify Pie Chart Titles

To specify the titles for your pie chart, follow these steps:

1. Click on theTitles button in the Pie Chart dialog.

2. In the Pie Chart tab, typePercentage of Each Runtimén the first
field.
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Global | Pie Chart ] Settings |
0K |
Cancel |
|Percentage of Each Runtime
I Reset |
I Help |

[  Override global titles

Figure 5.28. Pie Chart Title

3. If you did not change the global title in the first exercise in this chapter,
click on theGlobal tab. TypeFitness Reportin the first field. This
global title is saved across all Analyst sessions until you change it.

Global | Pie Chart | Setti
o a] e Cha ] mgs] aK |
Cancel |
|Fitn333 Report
I Reset |
I Help |

Figure 5.29. Global Title

4. Click onOK to save your title changes.
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Generate Pie Chart

To display your pie chart, clicK in the Pie Chart dialog.

qj Pie Chart of runtime [_[O] =]

Fitness Report =
Percentage of Each Runtime

Figure 5.30. 3-D Pie Chart

Scatter Plots

To create a scatter plot, sele@raphs — Scatter Plot  Select
Two-Dimensional... or Three-Dimensional... to create a two-
dimensional or three-dimensional scatter plot of the data in the current table.
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2-D Scatter Plot: Fitness m
X faxiw I
0K |
age
weight Cancel I
runt ime
rstpulse Reset |
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maxpulse o e Save Elpt.iclnsl
oxygen ¥ fniw I £ iany I
group Help |
ki :
Framoon
Display I Titles | Variables

Figure 5.31. 2-D Scatter Plot Dialog

If you specify more than one variable for any of the axes, one plot is produced
for each combination of variables.

You must specify one or more-axis variables and one or mageaxis vari-
ables. For three-dimensional plots, you must specify one or meands
variables.

For a two-dimensional scatter plot, specify a class variable to define sub-
groups. Each level of the class variable is represented by a different symbol
on the scatter plot.

Two-Dimensional Scatter Plot Options

In two-dimensional plots, you can specify the point color and connecting
lines as well as control the tick marks on the axes. Click onDisplay
button to specify these display options.
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2-D Scatter Plot: Display E

Plotted points

{ Il Point Color I Point synbol: [SQUARE _*_I

DK |
Connecting 1ines
Cancel |
@ Do not connect points
" Connect points with straight 1ines Reszet |
" Connect points to zero on the vertical axis

Help |
Bl Line Color I Line width: W[ 1 |

Line style
& Solid T Dotted { Dashed |

Axes

Number of minor horizontal tick marks: V| OAI

Number of minor vertical tick marks: vl (1] AI

[ Add reference lines at major tick marks

Figure 5.32. 2-D Scatter Plot: Display Dialog

Click on thePoint Color button to choose the point color. Click on the arrow
next toPoint symbol: to choose the symbol.

UnderConnecting lines specify whether the points are to be unconnected
or connected to each other or the vertical axis, and specify the line color and
style. Click on theline Color button to specify the line color to be used for
connecting points. Click on the arrows nextlime width: to specify the
width of the line used to connect points. Undéne style, specify the style

of the line used to connect points.

Under Axes click on the up and down arrows to increase or decrease the
number of minor horizontal and vertical tick marks. Select the check box to
add reference lines at major tick marks.

L
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Three-Dimensional Scatter Plot Options

In three-dimensional plots, you can control the appearance of the points as
well as the tilt and rotation of the plot. You can also control the tick marks
on the axes.

3-D Scatter Plot: Display E

Point appearance
' Symbols

" Symbols and needles oK |
" Needles

Cancel |
- Color I Symbol shape: ISIJUﬁHE _*J =
— ezet |

Tilting and rotating Help |
Tilt angle: ﬂ J j | 70
Rotation angle: ﬂ J j I 70

fAxis options

Number of tick marks:
X axis: W] 44| ¥axis: W[ 4.4 Zaxis: W] 4.4

[ Draw reference lines at tick marks

Figure 5.33.  3-D Scatter Plot: Display Dialog

UnderPoint appearance specify whether the points should be represented
by symbols, needles, or both. Click on t@elor button to specify the color
for point symbols and needles. Click on the arrow nex@ymbol shape:to
specify the symbol for the points.

UnderTilting and rotating , move the bars next oilt angle: andRotation
angle: to specify the tilt angle and rotation angle for the plot.

UnderAxis options, click on the arrows to specify the number.efxis, y-
axis, andz-axis tick marks. Click on the box next foraw reference lines
at tick marks to request that reference lines be drawn at each tick mark.
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Scatter Plot Titles

Click on theTitles button to display the Titles dialog.

Global | 3-D Scatter Plot ] Seftings | oK |

Cancel |
II Re=set |
I Help |

[T Override global titles

Figure 5.34. Titles Dialog, 3-D Scatter Plot Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across Analyst sessions.

In the Scatter Plottab, you can specify titles for the scatter plot. Select the
box next toOverride global titles to exclude the global titles from the scatter
plot results.

In the Settingstab, you can specify whether or not to include the date, the
page numbers, and a filter description.

Scatter Plot Variables

Click on theVariables button to display the Scatter Plot Variables dialog.

BY group variables separate the data set into groups of observations.
Separate analyses are performed for each group, and a separate plot is dis-
played for each analysis. For example, you could use a BY group variable to
perform separate analyses on females and males. Specify BY group variables
by selecting them in the candidate list and clicking onBeGroup button.
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Example: Create a 2-D Scatter Plot

Open the Fitness Data Set

In this example, you use thiétness data set as the basis of your scatter plot.
If you have not already done so, open Bithess data set by following these
steps:

SelectTools — Sample Data. . .

SelectFitness.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectFitness from the list of members.

Click OK to bring theFitness data set into the data table.

N o g s w DN R

Specify Scatter Plot Variables

To specify the variables to be plotted, follow these steps:

1. SelectGraphs — Scatter Plot — Two-Dimensional. . .

2. Selectage from the candidate list, and click Axis to make age in
years ther-axis variable.

3. Selectruntime from the candidate list, and click Axis to make min-
utes to run 1.5 miles thg-axis variable.
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Figure 5.35.  Scatter Plot Variables

Specify Scatter Plot Display Options

To specify your scatter plot display options, follow these steps:

1. Click on theDisplay button to display the Scatter Plot Display dialog.

2. UnderPlotted points, click on thePoint Color button. SelecRed
from the list of colors to make your scatter plot points red. C@iKk.

3. Click on the down arrow next tBoint symbol: and selecDOT from
the list. This makes your scatter plot points display as dots.

4. UnderAxes selectAdd reference lines at major tick marks. This
displays a grid on the scatter plot by which you can orient the points
on the axes.

L
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2-D Scatter Plot: Display m

{Plutted points

Il Foint Color I Point symbol: W *I
0K |
Connecting lines

Cancel |
* Do not connect points
 Connect points with straight lines Re=set |
{ Connect points to zero on the vertical axis

Help |
Bl Line Color I Line width: W[ 1 &
Line style

[ # s5o0lid C Dotted  ( Dashed |

Axes
Number of minor horizontal tick marks: vl 0 AI

Humber of minor vertical tick marks: Vl 0 AI

¥ Add reference lines at major tick marks

Figure 5.36. Display Options

5. Click OK to save your display changes.

Specify Scatter Plot Titles

To specify the titles for your scatter plot, follow these steps:

1. Click on theTitles button in the Scatter Plot dialog.
2. In theScatter Plottab, typeAge versus Runtimein the first field.
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Global | 2D Scatter Plot ] Seftings |
1].4 |
Cancel |
|ﬁge versus Buntine
I Reset |
I Help |

[ Override global titles

Figure 5.37. Scatter Plot Title

3. If you did not change the global title in the first exercise in this chapter,
click on theGlobal tab. TypeFitness Reportin the first field. This
global title is saved across all Analyst sessions until you change it.

Global ] 2.0 Seatter Plot | Settings | oK |
Cancel |

IFitness Report

I Reset |

I Help |

Figure 5.38. Global Title

4. Click OK to save your title changes.
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Generate Scatter Plot

To display your scatter plot, clickK in the Scatter Plot dialog.

B3 Scatter Plot of RUNTIME = AGE

Fitness Report
Age versus Runtime
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Figure 5.39.

2-D Scatter Plot
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Introduction

You can create a detailed report that lists portions of your data, or you can
create a tabular report that summarizes your data.

Listing Data

To create a detailed listing report, sel®gports — List Data . . .

List Data: Fitness m
Proing I ] |
0K |
runtime age
retpul=se maxpulze Cancel |
runpulse weight
oxygen Reszet |
group
Save Options I
Help |
Hoperes
Options Titles Variables

Figure 6.1. List Data Dialog

You can use the List Data dialog to print your data in a listing report. You
can specify the variables to be included in the report and some details about
the report format.

Select variables from the candidate list and click onPhiat button to in-
clude the variables in the listing.



154 ¢ Chapter 6. Creating Reports

Select variables from the candidate list and click onlthkutton to designate
the variables as Id variables in the listing. These Id variables are used instead
of observation numbers to identify the observations in the listing.

List Data Options

Click on theOptions button in the List Data dialog to specify options that
control aspects of the report format and whether or not to print a sum for
numeric columns.

General

The General tab enables you to choose to use column names or column
labels as column headings.

List Data: Options E
Geneml]Sum]
oK |
Use az column headings Line spacing Cancel |
' Column names & Single
C Column labels  Double Reset |
-Print Help |

¥ Dbservation number
Humber of obserwvations

Character to split column headings: I

Figure 6.2. General Tab
Spacing between lines of the report can be single or double.

By default, you can print the number of each observation at the left as an
identifier. If you have selected an Id variable, you cannot print the observa-
tion number.

You can also select to print the total number of observations in the data table
at the end of the report.
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To precisely control column headings in the report, you can specify a spe-
cial character for variable labels that determines where the label is split
as it forms a column heading. You can alter variable labels by selecting
Column Properties. .. from theData menu.

The Sum tab enables you to generate a total for each selected numeric col-
umn.

List Data: Options E
General Sum]
1].4 |
Sum
Cancel |
age
maxpul=se Re=zet |
we ight
Help |
Remove |

Figure 6.3. Sum Tab

The numeric columns that are selected to be printed are listed in the candidate
list. Select a column and click on ti&um button, or double-click on the
column name to add it to the list of columns to be totalled.

List Data Titles

Click on theTitles button to display the Titles dialog.
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Giokal | List Data | Setiings | oK |

Cancel |
:I Reset |
I Help |

[ Override global titles

Figure 6.4. Titles Dialog, List Data Tab

In the Global tab, you can specify titles that are displayed on all output.
These titles are saved across all Analyst sessions.

In theList Data tab, you can specify titles for the report. Select the box next
to Override global titles to exclude the global titles from the report results.

In the Settingstab, you can specify whether or not to include the date, the
page numbers, and a filter description.

List Data Variables

Click on theVariables button to display the List Data: Variables dialog.
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I |

1Y {ramas I

0K |
runtime group
rstpulse Cancel |
runpulse
oxyQen Re=zet |
Help |

Famarg

Figure 6.5. List Data: Variables Dialog

BY group variables separate the data set into groups of observations.
Separate reports are produced for each group. For example, you could use a
BY group variable to produce separate reports for females and males. Specify
BY group variables by selecting them in the candidate list and clicking on the
BY Group button.

Example: Create a Listing Report

Open the Fitness Data Set

In this example, you use theitness data set as the basis of your listing
report. To open th&itness data set, follow these steps:
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SelectTools — Sample Data. . .

SelectFitness.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectFitness from the list of members.

N o g~ w DN R

Click OK to bring theFitness data set into the data table.

Specify Report Columns

To list maximum pulse, resting pulse, and average running pulse for each
age, follow these steps:

1. SelectReports — List Data . . .

2. Selectmaxpulse, rstpulse, andrunpulse and click on thePrint but-
ton to include these variables in the report.

3. Selectage and click on thdd button to makeage the Id variable.

List Data: Fitness m
Proing | ] I

0K |

weight maxpulse age
runt ime rstpulse Cancel I

oxygen runpulse
group Reset |
Save Opt innsl
Help |
Famnson
Options Titles Variables

Figure 6.6. Columns in Report
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Specify Report Options

To designate options such as column headings, follow these steps:

1. Click on theOptions button in the List Data dialog.

2. In theGeneraltab, selecColumn labelsunderUse as column head-
ings.

List Data: Dptions B

General lSum ]

11,4 |
Line spacing Cancel |

" Column names ' Single
& Colunn labels " Double Rezet |
Print ___Help |

[ Swurwnt bon rmaber
[” Number of observations

U=e a= column headings

Character to split colunn headings: I

Figure 6.7. Use Column Labels as Column Headings
3. Click OK to save your changes.

Specify Report Titles

To specify the titles to be displayed in your report, follow these steps:

1. Inthe List Data dialog, click on th€&itles button to specify your report
titles.

2. In theList Data tab, typeHeart Rates According to Agein the first
field.

L
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Global || List Data ] Settings |
1.4 |
Cancel |
IHeart Rates fAccording to fgel
| Reset |
I Help |

[ Override global titles

Figure 6.8. List Data Title

3. If you have not already done so, typéness Reportin the first field
in the Global tab.

4, Click on theSettingstab. Deselectnclude date andInclude page
numbers so that the current date and page number are not printed on
your report.

Global | List Data | Settings ]
0K |
Cancel |
Reset |
Help |

[ Include date
[~ Include page numbers

¥ Include filter description

Figure 6.9. Exclude Date and Page Number

5. Click OK to save your title changes.
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Generate a Data Listing

To generate a data listing of the columns that you have chosen,@Kcln
the List Data dialog.

B Listing A= E

Fitness Report -

Heart Rates ficcording to fige I—

Max i mum Heart rate Heart rate
fige in heart wvhile vhile
vears rate resting running

57 176 58 174
54 165 62 156
52 166 48 164
50 155 48 146
51 172 48 172
54 172 44 168
51 188 59 186
57 155 49 148
49 188 56 186
48 176 52 170
52 172 53 170
44 168 45 168
45 192 56 186

45 176 51 176 j=
47 164 47 162
54 170 50 166
49 185 44 180
51 172 57 168
51 168 48 162
48 164 48 162
49 168 76 168
44 182 62 178
490 185 62 185
44 168 45 156
42 172 40 166
38 180 5% 178
47 176 58 176
40 180 7o 176
43 170 64 162
44 176 63 174
38 186 48 170

Kl Irl_I

Figure 6.10. Data Listing
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Creating a Table

A summary table can often help you spot important features of the data that
are not apparent from a simple data listing.

To create a summary table, sel&®sports — Tables. . .

Tables: Fitness E

Select the type of table wvou want to create.

Statistics Analysizs Variables
Statistics
Analysis Riowy
Yariahles Claszes
S‘l?ilS‘thS. Column Classes
Analysis Yariables
Ry Rowy
Classes Classes

Column Classes
Analysiz Variables
Statistics

Ry

Claszes
Cancel |

Figure 6.11. Reports Menu

Select a report style to specify the format and variables to be displayed.

First Report Style

The first report style displays analysis variables as rows and statistics as
columns.



Statiztics

Analysis
“arigbles
Figure 6.12. First Report Style
Statistics

In the Statisticstab, select one or more statistics from the candidate list and
click on theStatisticsbutton to apply the statistics to the data in your report.

First Report Style

First Report Style: Fitness m
Statistics ]Analysis Variables] Summary]
] Humber of nonmi: « Sttt oy oK |
PCTH Frequency percer |
HHMIS5 HNumber of missir 5un Total Cancel |
SUH Total HEAN fiverage value
PCTSUM Summary percent: HIN Minimum value Reset |
MEAN fAverage value =
MED AN Median Save Options |
MIN Minimum value -
MAY [ I T T Help
i ™ |
Fannoraa
Statistics
Analysis UpEions
Yariahles Titles
Variables
Figure 6.13. Statistics Tab

Analysis Variables

An analysis variable is a variable for which statistics are computed. In the
Analysis Variablestab, select one or more analysis variables from the can-
didate list and click on thAnalysis Variablesbutton to use these as analysis

variables in your report.

L
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First Report Style: Fitness m
Statistics  Anslysis Wariables ]Summary]
runtime Armmive s Variablies | 0K I
ratpulze
runpulse age Cancel I
maxpu |l se we ight
group oXygen Reset I
Save Dptiunsl
Help I

Frasmansr

Statistics

Options

Analysis
Yariahles Titles

Variables

Figure 6.14. Analysis Variables Tab

Summary

The Summary tab displays all of your selections. You can change the order

of statistics and analysis variables by selecting the items in their lists and
clicking the up and down arrows to change their position. Columns and rows
in the resulting table are displayed in the tree view on the right.



First Report Style: Fitness B
Statistic:s] Analysis Mariables  Summsty ]
Statistics: Table oK |
SUH Total Caluritiz
MEAN Averags SUM  Total Cancel |
MIN Minimun MEAM Average w.
MIN  binimum val Reset |
IS Save Options |
4| | » age
weight Help |
—I —I oxygen
Analysis vars:
age
we ight
oxygen
Options
Titles
_I_I ﬂ—l _’I Variables

Second Report Style

Figure 6.15. Summary Tab

Second Report Style

The second report style displays levels of class variables as rows and statistics

for analysis variables as columns.

Analysiz Variables

=tatistics

Ry
Clazses

Figure 6.16. Second Report Style

As with the first report style, the second report style also Stistics,
Analysis Variables and Summary tabs. In addition, it also has Row

Classegab.

L

165



166 ¢ Chapter 6. Creating Reports

Row Classes

In the Row Classedab, select one or more class variables from the candi-
date list and click on th&ow Classesutton to display rows in your report
according to their levels.

Second Report Style: Fitness E
Analysis \-’ariables] Statistics  Row Classes ]Summary]
weight Fow L iossos 0K I
runtime
rztpulse age Cancel I
runpulse group
maxpulse Reszet I
Save Opt innsl
Help I
e
Analysizs Variables
Statistics 5
Options
Ry "
Claszes Titles
Variables

Figure 6.17. Row Classes Tab

Third Report Style

The third report style displays levels of class variables as rows and statistics
for analysis variables as columns.

Statistics
Analysiz Variables

Fowne
Clazzes

Figure 6.18. Third Report Style

The third report style contains the same tabs as the second report style; it
differs from the second report style in the hierarchy of column headings.
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Fourth Report Style

The fourth report style displays levels of class variables as both rows and
columns, with cells of the table containing the frequency of that combination
of levels.

Column Classes

ROy
Clazzes

Figure 6.19. Fourth Report Style

As with the other report styles, the fourth report style h&uamary tab.
As with the second and third report styles, the fourth report style fmsna
Classedab. In addition, this report style hagCalumn Classedab.

Column Classes

In the Column Classedab, select one or more class variables from the can-
didate list and click on th€olumn Classesbutton to display columns in
your report according to their levels.
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Fourth Report Style: Fitness m
Column Classes ]Row Clazses ] Summary]
weight Column {lasses | 114 I
runt ime
rstpulse group Cancel I
runpulse age
maxpulse Rezet I
oxygen
Save Dptiunsl
Help I

Frasmansr

Column Clazses

Options

Rowe =
Classes Titles

Variables

Figure 6.20. Column Classes Tab

Fifth Report Style

The fifth report style displays levels of class variables as rows and statistics
for analysis variables at levels of other class variables as columns.

Column Clazzes
Analyvziz Yariakbles
Statistics

R
Clazzes

Figure 6.21. Fifth Report Style

As with other report styles, the fifth report style ha€alumn Classesan
Analysis Variables, a Statistics aRow Classesand aSummary tab.
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Example: Create a Tabular Report

Open the Class Data Set

In this example, you use theélass data set as the basis of your report. To
open theClass data set, follow these steps:

SelectTools — Sample Data. . .

SelectClass.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectClass from the list of members.

Click OK to bring theClass data set into the data table.

N o g bk wDNPE

Choose a Report Style

Use the fifth report style to display the average weights by age and sex in the
Class data set. To choose a report style, follow these steps:

1. SelectReports — Tables. ..
2. Select the fifth report style.
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Tables: Class B

Select the twpe of table vou want to create.

Statistics Analysis Yariables
Statistics
Analysizs Row
Wariakles Classes
Stﬁtlstlcg Column Classes
Analysis Variahles
Fom Row
Claszes Claszes

Column Clazses
Analysis Yariables
Statistics
Roroy
Claszes

Cancel |

Figure 6.22. Select the Fifth Report Style

Specify Rows and Columns

To specify the rows and columns for your report, follow these steps:

1. IntheColumn Classedab, selecsex from the candidate list and click
on theColumn Classedutton to display the values séx as columns
in your report.
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Fifth Report Style: Class n

Column Clazses ]Analysis “ars ] Stats] Fow Claszes ] Summary]

0K |

C name Lo tamn Claswss I
age Cancel |
height =ex

weight Reset |
Save Options |
Help |

Hemara |

Column Classes
Analysis Yariables
Statistics

Options
Titles

Rowy
Clazzes

Variables

Figure 6.23. Select a Column Class

2. Click on theAnalysis Vars tab. Selectveight from the list and click
on theAnalysis Variablesbutton to makaveight the analysis variable
in your report.
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Fifth Report Style: Class n

Column Clagses  Analysis Vars ]Stats ] Foy Classesl Summary ]

0K I

C name frwiveis Vo tables I
age Cancel I
height we ight

Reset I
Save Options I
Help I

Hamove |

Column Clazses
Analysizs Variables
Statistics

Options
Titles

Ry
Classes

Variables

Figure 6.24. Select an Analysis Variable

3. Click on theStatstab. SelectMEAN from the list and click on the
Statisticsbutton to display the average weight.
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Example: Create a Tabular Report

Column Classesl Analysiz Wars  Stats ]Row Classesl Summary]

N Humber of nonmi: «
PCTH Frequency percer |
HMISS Humber of missir
SuUM Total [—
PCTSUM Summary percent:

Stativtivg

MEAN fiverage value -
MEDN 1AM Mo
ﬁ | »

MEAN

fiverage value

Femonsa

Riovwy
Classes

Column Classes
Analysis Yariables
Statistics

DK |
Cancel |
Reset |

Save Dptiunsl
Help |

Options
Titles

Variables

Figure 6.25. Select a Statistic

4. Click on theRow Classedab. Selecage from the list and click on the
Row Classeshutton to display the values afge as the rows in your

report.
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Fifth Report Style: Class n

Calumn Classesl Analysiz Vars] Statz  Row Claszes ]Summary ]

DK |
Cancel I
Reset I
Save Options I
Help I

C name Row O lawswes
height

age

Hlamoe

Column Classes
Analysis Variables
Statistics

Options
Titles

Ry
Classes

Variables

Figure 6.26. Select a Row Class

5. Click on theSummary tab to see the results of your selections.
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Fifth Report Style: Class n
Column Clazses ] Analysiz WVars ] Stats] Row Claszes  Summary ]
- A . oK |
Column classes: Analysis vars: R
sexX weight Columnz Cancel |
L sen
l—welin_:j_ht Reset |
Flows L Save l]ptiunsl
A v AW = __tew |
Statistics: Row classes:
HEAN fiveraaq age
Options
4 | | » Titles
_I_I _I_I ﬂ—l _’I Variables
Figure 6.27. Report Layout

Specify Report Options

To specify the options for your report, follow these steps:

1. Click on theOptions button in the Fifth Report Style dialog.

2. In the General tab, selectnclude summary row. Click Bottom to

display a summary row at the bottom of each column.

L
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Fifth Report Style: Options n
General ]Missing Values] Labels] Formats ]

¥ Include summary row Label : | 0K |
 Top & Bottom

Cancel |

Reset |
Help |
Humber of spaces used for row titles:l 24

Default cell format: IBEST12.2 —Hl

Class value order:

" Include summary column Labed |
Clhaty * Biging

& By unformatted value

' By formatted value

" Dezcending frequency count
 Order in which encountered

Figure 6.28. Include Summary Row

3. Click on theMissing Valuestab. TypeNo Studentsin the Missing
value text: field.
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Fifth Report Style: Options n
General Miszing Values ]Labels] Formats]
[ Treat missing values as valid class levels 0K |
[" Include headings for empty combinations ﬂl
Hizsing value text: |N|:| Students ﬂl
Help |

Figure 6.29. Type Missing Value Text

4. Click OK to save your changes and return to the Fifth Report Style
dialog.

Specify Report Titles

To create atitle and suppress the date and page numbers in your report, follow
these steps:

1. Select theTitles button in the Fifth Report Style dialog.

2. In the Table tab, typeAverage Weights by Age and Sexn the first
field.

3. SelectOverride global titles to suppress the title from the previous
example.
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Global | Table | Settings
| rate | setinge] o |
Cancel |
Iﬁuerage Heights by fige and Sex
| Reset |
I Help |

¥ Override global titles

Figure 6.30. Add a Title

4. Click on theSettingstab. Deselectnclude date andInclude page
numbers so that the date and page numbers are not displayed in your

report.
Global | Takle | Setti
Ie a] El e] mgsl — |
Cancel
[~ Include date —I
Reset |
[ Include page numbers
Help |

[¥ Include filter description

Figure 6.31. Suppress Date and Page Numbers

5. Click OK to save your changes and to return to the Fifth Report Style
dialog.
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Display Your Report
To display your report in the fifth report style, cli€kK in the Fifth Report

Style dialog.
B Report on Class [_ [O] x|
fiverage Heights by fige and Sex =
Gender
F M
Height in Height in
pounds pounds
fAverage fiverage
value value
fige in years
11 50.50 85.00 —
12 80.75 103.50
13 91.00 84.00
14 96.25 107.50
15 112.25 122.50
16 Ho Students 150.00
All 90.11 108.95

4 Ba

Figure 6.32. Display Report in Fifth Report Style
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Chapter 7
Descriptive Statistics

Introduction

Descriptive statistics and plots are often used in the initial phase of a statisti-
cal analysis. These tools enable you to identify relationships in the data and
to determine directions for further analysis.

Summary Statistics. .
T able Analysiz. . Distributions. .

Hypatheszis Tests Carrelations. ..
AN,

k

g Frequency Counts...
Fiegreszion *

k

k

k

Fuiltive ariate:
Survival

Sample Size

Indesx. ..

Figure 7.1. Descriptive Menu

The Analyst Application provides several types of descriptive statistics and
graphical displays. The Summary Statistics task provides the following in-
formation: mean, median, standard error and standard deviation, variance,
minimum, maximum, range, sum, skewness and kurtosis, studeatis
probability value, coefficient of variation, and sums of squares. Graphics
in this task include histograms and box-and-whisker plots.
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The Distributions task produces statistics such as moments and quantiles as
well as measures of location and variability. You can request fitted distri-
butions from the normal, lognormal, Weibull, and exponential distributions.
Plots included are the box-and-whisker plot, histogram, probability plot, and
guantile-quantile plots. Histograms can be superimposed with fitted curves
from the distribution families. Probability and quantile-quantile plots are
available for each of the distributions.

The Correlations task gives you the choice of Pearson and Spearman cor-
relations as well as Cronbach’s alpha, Kendall's taand Hoeffding’s D.
Scatter plots with optional confidence ellipses are available.

The Frequency Counts task provides one-way frequency tables, which in-
clude frequencies, percentages, and cumulative frequencies and percentages.
Horizontal and vertical bar charts are also available.

The examples in this chapter demonstrate how you can use the Analyst
Application to compute one-way frequency tables, obtain summary statis-
tics, examine the distribution of your data, and compute correlations.

Producing One-Way Frequencies

The data set analyzed in the following sections is taken from the 1995
Statistical Abstract of the United States. The data are measures of the birth
rate and infant mortality rate for 1992 in the United States. Information

is provided for the 50 states and the District of Columbia. The states are
grouped by region. Here, these data are considered to be a sample of yearly
data.

Suppose you want to determine the frequency of occurrence of the various
regions. In the following example, a listing of the frequencies and a bar chart
are produced.

In the Frequency Counts task, you can compute one-way frequency tables
for the variables in your data set. For each value of your analysis variable,
Analyst produces the frequency, cumulative frequency, and cumulative per-
centage. You can control the order in which the values appear and specify
group and count variables.
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Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To opeiBthdth92
data set, follow these steps:

SelectTools — Sample Data. . .

SelectBthdth92.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectBthdth92 from the list of members.

Click OK to bring theBthdth92 data set into the data table.

N o o b~ wDdN e

Request Frequency Counts

To request frequency counts, follow these steps:

1. SelectStatistics— Descriptive — Frequency Counts. .
2. Selectregion as the frequencies variable from the candidate list.

The default analysis provides the information desired. Note that you can use
the Input dialog to select the specific ordering by which the variable values
are listed.

Figure 7.2displays the Frequency Counts dialog wiggion specified as the
frequencies variable.
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Frequency Counts: Bthdth92 E

P b I

Ok |

birth reqion
death Cancel |
C division
C state Reset |
Save l]ptiunsl

Help |

Farmapsar

Input Plots Tables I

Titles Variables

Figure 7.2. Frequency Counts Dialog

Request a Horizontal Bar Chart

To produce a horizontal bar chart in addition to the frequency counts, follow
these steps:

1. Click on thePlots button.
2. SelectHorizontal, as displayed ifrigure 7.3
3. Click OK to close the Plots dialog.
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Frequency Counts: Flots m |

Bar charts s I
¥ Hor izontal Cancel I
[ Vertical

Re=set I
Help I

Figure 7.3. Frequency Counts: Plots Dialog

Click OK in the Frequency Counts main dialog to perform the analysis.

Review the Results

The results are presented in the project tree undeFtbgquency Counts
folder, as displayed ifrigure 7.4 The three nodes represent the frequency
counts output, the horizontal bar chart, and the SAS programming statements
(labeledCode) that generate the output.
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;F Analyzst: [new project]

ﬂgmlNBW Project :I
E} [@Ethdtha2 Analysis
=" Bitheith@z
E} [,_\"‘Frequenc',-' Courts
.‘ 1 Wz Freguencies of Bthodtha2
4| Horizortal Bar Chart of REGION
- B cade
=
o D[

Figure 7.4. Frequency Counts: Project Tree

You can double-click on any node in the project tree to view the contents in a
separate window. Note that the first output generated is displayed by default.

Figure 7.5displays the table of frequency counts for the variablgion.
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B 1-way Frequencies of Bthdth32 !Hn
The FREQ Procedure _I
Cumulative Cumulative
region Frequency Percent Frequency Percent
MU 12 23.53 12 23.53
NE 9 17.65 21 41.18
S 17 33.33 a8 74.51
W 13 25.49 g1 100,00

4 | o

Figure 7.5. Frequency Counts: One-Way Frequencies of the Variable

region
The table shows that about 33% of the observations in the data set are located
in the southern region, and roughly 25% of the observations are located in
the western and midwestern regions, respectively. Approximately 18% of
the observations are located in the northeastern region.

To display the bar chart of the frequency counts, double-click the node la-
beledHorizontal Bar Chart of REGION (Figure 7.§.
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B Horizontal Bar Chart of REGIOH - [O] x]
CUM. cumM.
FREQ.  PCT  FCT.
L 2 2383 2353
c NE 2 766 48
2
g
5 333 7451
w

1 2543 100.00

FREQUENCY

Figure 7.6. Frequency Counts: Horizontal Bar Chart by Region

Computing Summary Statistics

In this task, summary statistics (such as the mean, standard deviation, and

minimum and maximum values) are desired for the birth and infant mortality

rates for each region. In addition, box-and-whisker plots are requested.
Request Summary Statistics

To request the Summary Statistics task, follow these steps:

1. SelectStatistics — Descriptive — Summary Statistics . .
2. Select the analysis variablbgth anddeath from the candidate list.

You can specify a classification variable to define groups within your data.
When you specify a classification variable, the Analyst Application produces
summary statistics for the analysis variables at each level of the classification
variable.

3. Selectregion as the classification variable.
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Figure 7.7displays the Summary Statistics main dialog vittth anddeath
specified as the analysis variables aadion specified as the classification

variable.
Summary Statistics: Bthdth92 [ x|

e farw b |

0K |
C division birth
C =tate death Cancel |
Rezet |
| Save Dptiunsl
Diang
Help |

[Feaion
ki b

Ronoos | Statistics Plots Output
Save Data Titles Variables

Figure 7.7. Summary Statistics Dialog

Request Box-and-Whisker Plots

To request box-and-whisker plots, follow these steps:

1. Click on thePlots button.
2. SelectBox-&-whisker plot.
3. Click OK.

Figure 7.8displays the Plots dialog witBox-&-whisker plot selected.

L
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Summary Statistics: Plots E

Types of plots
0K |
[ Histogram
v Box-&-whisker plot Cancel |
Reset |
Hote: Heightz are not used in the
construction of plots. &I

Figure 7.8. Summary Statistics: Plots Dialog

To perform the analysis, clickK in the main dialog.

Review the Results

The results are presented in the project tree undeStlmemary Statistics
folder, as displayed ifrigure 7.9 The four icons represent the summary
statistics output, the box-and-whisker plots for each analysis variable, and
the SAS programming statements (labeGamtle) that generate the output.
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ﬁF Analyst: [(new project)

i,%'New Project =

E} [ Ethctha2 Analysis
i=7 Bithoithaz
E} mSummar\; Statistics
Summary Statistics of Btheth32
[} [aEiox Plots |
' i Boxplot of BIRTH by REGION

5| Boxplat of DEATH by REGION
-~ F code

w
1 | v

Figure 7.9. Summary Statistics: Project Tree

Double-click on any of the icons to display the corresponding information in
a separate window.

Figure 7.1(displays, for each value of the classification variakelgion, the
number of observations, the mean, the standard deviation, and the minimum
and maximum values of each analysis variable. The western region has the
highest birth rate1(6.89) and the southern region has the highest death rate
(10.15).
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B Summary Statistics of Bthdth92 !Elm
The MEANS Procedure -
region Obs Variable N Hean Std Dew Hinimum Max imum
MKW 12 birth 12 14.8250000 0.7581377 13.7000000 16.5000000
death 12 8.5916667 1.0974833 7.1000000 10.2000000
NE 9 birth 9 14 . 3666667 0.8930286 13.0000000 15.9000000
death 9 7.9777778 1.2194033 5.6000000 9.0000000
5 17 birth 17 15.4647059 1.4924565 12.3000000 18.7000000
death 17 10.1529412 2.6241946 7.8000000 19.6000000
H 13 birth 13 16.892307¢7 2.1864970 14.0000000 20.5000000
death 13 ¥.4769231 0.96708E6 5.9000000 8.9000000

Figure 7.10. Summary Statistics: Statistics for birth and death

Figure 7.11displays the box-and-whisker plot for the variableth for each
level of theregion variable.

B3 Boxplot of BIRTH by REGION [- O] x]

o

20

birth

MW NE 5 W

region

Figure 7.11. Summary Statistics: Box-and-Whisker Plot for Birth Rate by
Region

This plot reveals a possible outlier in the birth rate for the midwestern re-

gion (region="MW"). The western regionrggion="W’) is noticeable as the

region with the highest birth rate.
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Examining the Distribution

You can examine the distributional properties of your data with the
Distributions task. This task enables you to produce descriptive statistics for
the variables, test the fit of several distributions to your data, and examine
displays such as histograms and probability plots. In this task, interest lies
in examining the birth and infant mortality rates for each region.

Request a Distributions Analysis
To request the Distributions task, follow these steps:

1. SelectStatistics— Descriptive — Distributions ...
2. Selectbirth anddeath as the analysis variables.
3. Selectregion as the classification variable.

Figure 7.12displays the Distributions main dialog with the preceding vari-
able specifications.

Distributions: Bthdth92 |

Farw fvw i |

0K |
C division birth
C =tate death Cancel |
Reset |
Save Dptiunsl
£ o |
Help |

[reaion
K| 3
Py I
Hethod Plots Fit
Save Data Titles Variables

Figure 7.12. Distributions Dialog
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The default analysis provides moments, quartiles, and measures of variabil-
ity.

Request Plots

To request box-and-whisker plots and histograms, follow these steps:

1. Click on thePlots button.
2. SelectBox-&-whisker plot.
3. SelectHistogram.

4. Click OK.

Figure 7.13displays the Plots dialog.

Distributions: Plots [ x|

Tyvpez of plots

0K |
¥ Box-&-whisker plot
¥ Histogram Cancel |
[ Probability plot
[ Quantile—-quantile plot Re=zet |
Help |

Note: Heightz are not uwsed in the
construction of plots.

Figure 7.13. Distributions: Plots Dialog

Request Fitted Distribution

To fit a normal distribution to these data, follow these steps:

1. Click on theFit button in the main dialog.
2. SelectNormal.
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By default, parameter values are calculated from the data when you fit the
normal distribution. If you want to enter specific parameter values, click

on the down arrow (displayed fRigure 7.14 and selecEnter values For

the lognormal, exponential, and Weibull distributions, you can specify that

parameters be calculated by maximum likelihood estimation (MLE), or you

can enter specific parameter values.

3. Click OK.

Digtributions: Fit

Fit distributions 0K |
v Hormal
Parameters: | Sample estimates ||E Cancel |
[T Lognornal Reset |
Parameters: | LB || |
Help |

[ Exponential
Parameters: | & 0 | | |

[ Heibull
Parameters: | i || |

Figure 7.14. Distributions: Fit Dialog

When you have completed your selections, clizK in the main dialog to
perform the analysis. The results are presented in the project tree displayed
in Figure 7.15

Review the Results

Double-click on any of the resulting eight icons to display the corresponding
output in a separate window.
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zF Analyst: [new project]

ﬂﬁ‘New Project il

cl [ Bthatha Aralysis
=% Bthothaz

E} [ Distributions
Moments and Quantiles of Bthdth32
Fitted Distributions of Bthoth92
[} [&Box Plots
- 53 Box Plot of BIRTH
- 53| Box Plot of DEATH
= G-Histagrams
- =9 Histogram for birth
- 53 Histogram for birth

- 5§ Histogram for death

- 53| Histogram for death

- [F] Codle

=l
.| | »f

Figure 7.15. Distributions: Project Tree

The Moments and Quantiles output provides summary information for each
variable. Figure 7.16displays the output labeled Fitted Distributions of
Bthdth92, which summarizes how closely the normal distribution fits each
variable, by region.
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B Fitted Distributions of Bthdth92

The UNIVARIATE Procedure
Fitted Distribution for birth
region = MH

|»

Parameters for Hormal Distribution

Parameter Symbo1 Est imate
Mean Mu 14.825%
Std Dev Sigma 0.758138 [

Goodness-of-Fit Tests for Hormal Distribution

Test -=-=Statiztic=-—-=-=-  =—===- p Valug=-==--
Kolmogorov=8mirnov D 0.14881321 Pr > D 20.150
Cramer-von Mises H-5q 0.04851780 Pr » H-5q >0.250
_I finderson-Dar1ing A-5q 0.293793085 Pr » A-5q >0.2590 | ILI
4 »

Figure 7.16. Distributions: Fitted Distributions Results

Based on the test results displayedrigure 7.16 the null hypothesis that
the variablebirth is normally distributed cannot be rejected at the- 0.05
level of significance-values for all tests are greater than5). The same is
true for the variableleath except for the southern regiore@ion="S’). The
hypothesis is rejected at thhe= 0.05 level of significance for the death rate
in the southern region.

Two sets of box plots and four sets of histograms are also produced. A single
box-and-whisker plot is created for each of the two variables. The box-and-
whisker plot for the variabléirth is displayed when you double-clidkox

Plot of BIRTH in the project tree.

Two histograms are created for each variable. Each graphic contains a his-
togram for two levels of the classification variablegion. The first his-
togram contains the information for the midwestern and northeastern regions
(region="MW’ and region='NE"), as displayed irFigure 7.17 The second
histogram (not shown) contains the information for the southern and western
regions fegion='S’ andregion="W").
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qj Histogram for birth !Iﬂﬂ
o)
401
z| I
2 0
o 20
107
— 0-
] nae]
401
T
2 5
o 20
107

124 132 14 148 186 164 172 18 188 1885 204
birth

Figure 7.17. Distributions: Histogram for birth

The normal curve overlaid on the histogram displayed-igure 7.17is

the result of requesting a normal distribution fit in the Fit dialégg(re
7.14). The statistical details of the fit are located in the output labeled Fitted
Distributions of Bthdth92, which also includes the details of the fit for the
variabledeath.

Computing Correlations

You can use the Correlations task to compute pairwise correlation coeffi-
cients for the variables in your data set. The correlation is a measure of the
strength of the linear relationship between two variables. This task can com-
pute the standard Pearson product-moment correlations, nonparametric mea-
sures of association, partial correlations, and Cronbach’s coefficient alpha.
The task also can produce scatter plots with confidence ellipses.

The following example computes correlation coefficients for four variables
in theFitness data set. This data set contains measurements made on groups
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of men taking a physical fitness course at North Carolina State University.
The variables are as follows:

age age, in years

weight weight, in kilograms

oxygen oxygen intake rate, in milliliters per kilogram of body
weight per minute

runtime time taken to run 1.5 miles, in minutes

rstpulse heart rate while resting

runpulse heart rate while running

maxpulse maximum heart rate recorded while running

group group number

This example includes looking at correlations between the varialtgisne,
runpulse, maxpulse, andoxygen and also producing the corresponding
scatter plots with confidence ellipses.

Open the Fitness Data Set

To open thd-itness data set, follow these steps:

SelectTools — Sample Data. . .

SelectFitness.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectFitness from the list of members.

N o ok~ wDNRE

Click OK to bring theFitness data set into the data table.
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Request Correlations

To compute correlations for variables in thRéness data set, follow these
steps:

1. SelectStatistics — Descriptive — Correlations . . .
2. Select the variablesuntime, runpulse, maxpulse, andoxygen to
correlate.
Figure 7.1&displays the resulting Correlations dialog.

Comrelations: Fitness E

Correiate |

1] 4 |

age runt ime
weight runpulze Cancel |
rstpul=ze maxpulze

group OXyQEN Reset |
Save Dptiunsl
Help |

Farmurs

Options Plot=s Save Data

Titles Variables

Figure 7.18. Correlations Dialog

If you click OK in the Correlations main dialog, the default output, which
includes Pearson correlations, is produced. Or, you can request specific types
of correlations by using the Options dialog.
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Request a Scatter Plot

To request a scatter plot with a confidence ellipse, follow these steps:

1. Click on thePlots button.
2. SelectScatter plots
3. SelectAdd confidence ellipses

The confidence level used in calculating the confidence ellipgsé3s To use
a different level, type that value in th&robability value: field, as displayed

in Figure 7.19
4. Click OK.
Correlations: Plots |
Tyvpes of plots
0K |
[¥ Scatter plots

¥ Aidd confidence ellipses Cancel |
Confidence ellip=zes options _ fesol |
Probability value: [0.95 Help |

Figure 7.19. Correlations: Plots Dialog
Click OK in the main dialog to perform the analysis.
Review the Results

The results are presented in the project tree, as displayeidumne 7.20

203
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zF Analyst: [new project]

i,'!E'New Project =
E} [;F'rtness Analysis
- é? Fitness
EI G‘Currelaﬁuns
Correlations of Finess
1 [ Scatter Plots

- E§) Confidence ellipse: RUNTIME x RUNPULSE

- =g Confidence elipse: RUMTIME x MAKXPULSE
- 5§ Confidence elipge: RUNMTIME x OXGEN
- 5gjiConfidence elipse: RUNPLULSE x MAKPLLSE

- =g Confidence elipse: RUNPLULSE x OXYGEN

- g Confidence elipse: MAKPULSE x OXYGEN

- |£] Code

-
1| | »

Figure 7.20. Correlations: Project Tree

You can double-click on any of the resulting nodes in the project tree to view
the information in a separate window.

Figure 7.21displays univariate statistics for each of the analysis variables.
The table provides the number of observations, the mean, the standard devi-
ation, the sum, and the minimum and maximum values for each variable.
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BS Cormrelations of Fitness A= E
The CORR Procedure -
4 Variables: runtime runpulse maxpulse oxygen
Simple Statistics
Variable N Hean 5td Dev Sum Minimum Max i mum
runtime a1 10.58613 1.38741 328.17000 8.17000 14.03000
runpulse a1 169.64516 10.25199 5259 146. 00000 186.00000
maxpulse 3 173.77419 9.16410 5387 155. 00000 192.00000
oxygen 3 47.37581 5.32723 1469 37.38800 60.05500
Sinmple Statistics
Variable Label
runt ime Min. to run 1.5 miles
runpulse Heart rate while running
maxpulse Maximum heart rate
oxXygen Oxygen consumption
'l .rl
Figure 7.21. Correlations: Univariate Statistics

Figure 7.22displays the table of correlations. Thevalue, which is the sig-

nificance probability of the correlation, is displayed under each of the corre-
lation coefficients. For example, the correlation between the variaides
pulse andruntime is 0.22610, with an associatep-value 0f0.2213, and the
correlation between the variablegygen andrunpulse is —0.39797, with
an associateg-value 0f0.0266.

L
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B Correlations of Fitness |- [O] x]

Pearson Correlation Coefficientz, H = 31
Prob > {ri under HO: Rho=0

runtime runpulse maxpulse oxygen
runtine 1.00000 0.31365 0.22610 -0.86219
Min. to run 1.5 niles 0.0858 0.2213 <.0001
runpulse 0.31365 1.00000 0.923975 =-0.39797
Heart rate while running 0.0858 <. 0001 0.0266
naxpu lse 0.22610 0.92975 1.00000 -0.23674
Maximum heart rate 0.2213 <.0001 0.1997
oxygen =-0.86219 =-0.39797 -0.23674 1.00000
Oxygen consumption <.0001 0.0266 0.1997

ﬂ o

Figure 7.22. Correlations: Table of Correlations

Six scatter plots, each of which includes a 95% confidence ellipse, are pro-
duced in this analysis. Each plot displays the relationship between one pair
of the analysis variables. The scatter plotraftime versusoxygen is dis-
played inFigure 7.23
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By Confidence ellipse: RUNTIME » OXYGEN H=E3
701 _I
60

Oxygen consumption
3

7 8 989 10 11 2 B ¥ B

Min. to run 1.5 miles

Confidence Ellipse: 0.95

4 o

Figure 7.23. Correlations: Scatter Plot with Confidence Ellipse

Confidence ellipses are used as a graphical indicator of correlation. When

two variables are uncorrelated, the confidence ellipse is circular in shape.

The ellipse becomes more elongated the stronger the correlation is between
two variables.
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Introduction

Hypothesis tests are frequently performed for one and two samples. For one
sample, you are often interested in whether a population characteristic such
as the mean is equivalent to a certain value. For two samples, you may be
interested in whether the true means are different. When you have paired
data, you may be interested in whether the mean difference is zero.

Statistical hypothesis tests depend on a statistic designed to measure the de-
gree of evidence for various alternative hypotheses. You compute the value
of the statistic for your sample. If the value is improbable under the hypoth-
esis you want to test, then you reject the hypothesis.

Dezcriptive L

T able Analyziz...

Hypothesiz Testz . P One-5ample £-test for a Mean...

AM DA oy One-5ample t-test for a Mean...

Regreszion L One-5Sample Test for & Proportion...

Mulbivanate L One-Sample Test for a Yanance. .

Survival : ' Two-5Sample t-test for Means...

Sample Size ' Twao-5ample Paired tHtest for Means...

Index. Two-5ample Test for Proportions. ..
Two-Sample Test for Wariances...

Figure 8.1. Hypothesis Tests Menu

The Analyst Application enables you to perform hypothesis tests for means,
proportions, and variances for either one or two samples.
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The examples in this chapter demonstrate how you can use the Analyst
Application to perform a one-samplidest, a paired-test, a two-sample test

for proportions, and a two-sample test for variances. Additionally, the sec-
tion “Discussion of Other Testsin page 231 provides information on other
hypothesis tests you can perform with the Analyst Application.

One-Sample t-Test

The One-SampleTest task enables you to test whether the mean of a vari-
able is less than, greater than, or equal to a specific value. The observed mean
of the variable is compared to this value.

The data set analyzed in the following exam@#é)dth92, is taken from the
1995 Statistical Abstract of the United States, and it contains measures of the
birth rate and infant mortality rate for 1992 in the United States. Information
is provided for the 50 states and the District of Columbia, grouped by region.

Suppose you want to determine whether the average infant mortality rate in
the United States is equal to a specific value. Note that the one-sttegte

is appropriate in this situation because the standard deviation of the popu-
lation from which the data arise is unknown. When you know the standard
deviation of the population, use the One-Sample Z-Test for a Mean task (see
the sectiorfDiscussion of Other Testgdn page 231 for more information).

Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

. SelectTools — Sample Data. ..

SelectBthdth92.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectBthdth92 from the list of members.

Click OK to bring theBthdth92 data set into the data table.

N o o s~ w DR
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Request a One-Sample t-Test

To test whether the average infant mortality rate is equal to 8, follow these
steps:

1. SelectStatistics — Hypothesis Tests—
One-Sample t-Test for a Mean . .

2. Selectdeath as the variable to be analyzed.
3. Enter8in the box labeledNull: Mean = and pres&nter.

Your alternative hypothesis can be that the mean is less than, greater than, or
not equal to a specified value. In this example, the alternative hypothesis is
that the mean of the variabtkeath is not equal to 8.

In Figure 8.2 the one-samplétest dialog defines the null and alternative
hypotheses and specifidsath as the variable to be tested.

One-5ample t-test for a Mean: Bthdth92 E
Va tadrte
DK |
C region death
C division Ll L Cancel |
C state
birth Heset |
Hypothezes
Nul 1 Mean =l | .Save Options|
' Mean *= 0 Help |
filternate: | C Mean > ©
" Mean < 0
Fasmupos
Tests Plots Titles I Variables I

Figure 8.2. One-Sample t-Test Dialog

The default one-sampletest task includes sample statistics for the variable
death and the hypothesis test results.
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Compute a Confidence Interval for the Mean

To produce a confidence interval for the mean in addition to the hypothesis
test, follow these steps:

1. Click on theTestsbutton in the main dialog.
2. Selectinterval to request a two-sided confidence interval for the mean.

You can choose either a one-sided or a two-sided confidence interval for the
mean. The selectiorsower bound and Upper bound specify one-sided
confidence bounds.

The default confidence level is 95%. You can click on the down arrow to
select another confidence level, or you can enter a confidence level in the
box.

3. Click OK to return to the main dialog.

Figure 8.3displays the selection of a 95% two-sided confidence interval for
the mean. Note that you can also request a retrospective power analysis of
the test in th&ower Analysistab.

One-5ample t-test for a Mean: Tests E
Confidence Intervals ]F‘ower Analysis ]
Confidence intervals 0K |
" None Cancel |
¥ Interval
" Lower bound Rezet |

" Upper bound

Help |
Confidence level: ISS.OE |I|

Figure 8.3. One-Sample t-Test: Tests Dialog
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Request a t Distribution Plot

To request adistribution plot in addition to the hypothesis test, follow these
steps:

1. Click on thePlots button in the main dialog.
2. Selectt distribution plot .
3. Click OK to return to the main dialog.

Figure 8.4displays the Plots dialog withdistribution plot selected.

One-5ample t-test for a Mean: Plots |

Tyvpez of plots LI
[ Box-&-whizsker plot Cancel |
[ Bar chart

Wt distribution plot Rezset |

Help |

Figure 8.4. One-Sample t-Test: Plots Dialog

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the hypothesis test are displaye&igure 8.5 The output
includes the “Sample Statistics” table for the variatdmth, the hypothesis
test results, and the 95% confidence interval for the mean.

The mean of the variabléeath is 8.61, which is greater than the specified
test value of 8.
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B Analysis [_ O] x]

One Sample T Te=st for a Hean -

Sample Statistics for death

Hypothesis Test

Hull hypothesis: Hean of death = 8
Alternative: Mean of death *= 8 | |
t Statistic Df Prob > t
2.102 50 0.0406

95 X Confidence Interval for the Mean

Lower Limit: 8.03
Upper Limit: 9.20

4 of

Figure 8.5. One-Sample t-Test: Output

Thet statistic 0f2.102 and the associatq@value (.0406) provide evidence

at thea = 0.05 level that the average infant mortality rate is not equa.to
The confidence interval indicates that you can be 95% confident that the true
mean of the variable lies within the interval ()3, 9.20].
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qjl diztribution plot of death !Em

—4 =5 —2 =1 O 1 2 =z a

Figure 8.6. One-Sample t-Test: t Distribution Plot

The requestetldistribution plot is displayed ifrigure 8.6 The plot depicts
the calculated statistic superimposed ontadistribution density function
with 50 degrees of freedom.

Because this analysis requests a two-tailed test, two critical regions are
shaded, one in each of the left and right tails. The alpha level for the test
is 0.05; thus, each region represents 2.5% of the area under the curve. In a
one-tailed test at thea = 0.05 level, the critical region appears in one tail
only, and it represents 5% of the area under the curve.

Here, thet statistic falls in the shaded region. Thus, the null hypothesis is
rejected.

217
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Paired t-test

The Paired-test enables you to determine whether the means of paired sam-
ples are equal. The terpairedmeans that there is a correspondence between
observations from each population. For example, the birth and death data an-
alyzed in the preceding section are considered to be paired data because, in
each observation, the variablgisth anddeath correspond to the same state.

Suppose that you want to determine whether the means for the birth rate
and the infant mortality rate are equal. Analyst provides the Two-Sample
Pairedt-test for Means task, which tests the equality of means of two paired
samples. The two samples in this example are the birth batéh) and the
infant mortality rate death) for each state.

Open the Bthdth92 Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. ..

SelectBthdth92.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectBthdth92 from the list of members.

Click OK to bring theBthdth92 data set into the data table.

N o g b wdhe

Request a Paired t-Test

To perform this analysis, follow these steps:

1. SelectStatistics— Hypothesis Tests—
Two-Sample Paired t-test for Means. . .

2. Select the variablbirth as the Group 1 variable.
3. Select the variabldeath as the Group 2 variable.
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The test of interest is whether the difference of the means is zero. This is the
default value in Analyst, although you can specify other values as well.

You can choose one of three alternative hypotheses. The default is that the
difference between the means is not equal to the specified difference, which
is the two-sided alternative. The one-sided alternatives are that the difference
is greater than, or less than, the difference specified in the null hypothesis.

Two-Sample Paired t-test for Means: Bthdth92 m
Gwemps § I Gwoman ¥ I
114 |
birth [death
C region LI r LI r Cancel
C division
C state Hypotheses 4“33&';
Hull Save Dptionsl

[ Mean (Group 1 - Group 2) =|° ‘ Help |

filternative
@ Mean (Group 1 - Group 2) “= 0
" Mean (Growp 1 - Group 2) > 0
" Mean (Grouwp 1 - Group 2) < 0

Fpagyoar I

Tests Plots | Titles Variables

Figure 8.7. Paired t-test Dialog

In Figure 8.7 the null hypothesis specifies that the means of the variables
birth anddeath are equal (or, equivalently, that the difference between the
means is 0). The alternative hypothesis is that the two means are not equal.

Request Plots

To specify a box-and-whisker plot and a means plot in addition to the hy-
pothesis test, follow these steps:

1. Click on thePlots button in the main dialog.
2. SelectBox-&-whisker plot.

3. SelectMeans plot.

4. Click OK.
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Figure 8.8displays the Plots dialog witBox-&-whisker plot and Means
plot selected.

Two-5ample Paired t-test for Means: Plots m

-Tyvpes of plots
¥ Box-&-whizsker plot

[ Bar chart oK |
¥ Means plot

Tt distribution plot Cancel |

Means plot options Help |

Bar type
¥ Standard error of mean
" Standard deviation

Height of bars in std. units
(Ol | 2 3 |

[ Uze pooled variance

[ Start vertical axiz at 0

Figure 8.8. Paired t-test: Plots Dialog

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the analysis, displayedFigure 8.9 contain the mean, stan-
dard deviation, and standard error of the mean for both variables. The
“Hypothesis Test” table provides the observestiatistic, the degrees of free-
dom, and the associatpedvalue of the test.
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B Analysiz !EI B

Two Sample Paired t=-test for the Means of birth and death «

Sample Statistics

Group H Hean Std. Dev. Std. Error
birth 51 15.48431 1.7202 0.2409
death 51 8.613725 2.0851 0.292

Hypothesis Test

Null hypothesis: Mean of (birth - death) = ©
Alternative: Mean of (birth - death) *= ¢
t Statistic Df Prob > t

19.926 50 <.0001 -
k| »

Figure 8.9. Paired t-test: Results

In Figure 8.9 the “Sample Statistics” table shows that the mean of the vari-
ablebirth is larger than that of the variabtkeath. In the “Hypothesis Test”
table, thet statistic (9.926) and associatep-value (< 0.0001) indicate that
the difference between the two means is statistically very significant.

L
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% Box plot of birth and death !En
257

ooo

201

15- l

107

birth death
Group

Figure 8.10. Paired t-test: Box-and-Whisker Plot

Figure 8.10displays the side-by-side box plots difirth and death.
Observations that fall beyond the whiskers are individually identified with a
square symbol.
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Figure 8.11. Paired t-test: Means Plot

Paired t-test

The means and standard error plot displayeligure 8.11provides another

view of the two variables. The means plot depicts an interval centered on
the sample mean for each variable. The vertical line interval extends two
standard deviations on either side of the mean.

L
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Two-Sample Test for Proportions

In the Two-Sample Test for Proportions task, you can determine whether two
probabilities are the same.

The data analyzed in this example are taken from a study measuring the ac-
curacy of two computer programs. Each program searches the World Wide
Web and returns a list of web pages that meet a particular set of specified
criteria. The data setearch contains two samples in which each observa-
tion is either ‘yes’ or ‘no’. A response of ‘'yes’ indicates that the program
returns the desired page at the top of the list of potential pages; a value of
‘no’ indicates that this is not the case. The data set contains the results of
535 searches using an older search program and 409 searches using a new
program. The variables containing the results for the old and new programs
are namealdfind andnewfind, respectively.

Suppose that you want to determine whether the probability of a correct
search by the new algorithm is higher than that for the old algorithm. That
is, you want to determine whether you can reject the null hypothesis that the
two probabilities are equal in favor of the alternative that the new probability
is larger. The values for analysis are contained in the two variaiifsnd
andnewfind.

Open the Search Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. . .

SelectSearch.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectSearch from the list of members.

Click OK to bring theSearch data set into the data table.

N o g s> Db
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Request a Two-Sample Test for Proportions

To perform the analysis, follow these steps:

1. SelectStatistics— Hypothesis Tests—
Two-Sample Test for Proportions. . .

. SelectTwo variablesin the box labeledsroups are in.
. Select the variablaewfind as the Group 1 variable.
Select the variableldfind as the Group 2 variable.

GIE SRR

Select thd_evel of Interest by clicking on the down arrow and select-
ing yesto test whether the two groups have the same proportions of
success.

6. Specify theAlternative hypothesis by selectingrop 1 - Prop 2 > Q.

Note that, if your data are arranged so that the values for the two groups
are contained in a single variable, you can define the dependent and group
variables by selectin@ne variable in the box labeledsroups are in.

Figure 8.1Adisplays the Two-Sample Test for Proportions dialog.

Two-5ample Test for Proportions: Search n
Groups are in
" One variable Gergmp i I Geemar 2 I
* Two variables DK |
[newfind [o1dfind
LI 4 LI 4 Cancel |
Level of interest: e |
ves (]
LI » Save Opt innsl
Group 1: MEWF IND Help |
Group 2: OLDF IND
Hypothezes
Frapmver I Hul 1 Intervals
[ Prop 1 - Prop 2 (=|o ‘ Plots
filternative Titl
CProp 1 - Prop 2 *= 0 *
“Prop 1 -Prop 2 > 0 Bar tubriay
CProp 1 - Prop 2 ¢ 0

Figure 8.12. Two-Sample Test for Proportions Dialog
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In Figure 8.12 the null hypothesis specifies that the proportions of success
for the algorithms are equal (or, equivalently, that the difference between
the proportions is 0). The alternative hypothesis is that the probability of a
correct search by the new algorithm is higher than that for the old algorithm.

Click OK in the main dialog to perform the analysis.

Review the Results

The results of the hypothesis test are displayef€igure 8.13

B Analysis H=1 E1

Two Sample Test of Eguality of Proportions

| v

Sample Statistics

- Frequencies of -

Value newf ind oldf ind
no 56 102
ves 353 433

Hypotheszis Test —

Hull hypothesi=: Proportion of newfind - Proportion of oldfind <= 0

filternative: Proportion of newfind - Proportion of oldfind > 0
- Proportions of -
Value newf ind oldf ind 2 Prob > 2

; . . . . e

Figure 8.13. Two-Sample Test for Proportions: Results

The “Sample Statistics” table lists the frequency of ‘yes’ and ‘no’ responses
for each variable. The “Hypothesis Test” table displays the null and alterna-
tive hypotheses and the results of the test.

The observed proportion of ‘yes’ response$.&631 for the newfind vari-
able, and).8093 for the oldfind variable. TheZ statistic 0f2.19 and associ-
atedp-value of0.0142 indicate that the proportion of successful searches is
significantly larger for the new search algorithm.
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Two-Sample Test for Variances

In the Two-Sample Test for Variances task, you can test whether two vari-
ables have different variances, or, if you have a single variable that contains
values for two groups, you can determine whether the variance differs be-
tween the groups.

The data set analyzed in this exampipa, contains test scores for 224 stu-
dents. The data include the students’ grade point averages (the vapab)e
high school scores in mathematics, science, and English (the varfednes
hss, andhse, respectively), and SAT math and verbal scores (the variables
satm andsatv, respectively).

Suppose that you want to examine the difference in grade point averages
between males and females. You can use the two-sample test for variances
to test whether the variance of the grade point average differs between males
and females.

Open the Gpa Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. . .

SelectGPA.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectGpa from the list of members.

Click OK to bring theGpa data set into the data table.

N o o bk~ wDdN e

Request a Two-Sample Test for Variances

To perform the hypothesis test, follow these steps:
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1. SelectStatistics— Hypothesis Tests—
Two-Sample Test for Variances. . .

2. Ensure thaDne variable is selected in the box labelégdroups are
in.

3. Select the variablgpa as the Dependent variable.
4. Select the variablsex as the Group variable.

If your data are arranged so that the values for both groups are contained in
two variables, you can define the two groups by checkingthe variables
selection in the box labele@roups are in.

The null hypothesis for the test is that the two variances are equal (or, equiv-
alently, that their ratio is equal to 1). You can specify the type of alternative
hypothesis. The three choices are that Variance 1 is not equal to, is greater
than, or is less than Variance 2. Higure 8.14 the alternative hypothesis
states that the two variances are not equal, which is the two-sided alternative
hypothesis.

Two-Sample Test for Variances: Gpa m
Groups are in
@ One variable Derperwiund | (o erags |
" Two variables oK |
[apa [sex
hen k| r | r Cancel |
hss
hse Group 1: sex=female Reszet |
=atm G 2- —nal
saty roup 2: sex=male Save Dptiunsl
Hypotheses Help |
Variance 1 / Variance 2 = 1
S Alternative
R | #Mariance 1 / Variance 2 “= 1
Variance 1 / Variance 2 > 1
CMariance 1 / Variance 2 < 1
Intervals Plots Titles Variables

Figure 8.14. Two-Sample Test for Variances Dialog
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Request a Box-&-Whisker Plot

To request a box-and-whisker plot in addition to the hypothesis test, follow
these steps:

1. Click on thePlots button.
2. SelectBox-&-whisker plot.
3. Click OK.

Figure 8.15displays the Plots dialog witBox-&-whisker plot selected.
Note that the plot is constructed to have a mean of zero.

Two-Sample Test for Yanances: Plots |

DK |
Plots
Cancel |
¥ Box=2=-whicker plot [(mean of 0]

[ Probability distribution plot Reset I

Help |

Figure 8.15. Two-Sample Test for Variances: Plots Dialog

Click OK in the Two-Sample Test for Variances dialog to perform the hy-
pothesis test.

Review the Results

Figure 8.16displays the results of the hypothesis test. The output contains
the results of the hypothesis test, including summary statistic§, stegistic,
and the associatgsvalue.
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B Analysis [_ [O] x|

Two Sample Test for Variances of gpa within sex “

Sample Statistics

sex

Group N Mean Std. Dev. Var iance
female 145 4.607724 0.B8068 0.650883
male 79 4.685696 0.7288 0.531086

Hypothesis Test

Hull hypothesis: Variance 1 / Variance 2 = 1
Alternative: Variance 1 / Variance 2 ~= 1

= Degrees of Freedom -
F Numer. Denom. Pr > F

Figure 8.16. Two-Sample Test for Variances: Output

The “Sample Statistics” table displays the variance of the varigbéefor

both females{.6509) and males.5311). The “Hypothesis Test” table dis-
plays the test statistics: tevalue is1.23 and the resulting-value is0.3222.
Thus, the data give no evidence for rejecting the hypothesis of equal vari-
ances.
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El Box plot of gpa by sex !EIB

>

-0

o oo

=37 T T

fenale male

Figure 8.17. Two-Sample Test for Variances: Box-and-whisker Plot

Figure 8.17isplays the box-and-whisker plot. Observations that fall beyond
the whiskers are identified with a square symbol.

The box-and-whisker plot displays the amount of spread and the range for
the two variables. The two groups do not appear to be appreciably different.

Discussion of Other Tests

The following descriptions provide an overview of other hypothesis tests
available in the Analyst Application.

One-Sample Z-Test for a Mean

In the One-Sample Z-Test for a Mean task, you can test whether the mean of
a population is equal to the value you specify in the null hypothesis. This test
is appropriate when the population standard deviation or variance is known,
and your data are either normally distributed or you have a large number
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of observations. Generally, a sample size of at least 30 is considered to be
sufficient.

The default output from the test includes summary statistics for the selected
variable, theZ statistic, and the associatpealue.

One-Sample Test for a Proportion

In the One-Sample Test for a Proportion task, you can test whether the pro-
portion of a population giving a certain response is equal to the proportion
you specify in the null hypothesis.

The default output from this test provides a frequency table of responses
versus the analysis variable, the observed proportiory gtatistic, and the
associateg-value.

One-Sample Test for a Variance

In the One-Sample Test for a Variance task, you can test whether the variance
of a population is equal to the value you specify in the null hypothesis.

The default output from this test includes summary statistics for the selected
variable, the chi-square statistic, and the associataue.

Two-Sample t-Test for Means

In the Two-Sample t-Test for Means task, you can test whether the means of
two populations are equal or, optionally, whether they differ by a specified
amount. Two-sample data arise when two independent samples are observed,
possibly with different sample sizes. Note that, if the two samples are not in-
dependent, the two-samplest is inappropriate and you should use instead
the Two-Sample Paired t-Test for Means task (see the seé®mired t-test”
beginning on page 218 for more information).

The default output from the test includes summary statistics for the two sam-
ples, twot statistics, and the associatedalues. The first statistic assumes

the population variances of the two groups are equal; the second statistic is
an approximate statistic and should be used when the population variances
of the two groups are potentially unequal.
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Introduction

Often you need to analyze the information in a table, sometimes called a
contingency table or a crossclassification table. You may analyze a single
table, or you may analyze a set of tables. You are also often concerned with
evaluating the presenceadsociatiorin a table, or whether there is some sort

of relationship between the variable determining the rows of the table and the
variable determining the columns of the table. If there is an inherent ordering
in the rows or columns of the table, the association may be linear. Various
chi-square statistics such as the Pearson chi-square and the likelihood ratio
chi-square are used to assess association.

Dezcriptive k
Table

Beagression
P uiltive ariate

Survival

b
k
]
k
]
b

Sample Size

Indes...

Figure 9.1. Table Analysis Selection Menu

Besides assessing the presence of association, you may also be interested
in computing aneasure of associatigr a statistic that provides some un-
derstanding of the strength of the association. The odds ratio is a standard
measure of association often used in medical and epidemiological studies.
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Using the Table Analysis task, not only can you analyze a single table, but
you can also analyze sets of tables. This provides a way to control, or adjust
for, a covariate, while assessing association of the rows and columns of the
tables. Extended Mantel-Haenszel statistics, also called Cochran-Mantel-
Haenszel statistics, provide a way to utilize all the information in the con-
stituent tables in a test for the hypothesis of association. Tables may also
contain information from observer agreement studies in which the evalua-
tions or assessments of two different observers are collected. Statistics called
measures of agreement assess how closely the observers agree.

The Table Analysis task provides chi-square tests of association foxthe r
table, including statistics such as the Pearson chi-square and likelihood ratio
test, and it also computes extended Mantel-Haenszel tests for sets of tables.
Fisher’'s exact test can be computed for both the 2 andr x c table. In
addition, the Table Analysis task also provides measures of association such
as the odds ratio and relative risk for thex22 table as well as gamma,
taudb, Somer'sD, and the Pearson and Spearman correlation coefficients. In
addition, you can obtain measures of agreement such as the kappa coefficient
and the weighted kappa coefficient. McNemar’s test is produced for th2 2
table.

The examples in this chapter demonstrate how you can use the Analyst
Application to analyze tables, including assessing the presence of associa-
tion in a table and sets of tables and assessing observer agreement.

Associationina 2 « 2 Table

The most basic table is a2 2 table. Usually, the columns represent some
sort of outcome, often yes or no, and the rows represent levels of a factor that
may influence the outcome. Suppose, for example, that researchers were in-
vestigating the properties of a new “ouchless” Band-Aid for children. Interest
lies in whether those children trying the test Band-Aid recorded fewer com-
plaints on removal than those children using a regular Band-Aid. You can
address this question by forming the two-way table of Band-Aid type and
complaint status and then assessing the association between the rows and
columns of that table.
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Open the Bandaid Data Set

These data are provided as tBandaid data set in the Analyst Sample
Library. To open théBandaid data set, follow these steps:

1. SelectTools — Sample Data. ..

2. SelectBandaid.

3. Click OK to create the sample data set in y&@asuser directory.
4. SelectFile — Open By SAS Name ..

5. SelectSasuser from the list ofLibraries .

6. SelectBandaid from the list of members.

7. Click OK to bring theBandaid data set into the data table.

Bandaid (Browse)

tvpe | outcome caLnk
1 regular complain 14
2 regular o 16
3 tegt complain 10
4 best i a0

Figure 9.2. Data Set Bandaid in the Data Table

Figure 9.2displays the data table containing these data. Note that the data
are in frequency form, with the variabt®unt containing the frequencies of

the profile contained in each row of the table. The varidte is the type

of Band-Aid tested and the variabbeitcome is the status of complaints.

Specify the Table

To construct the appropriate two-way table and request tests of association,
follow these steps:

1. SelectStatistics— Table Analysis. ..
2. Selecttype from the candidate list as tHeow variable.
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3. Selectoutcome from the candidate list as th@olumn variable.
4. Selectcount from the candidate list as théell Counts variable.

Figure 9.3displays the resulting dialog.

Table Analysis: Bandaid m

o | EVRER I

(1 ¢ |
Cancel |
Reszet I

Save Elpt.iclnsl
Gorata | Tatl Dounty I Help |

count
kil »

type outcome

Famnson

Input Zmiset Yol Statistics

Tables Titles Yo tabios

Figure 9.3. Table Analysis Task for Band-Aid Study

Request Tests and Measures of Association

By selecting the rows and columns of the table, you have requested the con-
struction of a 2x 2 table. To request chi-square tests of association and the
odds ratio, which is a measure of association, follow these steps:

1. Click on theStatisticsbutton.

2. SelectChi-square statistics

3. SelectMeasures of association
4. Click OK.

Figure 9.4displays the Statistics dialog.
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Table Analysis: Statistics E

~Statistics
|¥ Chi-square statistics

¥ Measures of association oK |

[T Mantel-Haenszel statistics

[ Measures of agreement Cance 1 |
Re=et

-Exact test |

[  Exact test for (r x c) table Help |

Hote: Computational time may be
prohibitive for certain data.
The option must be =et each tine
it is used.

[T Print statistics only (no tables)

[T Include missing values in calculations

Figure 9.4.  Statistics Dialog

Finally, in order to customize the form of the displayed table, follow these
steps:

1. Click on theTablesbutton.

2. SelectObservedunderFrequencies
3. SelectRow underPercentages

4. Click OK.

Figure 9.5displays the resulting Tables dialog.
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Table Analysis: Tables [ x|

Frequencies Percentages 0K |
[¥ Dbserved [T Cell
[~ Expected + Row Cancel |
[ Deviation [ Column

Reset |
Help |

[ Print missing value freguencies

Figure 9.5. Tables Dialog

This requests that only the raw frequencies and the row percentages be listed
in the printed table cell.

Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The frequency table is displayedHigure 9.6 Note that 46 percent of those
children getting regular Band-Aids had complaints about irritation when their
Band-Aid was removed, compared to 25 percent of those children receiving
the test Band-Aid.
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Associationina 2 x 2 Table ¢

The FREQ Procedure

Table of tywpe by outcome

Kl

type outcome

Frequency

Row Pct complain|no Total

regular 14 16 30
46.67 53.33

test 10 30 40
25.00 75.00

Total 24 46 7o

o

Figure 9.6. Frequency Table for Bandaid Data

Figure 9.7contains the table of computed chi-square statistics for this table.
The Pearson chi-square statistic, labeled “Chi-Square,” has a value of 3.57
and an associatedvalue of 0.0588 with 1 degree of freedom. If you were
doing strict hypothesis testing, you would not reject the hypothesis of no
association at the: = 0.05 level of significance. However, researchers in
this case found enough evidence in this pilot study to continue looking into

the new product.
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ﬁ Table Analysis of Bandaid !EIE
Statistics for Table of type by outcome -J
Statistic DF Value Prob
Chi=Square 1 3.5719 0.0588
Likelihood Ratio Chi=Square 1 3.5655 0.0590
Continuity Adj. Chi=-Square 1 2.6749 0.1013
Mantel-Haenszel Chi=-Square 1 3.5208 0.0606
Phi Coefficient 0.2253
Contingency Coefficient 0.2203
Cramer’'s V 0.2259
Fisher’'s Exact Test
Cell (1,1) Frequency (F) 14
Left-zided Pr <= F 0.9840
Right-zided Pr >= F 0.0512
Table Probability (P) 0.0351
Two-sided Pr <= P 0.0769 Iﬂ
0l b

Figure 9.7. Chi-Square Statistics for Bandaid Data

Several other chi-square statistics also appear in this output, such as the like-
lihood ratio chi-square and the Mantel-Haenszel chi-square. These statistics
are asymptotically equivalent.

B Table Analysis of Bandaid [_ (O] x|

Estimates of the Relative Risk (Rowl/Row?2) -J
Type of Study Value 95% Confidence Limits
Case-Control (Odds Ratio) 2.6250 0.9530 7.2307
Cohort (Coll Risk) 1.8667 0.9656 3.6085
Cohort (Col2 Risk) 0.7111 0.4865 1.0394

Sample Size = 70

N

Rl | »

Figure 9.8. Odds Ratio for Bandaid Data
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Figure 9.8contains the table of relative risk estimates including the odds
ratio, which is labeled “Case-Control.” The odds ratio is the ratio of the odds
of having an outcome for one group versus another. When the odds ratio has
the value 1, you have equal odds of having the outcome. When the odds ratio
is greater than 1, one group has greater odds of an outcome than the other.

The odds ratio has a value of 2.62, which means that the odds of a complaint
are 2.62 times higher for those children using the regular Band-Aid than for
those using the test Band-Aid.

Exact Test

You may have noticed that the preceding statistical output also included a test
called Fisher’s Exact test. When the sample size for the test of association of
a table does not meet the usual guidelines (generally 20-25 total observations
fora 2x 2 table, with 80 percent of the table cells having counts greater than
5), an exact test may be a useful strategy.

The following data illustrate where an exact test may be appropriate. A mar-
keting research firm took a sample of members at a health club and asked
them a series of questions. They were interested in gathering information
that could help their clients decide on audiences to target for new magazines.
One of the questions was what activity the member considered his or her
primary activity at the club. Another question was whether the member was
considering making a major diet change. The researchers were interested in
what types of sports magazines in which to place ads for a new food and
nutrition magazine.

Open the Gym Data Set

These data are provided as tBgm data set in the Analyst Sample Library.
To open theGym data set, follow these steps:

1. SelectTools — Sample Data. . .

2. SelectGym.

3. Click OK to create the sample data set in y&asuser directory.
4. SelectFile — Open By SAS Name ..
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5. SelectSasuser from the list ofLibraries .
6. SelectGym from the list of members.
7. Click OK to bring theGym data set into the data table.

Figure 9.9displays the data table containing these data. Note that the data
are in frequency form, with the variabé®unt containing the frequencies of

the profile contained in each row of the table. The variaigvity contains

the type of activity, which can be aerobics, yoga, weightlifting, team sports
such as volleyball and basketball leagues, and cross-training. The variable
DietChange indicates whether the member was contemplating a change in
diet.

Gym_(Browse)

activity | DietChange caunt
1 aerobics [I=E: 13
2 aerobics ho a
3 yoga NET 3
4 yoga no 2
5 weights yes 3
G weights no 13
7 team yes 12
g te.amn o 16
9 CroEs yes 11
10 ol fut:2 no 13

Figure 9.9. Data Set Gym in the Data Table

Specify the Table

To construct the appropriate two-way table and request tests of association,
follow these steps:

1. SelectStatistics— Table Analysis. ..

2. Selectactivity from the candidate list as thow variable.

3. SelectDietChange from the candidate list as téolumn variable.
4. Selectcount from the candidate list as th@ell Counts variable.
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Figure 9.1(displays the resulting dialog.
Hapa I Cordoamn |
DK |
activity DietChange
Cancel |
Reset |
Save UptiDnSl
Hiramts I fatl founte |
Help |
count
| »
Fason
Input Swiwnt Yo | Statistics
Tables Titles Var tabiles

Figure 9.10. Table Analysis Task for Health Club Study

Request Tests and Measures of Association

L

By selecting the rows and columns of the table, you have requested the con-

struction of a 5x 2 table. To request chi-square tests of association, follow

these steps:

1. Click on theStatistics button.
2. SelectChi-square statistics

3. Click OK.

Note that the Tables dialog specifications (Fegire 9.5 made in the previ-
ous analysis remain in effect. Therefore, both frequencies and row percent-

ages are produced for this analysis.

Click OK in the Table Analysis dialog to perform the analysis.

247
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Review the Results

The frequency table is displayedfimgure 9.11 Note that 62 percent of those
members participating in aerobics were considering a diet change and so
were 60 percent of yoga practitioners. Eighty-six percent of those members
lifting weights were not considering a diet change. Of those members playing
a team sport or who considered themselves cross-trainers, the majority of
members were not considering a diet change, but not by a wide margin.

B Table Analysis of Gym [_ (O] x|

The FREQ Procedure -

Table of activity by DietChange

activity DietChange

Frequency

How Pct no ves Total

aerobics ] 13 21
38.10 61.90

cross 13 11 24 =
54 .17 45.83

tean 16 12 28
E7.14 42 .86

we ight=z 19 3 22
86.36 13.64

»oga 2 3 5

40.00 60.00

Total 58 42 100

g b

Figure 9.11. Frequency Table for Gym Data

Figure 9.1Zontains the table of chi-square statistics computed for this table.
The Pearson chi-square statistic has a value of 11.4993 and an associated
p-value of 0.0215 with 4 degrees of freedom. If you were doing strict hy-
pothesis testing, you would reject the hypothesis of no association atthe

0.05 level of significance. However, if you look Rigure 9.1] you see that

three table cells have a count of less than 5, which violates one of the sample
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size guidelines for the asymptotic tests. Thus, you may want to compute the

exact test for these data.

ES Table Analysis of Gym

Statistics for Table of activity by DietChange

Sample Size =

Kl

100

Statistic DF Value Prob
Chi-5quare 4 11.49593 0.0215
Likelihood Ratio Chi-Square 4 12.5455 0.0137
Mantel-Haenszel Chi-Square 1 5.5259 0.0187
Phi Coefficient 0.3391
Contingency Coefficient 0.3211
Cramer’s V 0.3391

Figure 9.12. Chi-square Statistics for Gym Data

Request the Exact Test

To request the exact test, simply return to the Table Analysis task and open
the Statistics dialog. All of the settings you have previously selected for the
table analysis are still in place. You need only request the additional exact

test.

SelectStatistics — Table Analysis. ..
Click on theStatistics button.
SelectExact test for (r x c) table.
Click OK.

ok~ w b PE

Click OK in the main Table Analysis dialog to perform the analysis.

L
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Table Analysis: Statistics n

Statistics
[v Chi-square statistics

[" Measures of association oK |

[T Mantel-Haenszel statistics
[ Measure=z of agreement Cancel |

Re=zet |
Exact test
¥ Exact test for (r x c) table Help |

Hote: Computational time may be
prohibitive for certain data.
The option must be szet each time
it is vsed.

[ Print statistics only (no tables)

[T Include missing walues in calculations

Figure 9.13.  Statistics Dialog

Figure 9.13displays the resulting dialog. Notice the warning that exact test
computations may take an excessive amount of time. This would not be the
case with very small cell counts, but it is an issue for other tables.

Review the Results

Figure 9.14contains the results of this analysis, including the exact test re-
sults.
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ﬁ Table Analysis of Gym !EI E
Statistics for Table of activity by DietChange
Statistic DF Value Prob
Chi-Sguare 4 11.4993 0.0215
Likelihood Ratio Chi-5Square 4 12.5455 0.0137
Hantel-Haenszel Chi-Square 1 £.5259 0.0187
Phi Coefficient 0.331
Contingency Coefficient 0.3211
Cramer ‘s V 0.3391

Fisher's Exact Test

Table Probability (P) 8.421E-06
Pr <= P 0.0139

Sample Size = 100

g b

Figure 9.14. Exact Test Results

The exact test computepavalue of 0.0139; thus, this test also results in the
rejection of the hypothesis of no association in this table. There is some kind
of association between the rows of the table and the columns of the table; type
of primary activity made a difference in whether members were considering
diet changes. Not only does degree of association seem to vary, but so does
the direction. The market research company may end up suggesting that
sports and fitness magazines be targeted in different ways for the new food
and diet magazine ad campaign.

Association in Sets of Tables

After the pilot study on the new ouchless Band-Aids, the investigators de-
cided to continue their research by conducting a clinical trial in which chil-
dren at five clinics were tested with the test and regular Band-Aids. Instead of

a single table, the clinical trial produces five tables. In order to assess whether
the test Band-Aids produced fewer complaints than the regular Band-Aids,
you need to assess the association in sets of tables instead of the association
in a single table.
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Extended Mantel-Haenszel statistics, also known as Cochran-Mantel-
Haenszel statistics, provide a way of assessing association between two
variables that determine a table while controlling for, or adjusting for, the
variables that determine the sets of tables. These variables are also known
as stratification variables. In this instance, the statistics can provide a way
to assess the association between Band-Aid type and complaint status while
controlling for clinic.

In the first section, the odds ratio was presented as a measure of association.
You can also compute an overall odds ratio for a set of tables that has been
adjusted for the stratification variables.

The Studybandaid data set contains the information collected in this clinical
trial and includes data that constitute tables for each of the five clinics.

Open the Studybandaid Data Set

These data are provided as Bieidybandaid data set in the Analyst Sample
Library. To open thé&tudybandaid data set, follow these steps:

SelectTools — Sample Data. . .

SelectStudybandaid.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectStudybandaid from the list of members.

Click OK to bring theStudybandaid data set into the data table.

N o g s~ w DN R

Figure 9.15displays the data table containing these data. Note that the data
are in frequency form, with the variabé®unt containing the frequencies of

the profile contained in each row of the table. The column corresponding to
the variableclinic contains the values for the five clinics.



Studybandaid [Browse )

Association in Sets of Tables

| autcome

clinic hipe count
1 B, regular cornplain 14
2 A, reqular hio 17
3 B, tegt complain 11
4 B, best no K1l
5 B regular complain 22
B B regular ho 21
fi B test cornplain 10
g B test no 40
9 C regular complain 22
10 C regular no 28
11 C test complain 15
12 C test ho 30
13 ] regular cornplain 15
14 ] reqular hio 18
15 B tegt complain g
16 ] best no 29
17 E regular complain 20
13 E regular ho 30
13 E test cornplain 15
20 E test no 29
Figure 9.15. Data Set Studybandaid in the Data Table
Specify the Tables

To request individual table tests of association as well as the CMH tests for
the association of type of Band-Aid with complaint outcome, first specify the

tables under study.

L
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SelectStatistics — Table Analysis. ..

Selecttype from the candidate list as th&ow variable.
Selectoutcome from the candidate list as t@olumn variable.
Selectclinic from the candidate list as ti&trata variable.

a s wDhE

Selectcount from the candidate list as theell Counts variable.

Figure 9.1&displays the resulting dialog.

Table Analysis: Studybandaid m

Foms | a3 f o I

oK |
Cancel |
Reset I
Save Opt innsl
Help |

type outcome

Gorata | Tatl Dounty I

clinic count
kil :

Famnson

Input Select Tab|Statistics
Tables Titles EET P

Figure 9.16. Table Analysis Task for Band-Aid Study

Request Tests and Measures of Association
Use the Statistics dialog to specify the tests.

1. Click on theStatisticsbutton.

2. SelectChi-square statistics

3. SelectMantel-Haenszel Statistics
4. Click OK.

Note that the Tables dialog specifications (§égure 9.5 made previously
remain in effect. Therefore, both frequencies and row percentages are pro-
duced for this analysis.
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Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The results produced include individual tables, individual table statistics, and
the summary chi-square statistics.

B Table Analysis of Studybandaid !Elm

Table 1 of twvpe by outcome
Controlling for clinic=A
tvpe outcome
Frequency
Row Pct complain|no Total
regular 14 17 31 —J
45_16 L4 .84
test 11 31 42
26.19 73.81
Total 25 48 73 -
u |

Figure 9.17. Frequency Table for Clinic A

Figure 9.17contains the frequency table for clinic A.
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BS Table Analysis of Studybandaid [_ (O] x|

Statistics for Table 1 of type by outcome -J
Controlling for clinic=fA
Statistic DF Value Prob
Chi=Square 1 2.8505 0.0913
Likelihood Ratio Chi-S5quare 1 2.8403 0.0919
Continuity Adj. Chi=-Square 1 2.0703 0.1502
Mantel-Haenszel Chi-Square 1 2.8115 0.0936
Phi Coefficient 0.1976
Contingency Coefficient 0.1939
Cramer'’'s V 0.1976
Fisher’'s Exact Test
Cell (1,1) Frequency (F) 14
Left-zided Pr <= F 0.9736
Right-zided Pr >= F 0.0753
Table Probability (P) 0.0489
Two-zided Pr ¢= P 0.1342
Sample Size = 73 -
o s

Figure 9.18. Table Statistics for Clinic A

Figure 9.18contains the table statistics for clinic A. The Pearson chi-square
statistic has the value 2.8505 angrgalue of 0.091 with 1 degree of freedom.
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Table 2 of tvpe by outcome
Controlling for clinic=B

type outcome

Frequency

Row Pct complain|no Total
regular 22 21 13

51.16 48.84

test 10 40 50
20.00 §0.00

Total 32 61 93

Kl

Figure 9.19. Frequency Table for Clinic B

Figure 9.1%contains the frequency table for clinic B.

L
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ﬁ Table Analysis of Studybandaid

= B

Statistics for Table 2 of type by outcome
Controlling for clinic=B

Sample Size = 93

Kl

Statistic DF Value Prob
Chi=Square 1 9.9475 0.0016
Likelihood Ratio Chi-S5quare 1 10.1022 0.0015
Continuity Adj. Chi=-Square 1 8.6146 0.0033
Mantel-Haenszel Chi-Square 1 9.8405 0.0017
Phi Coefficient 0.3271
Contingency Coefficient 0.3108
Cramer'’'s V 0.3271
Fisher’'s Exact Test

Cell (1,1) Frequency (F) 22

Left-zided Pr <= F 0.9997

Right-zided Pr >= F 0.0016

Table Probability (P) 0.0012

Two-zided Pr ¢= P 0.0022

o

Figure 9.20. Table Statistics for Clinic B

Figure 9.20contains the associated table statistics. The Pearson chi-square

statistic has a value of 9.9475 and a correspongimglue of 0.0016.

The other individual tables, not printed here, show varying degrees of evi-
dence of association. Clinic C and clinic E appear to have no evidence of
association, while clinic D does appear to show evidence of association.
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ﬁ Table Analysis of Studybandaid !Elm

Summary Statistics for type by outcome
Controlling for clinic

Cochran-Mantel-Haenszel Statistics (Based on Table Scores)

Statistic filternative Hypothesis DF Value Prob
1 Nonzero Correlation 1 14.2206 0.0002
2 Row Mean Scores Differ 1 14.2206 0.0002
3 General Association 1 14.2206 0.0002 —

4 e

Figure 9.21. CMH Summary Table

Figure 9.21displays the results of the CMH analysis. Three versions of the
CMH statistic are printed; all have the value 14.2206 apealue of0.0002

with 1 degree of freedom. Your choice of statistic depends on the scale of
variables that determine the rows and columns. The General Association
statistic always applies. If the columns can be considered ordered, or ordinal,
then the Row Mean Score statistic is appropriate as well and is directed at lo-
cation shifts. If both the columns and rows are ordered, then the Correlation
statistic is also appropriate and is directed at linear association. The degrees
of freedom of these statistics vary. For more details, refer to Stokes, Davis,
and Koch (1995). Note that the sample size requirement for the CMH statis-
tics is that the total (tables combined) sample size be adequate.

In the case of th@ x 2 table, all of these statistics are equivalent. Here, you
can conclude that type of Band-Aid is significantly associated with complaint
status, controlling for clinicFigure 9.2lisplays the overall relative risk and
odds ratios and their confidence bounds.
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B Table Analysis of Studybandaid !Em
Estimates of the Common Relative Riszk (Rowl/Row2) =l

Type of Study Method Value 95% Confidence Limits

Case-Control Mantel-Haenszel 2.1597 1.44290 3.2348

(0dd=s Ratio) Logit 2.1561 1.4331 3.2439

Cohort Mantel-Haenszel 1.6446 1.2637 2.1402

(Coll Risk) Logit 1.6112 1.2355 2.1013

Cohort Mantel-Haenszel 0.7563 0.6510 0.8787

(Col2 Risk) Logit 0.7606 0.6545 0.8838

Breslow-Day Test for
Homogene ity of the Odds Ratios

Chi=Square 4.4750
DF 4
Pr > ChiSq 0.3455 J
Total Sample Size = 425 =
ol b

Figure 9.22. Odds Ratio

The odds ratio for this study has the value 2.1597 with a confidence bound
of (1.4420, 3.2348). This means that those children with the regular Band-
Aid are twice as likely to have complaints as those with the test Band-Aid

or, conversely, that those children with the test Band-Aid are half as likely

to have complaints as those children with the regular Band-Aid. Since the
95 percent confidence bounds don't include the value 1, this odds ratio is
considered to be significantly different from 1.

Note that another test called the Breslow-Day test for Homogeneity of Odds
Ratio is also printed. Since the test hag-salue of 0.3455, you would
conclude that the hypothesis is not rejected. The sample size requirement for
this test is that each individual table has to have sufficient sample size unlike
the sample size requirement for the CMH statistics. In this case, since all
tables have totals greater than 25, this condition is met.
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Observer Agreement

Often, the data represented by a contingency table represents information
collected in a study on observer agreement. There may be interest in gath-
ering information on observer error, and such a study may be done as part
of testing new processes, training, or tools. Sometimes different observers
are studied, and sometimes the same observer is studied at different times or
under different conditions.

The members of a northeastern music association were revising their system
of conducting local and state-wide high school piano competitions. Instead
of using local musicians as judges, they wanted to see if they could proceed
more fairly by using one of two trained judges in conjunction with local
judges, with whom they needed to come to consensus. In order to see how
closely the trained judges match, they did an observer agreement study using
some college music students after a training session. Twenty students played
one of their current pieces, and both judges rated the performance as good,
skilled, or superior.

In order to analyze such data, you form the table with the ratings of one rater
forming the rows of the table and the ratings of the other rater forming the
columns of the table. The cells of the table are the number of students who
fellinto the profiles composed of the combination of both ratings. Since there
are 3 outcomes, there are 9 possible combinations as represented by the cells
of a two-way table. Statistics called measures of agreement are then used to
assess the degree of agreement.

Open the Piano Data Set

The Piano data set contains the variablRaterl andRater2 as well as a
frequency variableount. These data are provided as fhiano data set in
the Analyst Sample Library. To open tRéano data set, follow these steps:

1. SelectTools — Sample Data. . .

2. SelectPiano.

3. Click OK to create the sample data set in y@asuser directory.
4. SelectFile — Open By SAS Name ..
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5. SelectSasuser from the list ofLibraries.
6. SelectPiano from the list of members.
7. Click OK to bring thePiano data set into the data table.

Figure 9.23displays the data table containing these data. Note that the data
are in frequency form, with the variabtmunt containing the frequencies

of the profile contained in each row of the table. The varidédgerl con-

tains the first rater's evaluations and the varid®éter2 contains the second
rater's evaluations.

Piano (Browse)

Raterl | Rater? | coLnt
1 qoiod qoiod ]
2 qoiod zkilled 1
3 qoiod sUpEriorn 0
4 gkilled good 2
] skilled skilled ]
B zkilled sUpEriarn 2
¥ sUperiar qgoiod 1
a sUpEriorn zkilled 1
9 sUpEriorn sUpEriorn 3

Figure 9.23. Data Set Piano in the Data Table

Specify the Table

To construct the appropriate two-way table, follow these steps:

1. SelectStatistics— Table Analysis. . .

2. SelectRaterl from the candidate list as theow variable.

3. SelectRater2 from the candidate list as th@olumn variable.
4. Selectcount from the candidate list as th@ell Counts variable.
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Pz

Observer Agreement

Larfoam |

Raterl

Rater?2

SBtrata

Lol Counte |

Fpagyoar I

count

il

Input

2

Beleet Tab

114 |
Cancel |
Reset |
Save Options |
Help |

Statistics

Tables

Titles

Vg tabiiew

Figure 9.24. Table Analysis Task for Music Study

Figure 9.24displays the resulting dialog.

Request Measures of Agreement

To request measures of agreement, follow these steps:

1. Click on theStatistics button.
2. SelectMeasures of agreement

3. Click OK.

L
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Table Analysis: Statistics n
Statistics

[ Chi-square statistics

[" Measures of association oK |

[T Mantel-Haenszel statistics

¥ Heasures of agreement Cancel |

Re=zet |

Exact test

[ Exact test for (r x c) table Help |

Hote: Computational time may be
prohibitive for certain data.
The option must be szet each time
it is vsed.

[ Print statistics only (no tables)

[T Include missing walues in calculations

Figure 9.25. Statistics Dialog

Figure 9.25displays the resulting Statistics dialog. Note that the chi-square
tests of association and the measures of association are not appropriate for
this type of table.

Note that the Tables dialog specifications (ségure 9.5 made previously
remain in effect. Therefore, both frequencies and row percentages are pro-
duced for this analysis.

Click OK in the Table Analysis dialog to perform the analysis.

Review the Results

The frequency table is displayed igure 9.26 Note that most of the fre-
guencies occur on the diagonals, which is what you would expect if there is
any degree of agreement. However, there are several off-diagonal elements
that represent nonagreement. In particular, there is one case of a student rated
‘good’ by Rater2 and ‘superior’ by Raterl. This might be unexpected.
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Observer Agreement

The FREQ Procedure

Table of Haterl by Rater?

Raterl1 Rater?
Frequency
Row Pct good gkilled |superior Total
good LY 1 1] b
83.33 16.67 0.00 —
skilled 2 5 2 9
22.22 LL.56 22.22
super ior 1 1 3 5
20.00 20.00 60.00
Total g i LY 20
g B
Figure 9.26. Piano Agreement Frequency Table

L
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B Table Analysis of Piano [_ [O] x|
[
Statistics for Table of Rater1 by Rater?2
Test of Symmetry
Statistic (5) 1.6667
DF 3
Pr > 8 0.6444
Kappa Statistics
Statistic Value ASE 95% Confidence Limits
Simple Kappa 0.4697 0.1597 0.1566 0.7828
Weighted Kappa 0.5210 0.1563 0.2147 0.8272
Sample Size = 20
Kl I»I_I
Figure 9.27. Measures of Agreement
Figure 9.27contains the results for the measures of agreement. The simple
kappa coefficient has a value of 0.4697, with a 95 percent confidence bounds
of (0.1566, 0.7828). This suggests modest agreement of ratings. Note that the
Bowker's test of symmetry is also printed; this is a test that the probabilities
represented by a square table satisfy symmetry.
When you have a 2< 2 table, the measure of agreement produced is
McNemar’s test.
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Chapter 10
Analysis of Variance

Introduction

Analysis of variance is a technique for exploring the variation of a contin-
uous response variable (dependent variable). The response variable is mea-
sured at different levels of one or more classification variables (independent
variables). The variation in the response due to the classification variables is
computed, and you can test this variation against the residual error to deter-
mine the significance of the classification effects.

Dezcriptive L4
T able Analpsziz...
Hypothesis Tests L
One-way AMOWL,
Regreszion L4 Maonparametric O ne-way AHOVA
P uiltivariate L4 Factorial AROWA, .
Surviral L4 Linear Models...
Sample Size L4 Repeated Meazures. ..
Indes... Mixed Models. .

Figure 10.1. Analysis of Variance Menu

The Analyst Application provides several types of analyses of variance
(ANOVA). The One-Way ANOVA task compares the means of the response
variable over the groups defined by a single classification variable. See the
section“One-Way Analysis of Variancebeginning on page 273 for more
information.

The Nonparametric One-Way ANOVA task performs tests for location and
scale differences over the groups defined by a single classification variable.
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Eight nonparametric tests are offered. See the sedionparametric One-
Way Analysis of Variancebeginning on page 279 for more information.

The Factorial ANOVA task compares the means of the response variable over
the groups defined by one or more classification variables. This type of analy-
sis is useful when you have multiple ways of classifying the response values.
See thé'Factorial Analysis of Variance$ection beginning on page 284 for
more information.

The Linear Models task enables you to compare means and explain variation
when you have a model that includes classification variables, quantitative
variables, or both (such as in an analysis of covariance). Se@.ithear
Models” section beginning on page 290 for more information.

You can use the Repeated Measures task when you have multiple measure-
ments of the response variable for the same experimental unit over different
times or conditions or when the response values are assumed to be correlated
within certain groups. For detailed information, Seleapter 16, “Repeated
Measures.”

The Mixed Models task enables you to fit basic mixed models. A mixed
model is a linear model that contains both fixed effects and random effects.
For detailed information, seehapter 15, “Mixed Models.”

The examples in this chapter demonstrate how you can use the Analyst
Application to perform one-way and factorial ANOVA as well as to fit the
linear model.

The Air Quality Data Set

The data set used in the following examples contains measurements on air
quality recorded in an industrial valley. The measurements are taken hourly
for a period of one week.

The first variable in the data sAir is a SAS datetime variablelétetime)

that contains the date and the time of day on which the observation was taken.
The data set contains two additional time-related variables relatddtén

time that record the day of the weeltdy) and the hour of the dayour).
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The variables measuring air quality are (carbon monoxide)p3 (ozone),
so4 (sulfate),no (nitrous oxide), andlust (particulates). The final variable
provided iswind, which gives the wind speed in knots.

Open the Air Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. . .

SelectAir.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries .

SelectAir from the list of members.

Click OK to bring theAir data set into the data table.

N o o bk~ w DN e

Create a New Variable

To perform the analyses in the following examples, you need to create a
new variable to represent the factory workshift periods. The new character
variable shift, recodes the variableour into three factory workshift periods.

For information on recoding ranges and computing variables, see the section
“Recoding Rangesdn page 44 irChapter 2

Figure 10.2displays the Recoding Ranges Information dialog. Enter the in-
formation to create the new variable as showfigure 10.2
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Recode Ranges Information: Air E

Column to recode: |h|:|ur ﬂ
New column name : Ishift
Hew column type: " Numer ic {* Character

Humber of groups to be formed: I 3

Range of hour: 0 to 23

DK | Cancel Help

Figure 10.2. Recoding Ranges Information: Defining the New Variable

Click OK to display the Recoding Ranges dialéggure 10.3. To define the
values for the new variablshift, enter the values as shownhigure 10.3

FRecode Ranges: Air n

Enter boundary wvalues for the ranges of the original
column. Then enter corresponding values for the new

column. oK |

Lowwer Bound Upper Bound | Ieww alue (Character) ;I Cancel |

0 == hour = G early Reset |
G == hour = 16 davytime
16 2= hour < Jate &l

g o

~Dperators
¢ and ¢= Range of hour: 0 to 23
* <= and < I” Becode missing values

Figure 10.3. Recoding Ranges: Defining the Values for the New Variable

The values of the new variabéhift are as follows: ‘early’ corresponds to the
hours between 0 and 8 (from midnight until 8 a.m.), ‘daytime’ corresponds to
the hours between 8 and 16 (from 8 a.m. until 4 p.m.), and ‘late’ corresponds
to the hours greater than or equal to 16 (from 4 p.m. to midnight).
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One-Way Analysis of Variance

The One-Way ANOVA task enables you to perform an analysis of variance
when you have a continuous dependent variable and a single classification
variable.

For example, consider the data set on air quality)( described in the pre-
ceding section. Suppose you want to compare the ozone level corresponding
to each of the three factory workshift periods.

Request the One-Way ANOVA Task
To request the one-way ANOVA task, follow these steps:

1. SelectStatistics— ANOVA — One-Way ANOVA ...
2. Selecto3 as the dependent variable.
3. Selectshift as the independent variable.

Figure 10.4defines the one-way ANOVA model.

One-Way ANDVA: Air [ x|

{3eppenrhinns € I
0K |
datetime o3
day Cancel |
hour
co Reset |

02
no Save Dptiunsl

dust frmfupnmrnion g I

wind Help |
|shift
ki y
Famsmgaug |
Test=s Means Plot=s
Titles Variables

Figure 10.4. One-Way ANOVA Dialog



274 + Chapter 10. Analysis of Variance

Request a Means Comparison Test

The analysis of variance performed in the One-Way ANOVA task indicates

whether the means of the groups are different; it does not indicate which
particular means are different. To generate more detailed information about
the differences between the means, follow these steps:

1. Click on theMeansbutton in the main dialog. The resulting window
displays theComparisonstab.

Click on the arrow adjacent to ti@omparison methodlist.
SelectTukey’s HSD.

Highlight the variableshift in the Main Effects: box.

Click on theAdd button.

o b~ WD

You can click on the arrow next tBignificance level:to select a significance
level, or you can type in the desired value.

6. Click OK.

Figure 10.5specifies Tukey's studentized range (HSD) means comparison
test at the).05 significance level.



One-Way ANOVA: Means [ x|

Compatisons ]Elreakdown ]

Compar izon method
[Tukey 's HSD
4

=

Significance Ieuel:I0.0S m

Main effects:
shift

Fruied |

Effect / method:

One-Way Analysis of Variance

1.4 |
Cancel |
Reset |

Help |

shift / Tukey’'s HSD

Farmapagr

Figure 10.5. One-Way ANOVA: Means Dialog

Request a Box-and-Whisker Plot

To request a box-and-whisker plot in addition to the analysis, follow these

steps:

1. Click on thePlots button in the main dialog.

2. SelectBox-&-whisker plot.

3. Click OK.

Figure 10.&displays the Plots dialog with tHgox-&-whisker plot selected.

L
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I |

Tvpes of plots
¥ Box-&-whisker plot

[ Bar chart 0K
Flﬂeans plot |
Hesidual plot of predicted T
[ Residual plot of independent Cancel |
Re=zet |

Help |

-Means plot options
Bartype
{ Standard error of mean
" Standard deviation

Height of bars in std. units
i 1 2 3 |

[T Use pooled variance

[ Start vertical axis at 0

Figure 10.6. One-Way ANOVA: Plots Dialog
Click OK in the One-Way ANOVA dialog to perform the analysis.

Review the Results

This analysis tests whether the independent variadiiét) is a significant
factor in accounting for the variation in ozone levelEgure 10.7displays

the analysis of variance table, with &rstatistic 0f31.93 and an associated
p-value that is less tham0001. The smallp-value indicates that the model
explains a highly significant proportion of the variation present in the depen-
dent variable.



One-Way Analysis of Variance ¢ 277

B ANDVA [_[O] x|

The ANDVA Procedure -

Class Level Information

Class Levels Values
shift 3 daytime early late
Number of observations 168

The ANOVA Procedure

Dependent Variable: o3 Ozone

Sum of

Source DF Squares Mean Square F Value Pr > F

Model 2 629.929873 314.964936 31.93 <. 0001

Error 165 1627.363727 9.862810

Corrected Total 167 2257.293599

R=-Sguare Coeff Var Root MSE o3 Mean

_I 0.279064 ¥3.67665 3.140511 4.262560 f
4 2

Figure 10.7. One-Way ANOVA: Analysis Results

The R-square value, which follows the ANOVA tablefkigure 10.7 repre-
sents the proportion of variability accounted for by the independent variable.
Approximately 28% of the variability in the ozone level can be accounted for
by differences between shifts.
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B ANOVA H=E
=
Tukey's Studentized Range (HSD) Test for o3
NOTE: This test controls the Tvpe | experimentwise error rate, but it generally has a higher
Type Il error rate than REGHQ.
filpha 0.905
Error Degrees of Freedom 165
Error Mean Square 9.86281
Critical Value of Studentized Range 3.34476
Minimum Significant Difference 1.4037
Heans with the same letter are not significantly different.
Tukey Grouping Hean N shift
A 6.9496 56 daytime
B 3.3763 56 early
B
B 2.4618 56 late

4 | o

Figure 10.8. One-Way ANOVA: Multiple Comparisons Results

Information detailing which particular means are different is available in the
multiple comparison test, as displayedrigure 10.8 The means comparison
output provides the alpha value, error degrees of freedom, and error mean
square.

In the “Tukey Grouping” table, means with the same letter are not signifi-
cantly different. The analysis shows that the daytime shift is associated with
ozone levels that are significantly different from the other two shifts. The
early and late shifts cannot be statistically distinguished on the basis of mean
ozone level.
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H] Box plot of 03 by shift !Em

20

Q
5.
N‘IO
o
5
T T

daytime carly late
Recoded Ranges of hour

oo m]

(m]

Figure 10.9. One-Way ANOVA: Box-and-Whisker Plot

The box-and-whisker plot displayedfiigure 10.Qrovides a graphical view

of the multiple comparison results. The variance among the ozone levels
may be unequal: subsequent analyses may include a test for homogeneity of
variance or a transformation of the response variai8e,

Nonparametric One-Way Analysis of
Variance

In statistical inference, or hypothesis testing, the traditional tests are called
parametric tests because they depend on the specification of a probability dis-
tribution (such as the normal) except for a set of free parameters. Parametric
tests are said to depend on distributional assumptions. Nonparametric tests,
on the other hand, do not require distributional assumptions. Even if the data
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are distributed normally, nonparametric methods are often almost as power-
ful as parametric methods.

The Nonparametric One-Way ANOVA task enables you to perform nonpara-
metric tests for location and scale when you have a continuous dependent
variable and a single independent classification variable. You can perform
a nonparametric one-way ANOVA using Wilcoxon (Kruskal-Wallis), me-
dian, Van der Waerden, and Savage scores. In addition, you can test for
scale differences across levels of the independent variable using Ansari-
Bradley, Siegal-Tukey, Klotz, and Mood scores. The Nonparametric One-
Way ANOVA task provides asymptotic and exgevalues for all tests for
location and scale.

For example, consider the air quality data set (Air), described in the section
“The Air Quality Data Set'on page 270. Suppose that you want to perform a
nonparametric one-way ANOVA and also test for scale differences for ozone
levels across shift periods.

Request the Nonparametric One-Way ANOVA

To request a nonparametric one-way ANOVA, follow these steps:

1. SelectStatistics— ANOVA — Nonparametric One-Way ANOVA . ..
2. Selecto3 as the dependent variable.
3. Selectshift as the independent variable.
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Nonparametnc One-Way ANOVA: Air E

Diepmrient I

(1.4 |
datetime ol
day Cancel |

hour

co Rezet |
s02

no Save Dptions |
dust fraderoerient I

wind Help |
[shift
1 »

Frersmres |

Figure 10.10. Nonparametric One-Way ANOVA: Main Dialog

Figure 10.1defines the nonparametric one-way ANOVA model.

Request Nonparametric Tests

You can use a honparametric test for location to determine whether the air
quality is the same at different times of the day. The Kruskal-Wallis test is a
commonly used nonparametric technique for testing location differences and
is produced using Wilcoxon scores.

The box-and-whisker plot ifigure 10.9indicates that ozone levels may be
more variable during the daytime shift than during the early shift or at night.
You can use the Ansari-Bradley test to test for scale differences across shifts.

To request the Kruskal-Wallis and Ansari-Bradley tests, follow these steps:

1. Click on theTestsbutton in the main dialog.
2. SelectWilcoxon (Kruskal-Wallis test) in the Location test scores
3. SelectAnsari-Bradley in the Dispersion test score®ox.
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Monparametric One-Way AMOVA: Tests m

-Location test scores

¥ Hilcoxon (Kruskal-Hallis test)

[ Median 0K
[ Van der Haerden 4|

[ Savage

Cancel |

Dizspersion test scores Heset |
[ Siegel-Tukey Hel |
V¥ finzar i -Bradley S

[ Klot=
[" Mood

- Exact p-values

[T Calculate exact p-values

HNote: Computational time may be
prohibitive for certain data.
The option must be set each time
it is used.

Figure 10.11. Nonparametric One-Way ANOVA: Tests Dialog

Figure 10.11displays the Tests dialog with thilcoxon (Kruskal-Wallis)
and Ansari-Bradley tests selected. ClicK in the Nonparametric One-
Way ANOVA dialog to perform the analysis.



Nonparametric One-Way Analysis of Variance ¢ 283

B Analysis (- [O] x]

The NPARINAT Procedure =

Wilcoxon Scores (Rank Sum=) for Variable o3
Clas=sified by Variable =shift

Sum of Expected Std Dev Mean
shift N Scores Under HO Under HO Score
early 56 4108.50 4732.0 297.096421 73.366071
dayt ime 56 6595.00 4732.0 297.096421 117.767857
late 56 3492.50 4732.0 297.096421 62.366071

fiverage scores were used for ties.

Kruskal-Hallis Test
Chi-Square 40,7546
DF 2
Pr > Chi-Square <.0001 | ILI
»

Kl

Figure 10.12. Nonparametric One-Way ANOVA: Kruskal-Wallis Test

Results
Figure 10.12displays the Wilcoxon scores and Kruskal-Wallis test results.
The table labeled “Wilcoxon Scores (Rank Sums) for Variable 03" contains
the sum of the rank scores, expected sum, and mean score for each shift.
The daytime shift has a mean score of 117.77, which is higher than the mean
scores of both the early and late shift. The “Kruskal-Wallis Test” table dis-
plays the results of the Kruskal-Wallis test. The test statistic of 40.75 indi-
cates that there is a significant difference in ozone levels across shift times
(thep-value is less than 0.0001).
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ﬁ Analysis !E B

The NPARINAT Procedure |

finsar i -Bradley Scores for Variable o3
Classified by Variable shift

Sum of Expected Std Dev Hean
shift N Scores Under HQ Under HO Score
early 56 2345.25¢0 2380.0 148.379376 41.879464
daytine 56 2089.500 2380.0 148.379376 37.312500
late 56 2705.250 2380.0 148.379376 48.308036

fiverage scores were used for ties.

finzar i -Bradley One-Hay finalysis
Chi=-Square 5.7952
DF 2
Pr » Chi-Square 0.0552

4 e

Figure 10.13. Nonparametric One-Way ANOVA: Ansari-Bradley Test

Results
Figure 10.13displays the results of the Ansari-Bradley test. The Ansari-
Bradley test chi-square has the value of 5.80 with 2 degrees of freedom,
which is not significant at the = 0.05 level. Since the-value is just slightly
higher than 0.05, there is moderate evidence of scale differences across shift
times.

Factorial Analysis of Variance

The Factorial ANOVA task enables you to perform an analysis of variance
when you have multiple classification variables.

For example, consider the data set on air quahiy)( described in the section
“The Air Quality Data Set’on page 270. Suppose you want to compare
ozone levels for each day of the week and for each factory workshift. You
can define a factorial model that includes the two classification variatdgs,
andshift.

In this example, a factorial model is specified, and a plot of the two-way
effects is requested.



Factorial Analysis of Variance
Request the Analysis
To request a factorial analysis of variance, follow these steps:

1. Click on Statistics— ANOVA — Factorial ANOVA ...
2. Selecto3 as the dependent variable.
3. Selectshift andday as the independent variables.

The resulting Factorial ANOVA dialog is displayedfingure 10.14

Factorial ANDVA: Air [ x|
frmpserient I irwiepenckent |
(1].4 |
datetime o3 shift
hour day Cancel |
co
s02 Reset |
no
dust Save Opt iunsl
wind
Help |
Fpmgroar
Mode 1 Tests Statistics Means
Plots Save Data Titles Variables

Figure 10.14. Factorial ANOVA Dialog

The default ANOVA model includes only the main effects (that is, the terms
representingshift andday). To include an interaction term, or to specify
other options for your analysis, you can use the dialogs available in the
Factorial ANOVA task.

285



286 ¢ Chapter 10. Analysis of Variance

Specify the Model

To specify a factorial model, follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variableshift andday in the resulting dialog.
3. Click on theFactorial button.

4, Click OK.

Figure 10.15displays the Model dialog with the ternsift, day, and the
interaction ternshift*day selected as effects in the model.

Note that you can build specific models with thdd, Cross, andFactorial
buttons, or you can select a model by clicking on $tendard Modelsbut-

ton and making a selection from the drop-down list. From this list, you can
request that your model include main effects only, effects up to two-way in-
teractions, or effects up to three-way interactions.

Factorial ANDYA: Model [ x|

Standard Models I il I Factorial I
Crows | vII_E AI 4“'(
Cancel |
Independent : Effects in model: Reset |
shift shift
day day Help |
day*=zhift

Remwros

Figure 10.15. Factorial ANOVA: Model Dialog
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Request a Means Plot

A means plot displays a symbol for the observed or predicted means at each
level of a specified variable, with vertical bars extending for a specified num-
ber of standard errors. The means for each level of an effect are joined with
line segments. To request a plot of the dependent means, follow these steps:

1. Click on thePlots button in the main dialog. The resulting window
displays theMeanstab.

2. SelectPlot dependent means for two-way effects

You can choose to plot either the observed or predicted means of the depen-
dent variable. Additionally, you can choose whether the vertical bars should
represent one, two, or three standard errors.

3. Click OK.

Figure 10.16requests a plot of the observed dependent means for the two-
way effects.

Factorial ANOVA: Plots [ x|
Means ]Residual l Influence l
Means plots 0K |
[ Plot dependent means for main effects Cancel |
¥ Plaot dependent means for two-way effects
Rezet |
Plot
[ & Observed means Help |
C Predicted means
Height of =standard error [(=e) bars
1 se T2 se T3 se

Figure 10.16. Factorial ANOVA: Plots Dialog

Click OK in the main dialog to perform the analysis.
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Review the Results

Figure 10.1®isplays information on the levels of the two classification vari-
ables, shift and day, followed by the ANOVA table. The model sum of
squares is partitioned into the separate contributions of the individual model
effects, and- tests are provided for each effect.

B Analysis [_ (O] x|

The GLM Procedure

|»

Class Level Information

Class Levels Values

shift 3 daytime early late

day T Fri Hon Sat Sun Thu Tue Wed
Number of observations 168

The GLM Procedure
Dependent Variable: o3 Ozone

Sum of

Source DF Squares Mean Square F Value Pr > F
Hodel 20 1526.938137 76.346907 15.37 <.0001 B
Error 147 730.355462 4.968405
Corrected Total 167 2257¥.293599
R-Square Coeff Var Root MSE 03 Mean
0.676446 52.29233 2.228992 4.262560
Source DF Type 111 55 Mean Square F Value Pr > F
shift 2 629.9298726 314.9649363 63.39 <0001
day 6 347 .5540369 57.9256728 11.66 <0001
LI shift¥*day 12 549.4542274 45.7878523 9.22 (.0001_>|L|

Figure 10.17. Factorial ANOVA: Analysis Results

TheF statistic 0f15.37 indicates that the model as a whole is highly signif-
icant (thep-value is less thaf.0001). Additionally, the R-square value of
0.6764 means that about 68% of the variation of ozone can be accounted for
by the factorial model.

The table at the bottom dfigure 10.17displays the significance test for
each term of the model. The main effects and the interaction term are each
significant at thex = 0.05 level (that is, eacp-value is much less than05).
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In Figure 10.18the three curves display ozone concentration across days of
the week. Each curve represents the relationship for one of the three factory

workshift periods.

q: Means plot of 03 by day and shift

H=E

%60

£S5

a0

QOzone

45

0.0

Men Tue Wed

Recoded Ranges of hour

T T T T
Thu Fii Sat Sun

Day of Week

daytime early

late

Figure 10.18. Factorial ANOVA:

Means Plot

The means plot indicates an inverse relationship between the daytime and
late shifts. The ozone levels during the daytime shift rise dramatically on

Thursday and remain high throughout the weekend. Ozone levels for the
late shift, on the other hand, start to decrease after Thursday and remain low

throughout the weekend.
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Linear Models

The Linear Models task enables you to perform an analysis of variance when
you have a continuous dependent variable with classification variables, quan-
titative variables, or both.

The data sefiir, described in the sectiofThe Air Quality Data Set"on

page 270, includes quantitative measures; for example, the varidtde
represents wind speed, in knots. Suppose that you want to model ozone levels
using the variableday (day of week) shift (factory workshift period), and

wind (wind speed). Suppose that you also want your model to include the
interaction between the variablday andshift. That is, you want to perform

a simple two-way analysis of covariance with unequal slopes.

The following example fits this linear model and additionally requests a retro-
spective power analysis and a plot of the observed values versus the predicted
values.

Request the Linear Models Analysis

To request the linear models analysis, follow these steps:

1. SelectStatistics— ANOVA — Linear Models ...
2. Selecto3 as the dependent variable.

3. Selectshift andday as the class variables.

4. Selectwind as the quantitative variable.
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Linear Models: Air [ x|
frmemmrniond
0K |
datetime o3
hour Cancel |
co
s02 Reset |
no
dust Save Opt innsl
Loy Guant itative |
Help I
shift wind
day
Romove
Mode1 Tests Statistics Heans Predictions
Plots Save Data Titles Variables

Figure 10.19. Linear Models Dialog

Figure 10.19%isplays the Linear Models dialog. By default, the linear model
analysis includes only the main effects specified in the main dialog: no inter-
action term is included.

Specifying an Interaction Term in the Model

To include the interaction tershift*day in your model, follow these steps:

1. Click on theModel button in the main dialog.
2. Highlight the variableshift andday.

3. Click on theCrossbutton.

4. Click OK.

Note that you can build specific models with thdd, Cross, andFactorial
buttons, or you can select a model by clicking on 8tandard Modelsbut-
ton and making a selection from the pop-up list.



292

L4

Chapter 10. Analysis of Variance

Linear Models: Model E
Standard Models I Al I Factorial |
. . 11,4 |
Do I Py bomnnind |
Cancel
B | vll 2 ‘l —I
Re=set |
Independent : Effects in model:
wind wind Help |
shift shift
day day
day*shift

Harpos | [ Do not include an intercept

Figure 10.20. Linear Models: Model Dialog

Figure 10.2isplays the Model dialog with the terrshift andday and the
interaction ternshift*day selected as effects in the model.

Request a Power Analysis

The power of a test is the probability of correctly rejecting the null hypothe-
sis of no difference. It depends on the sample size as well as the precise dif-
ference specified in the alternative hypothesis. ldeally, you consider power
before gathering data to ensure that you gather enough data to detect a dif-
ference. However, once you have gathered your data, you can perform a
retrospective power analysis in order to determine how much data is needed
to detect the observed difference. To perform a retrospective power analysis
with the Analyst Application, follow these steps:

1. Click on theTestsbutton in the main dialog.
2. Click on thePower Analysistab.
3. SelectPerform power analysis

To request power calculations for tests performed at sevexalues, you
can enter the values, separated by a space, in the box |abipleds. You
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can request power analysis for additional sample sizes iSameple sizes

box. You can enter one or more specific values for the sample sizes, or you
can specify a series of sample sizes in the boxes labigieah:, To:, and

By:.

4. Click OK.

Figure 10.2Misplays thdPower Analysistab, which requests a retrospective
power analysis with an alpha, or significance level).0b.

Linear Models: Tests m
Univariate] Multivariste Poweer Anslysis ]WLS]
Select if you want to perform retrospective
pover analysis. 0K |
Cancel |
¥ Perfornm power analysis
Reset |
fAlphas
. Help |
Ualues:l.OS

Sample =sizes

Ualues:l

From: I To:l By:l

Figure 10.21. Linear Models: Tests Dialog

Request a Scatter Plot

To request a scatter plot of the predicted values versus the observed values,
follow these steps:

1. Click on thePlots button in the main dialog.
2. Click on thePredictedtab.

3. SelectPlot observed vs predicted

4. Click OK.
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Means  Predicted ]Residual ] Influence]
Scatter plots 0K |
¥ Plot observed ws predicted Cancel |
[ Plot observed vs independents Reset |
Help |

Figure 10.22. Linear Models: Plots Dialog
Figure 10.24isplays thePredicted tab in the Plots dialog.

Click OK in the Linear Models dialog to perform the analysis.

Review the Results

The output of the analysis includes information about the levels of the inde-
pendent variables, followed by the ANOVA table.

Figure 10.23displays the analysis of variance table, with Rstatistic of
19.44 and an associatquvalue less than.0001. A p-value this small indi-
cates that the model explains a highly significant proportion of the variation
in the dependent variable.

The R-square value represents the proportion of variability accounted for by
the independent variables. In this analysis, about 74% of the variation of the
ozone level can be accounted for by the model (that is, by mean differences
in day andshift, in conjunction with a linear dependence on wind speed).
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ﬁ Analysis !El u

The GLM Procedure

|»

Class Level Information

Class Levels Values

=hift 3 daytime early late

day T Fri Mon Sat Sun Thu Tue Hed
Number of observations 168

The GLM Procedure

Dependent Variable: o3 Ozone

Sum of

Source DF Squares Mean Square F Value Pr >F _|
Hodel 21 1662.604496 79.171643 19.44 <. 0001
Error 146 594 .689103 4.073213
Corrected Total 167 2257.293599

A-Sguare Coeff Var Root MSE 03 Mean

0.736548 47 .34761 2.018220 4.262560
Source DF Twpe 111 S5 Mean Square F Value Pr > F
wind 1 135.6663592 135.6663592 33.31 <. 0001
shift 2 122.4728208 61.2364104 15.03 <. 0001
day 6 ¥8.4551593 13.0758599 3.21 0.0054
shift*day 12 295.5940454 24 .6328371 6.05 <.0001 -

| v

Figure 10.23. Linear Models: ANOVA Results

The last table displayed irigure 10.23artitions the model sum of squares
into the separate contribution for each model effect and tests for the signifi-
cance of each effect. The main effects and the interaction term are significant
at thea = 0.05 level (that is, eaclp-value is less thaf.05).

Figure 10.24displays the retrospective power analysis. The observed power
is given for each effect in the linear model.

295



296 ¢ Chapter 10. Analysis of Variance

B Analysis !Elm
Power finalvsis ;l
Sum of Least
Dependent Squares Significant
Variable Source Type fAlpha Power Number
ol day Tvpe 111 0.905 0.918 116
o3 shift Tvpe 111 0.05 0.999 40
o3 shift*day Tvpe 111 0.05 0.999 57 J
od wind Type 111 0.05 0.9399 29
£l | _>|_I

Figure 10.24. Linear Models: Power Analysis

The column labeled Least Significant NumberHigure 10.24displays the
smallest number of observations required to determine that the effect is sig-
nificant at the givenx value.
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H] Observed o3 by predicted o3 !EIB
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[m]
[m]
[m]
1251 u}
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Predided <2
Figure 10.25. Linear Models: Observed Ozone Levels versus Predicted

Values

Figure 10.25displays the plot of the observed values versus the predicted

L

values from the model. If the model predicts the observed values perfectly,

the points on the plot fall on a straight line with a slope of 1. This plot

indicates reasonable prediction.
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Introduction

Regression techniques enable you to investigate the relationship between a
dependent variable (also calledresponsevariable) and one or more ex-
planatory variables (also callguledictor, or independentvariables). In lin-

ear regression, the dependent variable is modeled as a linear function of the
quantitative independent variables. For example, you can write the simple
linear regression equation as

Y =by+ b0 X

whereY represents the single dependent variaislés the explanatory vari-
able, andhy andb; are regression coefficients.

Diezcriptive k
T able Analyzis. .
Hypothesiz Testsz

A A2,

Simple...
tultivariate Linear...

Survival Logigtic...

3

2

Regreszion r
Sy

3

3

Sample Size

|ndes...

Figure 11.1. Regression Menu

The Analyst Application enables you to perform simple linear regression,
multiple linear regression and logistic regression. In the Simple linear re-
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gression task, you model your dependent variable using a single explanatory
variable. In the Linear regression task, you model your dependent variable
using one or more explanatory variables. In the Logistic regression task, the
dependent variable is discrete, and you model the variable using one or more
explanatory variables.

The examples in this chapter demonstrate how you can use the Analyst
Application to perform simple linear regression, multiple linear regression,
and logistic regression.

Simple Linear Regression

In simple linear regression, there is a single quantitative independent vari-
able. Suppose, for example, that you want to determine whether a linear
relationship exists between the asking price for a house and its area in square
feet. The area of the house is the quantitative independent variable, and the
asking price for the house is the dependent variable.

The data set analyzed in this example is calgmlises, and it contains the
characteristics of fifteen houses for sale. The data set contains the following
variables.

style style category (ranch, split-level, condominium, or two-
story)

sqgfeet area in square feet

bedrooms number of bedrooms

baths number of bathrooms

street name of the street on which the house is located

price asking price for the house

The task includes performing a simple regression analysis to predict the vari-
ableprice from the explanatory variablsgfeet.
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Open the Houses Data Set

The data are provided in the Analyst Sample Library. To operHihigses
data set, follow these steps:

SelectTools — Sample Data. . .

SelectHouses.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectHouses from the list of members.

N o o b~ wDdN e

Click OK to bring theHouses data set into the data table.

Request the Simple Regression Analysis

To request the simple regression analysis, follow these steps:

1. SelectStatistics— Regression— Simple. ..
2. Selectprice from the candidate list as the Dependent variable.
3. Selectsqgfeet from the candidate list as the Explanatory variable.

Figure 11.displays the resulting dialog.

L
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Simple Linear Regreszion: Houses |

Deperwient |
: 0K |
C style lorice
bedroomns LI _PI' Cancel I
baths
C =treet foegr b ianr e | Reset |
|ﬂFEEt _I' Save Options I
4 »
Help |
Hodel
= L inear
Fameroy | " Quadratic
T Cubic
Tests Statistics |Predictions Plots
Save Data Title= Variable=

Figure 11.2. Simple Linear Regression Dialog

The model defined in this analysis is
price = by + b1 sqfeet

If you selectQuadratic or Cubic in the Model box, the respective model is
price = by + by sgfeet + by sqfeet?

or
price = by + by sgfeet + by sqfeet? + bz sgfeet?

The default analysis fits the simple regression model.
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Request a Scatter Plot of the Data

To request a plot of the observed values versus the independent values, follow
these steps.

1. Click on thePlots button.
2. SelectPlot observed vs independent

You can add 95% confidence limits for the mean of the independent variable
by selectingConfidence limits, or you can produce 95% prediction limits
for individual predictions.

3. Click OK.

Predicted IResiduaI ] Influence ]

Scatter plots 0K |
[T Plot observed vs predicted Cancel |
[¥ Plot observed vs independent Reset |

* None Help |

 Confidence limits
 Prediction linmits

Figure 11.3. Simple Linear Regression: Plots Dialog

Click OK in the Simple Linear Regression dialog to perform the analysis.
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Review the Results

The results are displayed figure 11.4 The ANOVA table is displayed in
the results, followed by the table of parameter estimates. The least squares
fitis

price = —14982 4 67.52 x sqfeet

B Analysis !EI u

The REG Procedure
Model: MODEL1
Dependent VYariable: price fisking price

|»

finalysis of Variance

Sum of Mean
Source DF Squares Square F Value Pr > F
Hodel 1 7888892794 7888892794 3174.98 <.0001
Error 13 323012086 2484708
Corrected Total 14 7921134000
Root MSE 1576.29571 R-Square 0.9959 [—
Dependent Mean gavao Adj R-5q 0.9956
Coeff Var 1.90558

Parameter Estimates

Parameter Standard
Variable Label DF Estimate Error t Value Pr > iti

Intercept Intercept 1 -14982 1781.06635 -8.41 <.0001
sqfeet Square footage 1 67 .52056 1.19830 56.35 <.0001

g b

Figure 11.4. Simple Linear Regression: Results

The smallp-values listed in the Pr | column indicate that both parameter
estimates are significantly different from zero.

The plot of the observed and independent variables is display&tjime
11.5 The plot includes the fitted regression line.
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E" Scatter plot of price and sgfeet !Elm

Asking price
$130,000

$105,000+

$80,000

$35,0001

$mlEID-I T T I I T T T T
00 80 000 1N0 M0 B0 BO 200 220

Squere footage

Figure 11.5. Simple Linear Regression: Scatter Plot with Regression Line

Multiple Linear Regression

You perform a multiple linear regression analysis when you have more than
one explanatory variable for consideration in your model. You can write the
multiple linear regression equation for a model witbxplanatory variables
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as

Y =by+ 01 X1 + b2 Xo+ ...+ b,X,

whereY is the response, or dependent, variable, Xteerepresent thp ex-
planatory variables, and tlée are the regression coefficients.

For example, suppose that you would like to model a person’s aerobic fit-
ness as measured by the ability to consume oxygen. The data set analyzed
in this example is hameHitness, and it contains measurements made on
three groups of men involved in a physical fithess course at North Carolina
State University. See&Computing Correlationsin Chapter 7, “Descriptive
Statistics,” for a complete description of the variables in the Fitness data set.

The goal of the study is to predict fithess as measured by oxygen consump-
tion. Thus, the dependent variable for the analysis is the varabygen.
You can choose any of the other quantitative variabéege( weight, run-
time, rstpulse, runpulse, andmaxpulse) as your explanatory variables.

Suppose that previous studies indicate that oxygen consumption is dependent
upon the subject’s age, the time it takes to run 1.5 miles, and the heart rate
while running. Thus, in order to predict oxygen consumption, you estimate
the parameters in the following multiple linear regression equation:

oxygen = by + b1 age + ba runtime + bz runpulse

This task includes performing a linear regression analysis to predict the
variable oxygen from the explanatory variablezge, runtime, and run-
pulse. Additionally, the task requests confidence intervals for the estimates,
a collinearity analysis, and a scatter plot of the residuals.

Open the Fitness Data Set

The data are provided in the Analyst Sample Library. To access this data set,
follow these steps:
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SelectFitness.
Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

Request the Linear Regression Analysis
To specify the analysis, follow these steps:

Multiple Linear Regression

SelectTools — Sample Data. . .

SelectFitness from the list of members.
Click OK to bring theFitness data set into the data table.

1. SelectStatistics—Regression— Linear ...

2. Select the variablexygen from the candidate list as the dependent
variable.

3. Select the variableage, runtime, andrunpulse as the explanatory
variables.

Figure 11.e&displays the resulting Linear Regression task.

Linear Regression: Fitness E

Srmpernient

g lanmbory |

weight
retpul=se
maxpu |l se
group

oxygen

0K |
age
runt ime Cancel |
runpulse
Reset |
Save Dptinnsl
Help I

Romove

Mode1

Tests Statistics |Predictions

Plots

Save Data Titles Variables

Figure 11.6.

Linear Regression Dialog
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The default analysis fits the linear regression model.

Request Additional Statistics

You can request several additional statistics for your analysis in the Statistics
dialog.

To request that confidence limits be computed, follow these steps:

1. Click on theStatistics button.
2. In the Statisticstab, selecConfidence limits for estimates

Figure 11.7isplays theStatisticstab in the Statistics dialog.

Linear Begression: Statistics

Statistics ]Tests] Mutivariate

Parameter estimates 0K I
[ 5td. regression coefficients Cancel |
W Confidence limits for estimates

Re=set |
[ Type 1 sum of squares
[~ Type 2 =um of =quares Help |

[ Correlation matrix of estimates
[" Covariance matrix of estimates

Correlations

[T Partial correlations
Semi-partial correlations

Figure 11.7. Linear Regression: Statistics Dialog, Statistics Tab

To request a collinearity analysis, follow these steps:

1. Click on theTeststab in the Statistics dialog.
2. SelectCollinearity analysis.
3. Click OK.
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The dialog inFigure 11.8requests a collinearity analysis in order to assess
dependencies among the explanatory variables.

Linear Regression: Statistics n

Statistics Tests |Mutivariste |

Collinearity 0K |

W Collinearity analysis Cancel |

[ Tolerance values for estimates
[T Variance inflation factors Reset |

_Heteroscedasticity Help |

[” Heteroscedasticity test
fisymptotic covariance matrix

Autocorrelation
[ Durbin-Hatson statistic

Figure 11.8. Linear Regression: Statistics Dialog, Tests Tab

Request a Scatter Plot of the Residuals

To request a plot of the studentized residuals versus the predicted values,
follow these steps:

In the Linear Regression main dialog, click on tPlets button.
Click on theResidualtab.
SelectPlot residuals vs variables

A w DN PE

In the box labeledResiduals check the selection
Studentized

5. In the box labeled/ariables, check the selectioRredicted Y.
6. Click OK.

Figure 11.displays theResidualtab.
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Linear Regression: Plots E

Predicted  Residual ]Influence]

Residual plots 0K |

[V Plot residuals ws wariables Cancel |
RBesiduwals _ = Mariables__ Reset |

[~ Ordinary ¥ Predicted Y

[~ Standardized [ Independents Help I

¥ Student ized

Mormal probability and quantile plots
{ [ Normal probability-probability plot

[ Normal quantile-quantile plot

Figure 11.9. Linear Regression: Plots Dialog, Residual Tab

An ordinary residual is the difference between the observed response and the
predicted value for that response. The standardized residual is the ratio of
the residual to its standard error; that is, it is the ordinary residual divided
by its standard error. The studentized residual is the standardized residual
calculated with the current observation deleted from the analysis.

Click OK in the Linear Regression dialog to perform the analysis.

Review the Results

Figure 11.1displays the analysis of variance table and the parameter esti-
mates.
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B Analysis !Elu
The REG Proceduwre -
Model: MODEL1
Dependent Variable: oxygen Oxygen consumption
fAnalyzis of Variance
Sum of Mean
Source DF Squares Square F Value Pr > F
Hodel 3 630.55086 230.18362 38.64 <.0001
Error 27 160.83069 5.95669
Corrected Total 30 851.38154
Root MSE 2.44063 R-Square 0.8111
Dependent Mean 47.37581 Adj R-Sq 0.7901
Coeff Var 5.151865
Parameter Estimates
Parameter Standard
Variable Label DF Estimate Error t Value Pr > iti
Intercept Intercept 1 111.71806 10.23509 10.92 <.0001
age fige in yvears 1 -0.25640 0.09623 -2.66 0.0129
runtime Min. to run 1.5 miles 1 -2.825%38 0.35828 -7.89 <.0001
runpulse Heart rate while running 1 -0.13091 0.05059 -2.5%9 0.0154
il | 3|

Figure 11.10. Linear Regression: ANOVA Table and Parameter Estimates

In the analysis of variance table displayedrigure 11.10 the F value of
38.64 (with an associatqevalue that is less than 0.0001) indicates a signif-
icant relationship between the dependent variattggen, and at least one

of the explanatory variables. The R-square value indicates that the model
accounts for 81% of the variation in oxygen consumption.

The “Parameter Estimates” table lists the degrees of freedom, the parameter
estimates, and the standard error of the estimates. The final two columns
of the table provide the calculateéd/alues and associated probabilitigs (
values) of obtaining a larger absolutealue. Eaclp-value is less than 0.05;
thus, all parameter estimates are significant at the 5% level. The fitted equa-
tion for this model is as follows:

oxygen = 111.718 — 0.256 x age — 2.825 X runtime — 0.131 x runpulse

Figure 11.11displays the confidence limits for the parameter estimates and
the table of collinearity diagnostics.
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B Analysis - (O] x|
=
Parameter Estimates
Variable Label DF 95% Confidence Limits
Intercept Intercept 1 90.71740 132.71873
age fige in yvears 1 -0.45304 -0.0589%
runt ime Min. to run 1.5 miles 1 -3.56051 =-2.09025
runpulse Heart rate while running 1 =0.23471 =-0.02711
Collinearity Diagnostics
Condition  ==========——=- Proportion of Variation---=--=-==-==-=
Humber Eigenvalue Index Intercept age runt ime runpulse
1 3.97790 1.00000 0.00011565 0.00056585 0.00082368 0.00016363
2 0.01183 18.33958 0.00296 0.38305 0.49678 0.00697
3 0.00919 20.80033 0.03198 0.19423 0.42448 0.09749
4 0.00108 60.60078 0.96495 0.42215 0.07792 0.89538
| _'I_I

Figure 11.11. Linear Regression: Confidence Limits and Collinearity
Analysis

The collinearity diagnostics table displays the eigenvalues, the condition in-
dex, and the corresponding proportion of variation accounted for in each es-
timate. Generally, when the condition index is around 10, there are weak
dependencies among the regression estimates. When the index is larger than
100, the estimates may have a large amount of numerical error. The diagnos-
tics displayed inFigure 11.11 though indicating unfavorable dependencies
among the estimates, are not so excessive as to dismiss the model.
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B3 Plot of RSTUDENT vs PRED [_ (O] x|
aygen = 1172 —02%8d age — 28284 untime —0 1305 unpulss ;l
34
O m]
24
2
O O
IS (m]
ol
s M
= o m]
é o o 8 [m] |_|—_|__|
_3 I} | B I o ___ =
2 ° 0
§ ul . o ul
2 g
g o
&
-2 (]
(m]
-
T T T T T T T T T T
%0 crd 40.0 425 45.0 475 50.0 525 55.0 575
Preclicted Value -
N o
Figure 11.12. Linear Regression: Plot of Studentized Residuals versus

Predicted Values

The plot of the studentized residuals versus the predicted values is displayed
in Figure 11.12 When a model provides a good fit and does not violate any
model assumptions, this type of residual plot exhibits no marked pattern or
trend.Figure 11.1Zxhibits no such trend, indicating an adequate fit.
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Logistic Regression

Logistic regression enables you to investigate the relationship between a cat-
egorical outcome and a set of explanatory variables. The outcome, or re-
sponse, can be dichotomous (yes, no) or ordinal (low, medium, high). When
you have a dichotomous response, you are performing standard logistic re-
gression. When you are modeling an ordinal response, you are fitting a pro-
portional odds model.

You can express the logistic model for describing the variation among prob-
abilities {60, } as

t
0, = {1+ exp[—a-— Zﬁkxhk]}_l

k=1

whereq is the intercept parametes, is a vector oft regression parameters,
andx’;, is a row vector of explanatory variables corresponding to/ite
subpopulation.

You can show that the odds of success for/itiregroup are

0

h
—_— = exp{a + E 2:1 ﬁkxhk}
1—6,

By taking logs on both sides, you obtain a linear model forolgt:

o\ d
IOg{l—Gh} = a+ Zﬁkxhk

k=1

This is the log odds of success to failure for thth subpopulation. A nice
property of the logistic model is that all possible value§ @f+ x';3) in
(—o0,00) map into(0, 1) for 6;. Note thatexp{j;} are the odds ratios.
Maximum likelihood methods are used to estimatend3.
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In a study on the presence of coronary artery disease, walk-in patients at a
clinic were examined for symptoms of coronary artery disease. Investigators
also administered an ECG. Interest lies in determining whether there is a
relationship between presence or absence of coronary artery disease and ECG
score and gender of patient. Logistic regression is the appropriate tool for
such an investigation.

The data set analyzed in this example is caltmionary?2. It contains the
following variables:

sex sex (morf)

ecg ST segment depression (low, medium, or high)
age patient age

ca disease (yes or no)

The task includes performing a logistic analysis to determine an appropriate
model.

Open the Coronary2 Data Set

The data are provided in the Analyst Sample Library. To open the
Coronary?2 data set, follow these steps:

SelectTools — Sample Data. . .

SelectCoronary?2.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectCoronary?2 from the list of members.

N o o b~ wDdN e

Click OK to bring theCoronary2 data set into the data table.

Request the Logistic Regression Analysis

To request the logistic regression analysis, follow these steps:
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SelectStatistics — Regression— Logistic . ..

Ensure thaBingle trial is selected as thBependent type
Selectca from the candidate list as the dependent variable.
Selectecg andsex from the candidate list as the class variables.
Selectage from the candidate list as the quantitative variable.

I T o

Selectyes from the drop-down list foModel Pr{ }:

Note thatModel Pr{ }: determines which value of the dependent variable
the model is based on; usually, the value representing an event (such as yes
or success) is chosen.

Figure 11.13isplays the resulting dialog.

Logistic Regression: Coronary2
Dependent type
“Single trial Depernient Model Pr{ }:
" Events/Trials ves ] oK |
[ca 4 3
ﬂ » Cancel |
i aww | Dt i bad ivw I Rezet |
sex age Save Opt ionsl
ecg
Help |
Faoes
Model Statistics | Predictions Plots
Save Data Titles Har iabiow

Figure 11.13. Logistic Regression Dialog

Specify the Model

By default, a main effects model is fit. To define a different model, with terms
such as interactions, or to specify various model selection methods, such as
forward selection or backward elimination, use the Model dialog.
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To specify a forward selection model with main effects and their interactions,

follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesige, ecg, andsex in the Explanatory: list of

the model dialog.

3. Click on theFactorial button to specify main effects and their interac-

tions.
Logistic Hegression: Model m
el ]Seledion] Cr'rteria] Include]
0K I
Standard Models I fauked | Factor ial |
Cancel I
frows | Polvnmmiad | R
eset I
(W z[a]
Help I

Explanatory:

Effects in model:

age
sex
ecg

age
sex
ecg
age*ecqg
age¥zex
ecg¥sex

Rumovs |

" Do not include an intercept

Figure 11.14. Logistic Regression: Model Dialog, Model Tab

Figure 11.14displays the Model dialog with the ternage, ecg, sex, and

their interactions selected as effects in the model.

Note that you can build specific models with thdd, Cross, andFactorial
buttons, or you can select a model by clicking on $tendard Models but-
ton and making a selection from the pop-up list. From this list, you can
request that your model include main effects only or effects up to two-way

interactions.
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Now, to specify your model-building technique, follow these steps:

1. Click on theSelectiontab.

2. SelectForward selection The forward selection technique starts with
a default model and adds significant variables to the model according
to the specified criteria.

3. To specify which variables to include in every model, click on the
Include tab, and select the variablege, ecg, andsex.

4. Click OK.
Logistic Regression: Model m
Model] Selecﬁon] Criteriz  Incluce ]
oK |
S5elect model terms to include in every model.
Cancel |
S aande |
Model terms: Reset |
age¥ecg age
age¥*sex sex Help |
ecg*sex eco

Framazos

Figure 11.15. Logistic Regression: Model Dialog, Include Tab

Figure 11.15displays thelnclude tab with the termsage, ecg, andsex
selected as model terms to be included in every model.

When you have completed your selections, cl@K in the main dialog to
produce your analysis.
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Review the Results

Figure 11.1@lisplays the “Testing Global Null Hypothesis: BETA = 0" table,
which lists statistics that test whether the parameters are collectively equal to
zero. This is similar to the overdH statistic in a regression model.

B Analysis - [O] x|
Testing Global Null Hypothesis: BETA=0 ;I

Test Chi=-Square DF Pr > ChiSqg

Likelihood Ratio 21.4878 4 0.0003

Score 18.9094 4 0.0008

Wald 14.6894 4 0.0054

Residual Chi-Square Test
Chi=-Square DF Pr > ChiSq

2.2464 5 0.8141

NOTE: No (additional) effects met the 0.05 significance level for entry into the model.

Type |11l fAnalysis of Effects
Hald
Effect DF Chi=-Square Pr > ChiSq
age 1 7.2340 0.0072
sex 1 6.3416 0.0118
2

ecq 5.6706 0.0587

4 o

Figure 11.16. Logistic Regression: Analysis Results

When the explanatory variables in a logistic regression are relatively small in

number and are qualitative, you can request a goodness-of-fit test. However,
when you also have quantitative variables, the sample size requirements for
these tests are not met. An alternative strategy for testing goodness of fit in
this case is to examine the residual score statistic. This criterion is based on
the relationship of the residuals of the model with other potential explanatory

variables. If an association exists, then the additional explanatory variable
should also be included in the model. This test is distributed as chi-square,
with degrees of freedom equal to the difference in the number of parameters
in the original model and the number of parameters in the expanded model.

The residual score statistic is displayedrigure 11.16as the “Residual Chi-
Square Test” table. Since the difference in the number of parameters for the
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expanded model and the original modedis- 4 = 5, the score statistic has

5 degrees of freedom. Since the value of the statistic2$ and thep-value

is 0.81, the main effects model fits adequately and no additional interactions
need to be added.

The “Type Il Tests of Effects” table provides Wald chi-square statistics that
indicate that botlage andsex are clearly significant at the = 0.05 level

of significance. Thescg variable approaches significance, with the Wald
statistic of5.67 andp = 0.059. Although you may want to delete tleeg
variable because it does not meet the- 0.05 significance criteria, there
may be reasons for keeping it.

B Analysis [ [O] x|
Odds Ratio Estimates _J
Point 95% Hald

Effect Estimate Confidence Limits

age 1.100 1.026 1.180

sex female vs male 0.249 0.084 0.735

ecg high vs medium 1.534 0.315 7.472

ecg low vs medium 0.323 0.105 0.995

fizsociation of Predicted Probabilities and Observed Responses

Percent Concordant 78.8 Somers’ D 0.580 _J
Percent Discordant 20.8 Gamma 0.582
Percent Tied 0.3 Tau-a 0.293
Pairs 1517 c 0.790
Kl I»I_I

Figure 11.17. Logistic Regression: Analysis Results

Figure 11.1displays odds ratio estimates and statistics describing the asso-
ciation of predicted probabilities and observed responses. The valuglof

for age is the extent to which the odds of coronary heart disease increase
each year. The odds ratio feex, 0.249, is the odds for females relative to
males adjusted foage andecg. Thus, the odds of coronary heart diseases
for females are approximately one-fourth that of males.
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Chapter 12

Sample Size and Power
Calculations

Introduction

Dezcriptive 4
T able Analyziz...
Hupothesis Tests  F
A, +
R egreszzion 4
3
3

tultivariate

Survival
One-5ample t-test.

Indes.... One-5ample Confidence Interval .

One-Sample Equivalence...

Paired t-test..
Paired Confidence Interval...

Faired Eguivalence. ..

Two-Sample ttest.. .
Two-5ample Confidence [nterval...

Two-5ample Equivalence.

Onetdan AMOWE. .

Figure 12.1. Sample Size Menu

When you are planning a study or experiment, you often need to know how
many units to sample to obtain a certain power, or you may want to know the

power you would obtain with a specific sample size. Pbeerof a hypothe-

sis test is the probability of rejecting the null hypothesis when the alternative

hypothesis is true. With an inadequate sample size, you may not reach valid
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conclusions with your work; with an excessive sample size, you may waste
valuable resources. Thus, performing sample size and power computations
is often quite important.

The power and sample size calculations depend on the planned data analysis
strategy. That is, if the primary hypothesis test is a two-sartydst, then

the power calculations must be based on that test. Otherwise, if the sample
size calculations and data analyses are not aligned, the results may not be
correct.

Determining sample size requirements ahead of the experiment is a prospec-
tive exercise. Then, you proceed to select the appropriate number of sampling
units and perform data collection and analysis. However, power and sample
size calculations are also useful retrospectively. For a given analysis, you
may want to calculate what level of power you achieved or what sample size
would have been needed for a given power.

Power and sample size calculations are a function of the specific alternative
hypothesis of interest, in addition to other parameters. That is, the power
results will vary depending on which value of the alternative hypothesis you
specify, so sometimes it is useful to do these analyses for a range of values
to see how sensitive the power analysis is to changes in the alternative hy-
pothesis value. Often, you produce plots of power versus sample size, called
power curvesto see how sample size and power affect each other.

The Sample Size tasks provide prospective sample size and power calcula-
tions for several types of analysestests, confidence intervals, and tests of
equivalence. Each of these calculations is available for one-sample, paired-
sample, and two-sample study designs. Power and sample size calculations
are also available for the one-way ANOVA design. Multiple parameter values
can be input, and results and power curves are produced for each combina-
tion of values. Note that retrospective power computations are also available
in a number of the statistical tasks in the Analyst Application such as the
Hypothesis Test, Regression, and ANOVA tasks.
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Hypothesis Testing

Sample size and power calculations are available for one-sample and two-
sample paired and independent designs where the proposed analysis is hy-
pothesis testing of a mean or means viatest. These computations assume
equally sized groups.

Suppose you want to compute the power for a one-satrgi&t. The alterna-

tive hypothesis mean and the standard deviation have the values 8.6137 and
2.0851, respectively. You are interested in testing whether the null mean has
the value 8, at an alpha level of 0.05, and you are interested in looking at a
range of sample sizes from 11 to 211. The study for which these statistics
were computed had a sample size of 51.

Requesting Power Computations for the One-Sample t-test

To access this task, select
Statistics— Sample Size— One-Sample t-test ..

Figure 12.2displays the resulting dialog. Note that, unlike the other statis-
tical tasks that require a data set for analysis, performing one of the Sample
Size tasks requires only entering information in the appropriate dialog. The
data table is not involved.
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‘ Calculate: ¥ Power N |
Test specifications oK |
Hull mean: | ﬂl
fAlternate mean: | Reset |
Standard deviation: | Save Dptinnsl
filpha: jo.05 Holp |
From: To: By :
N: I I I
Plot Tails
¥ Power vs. N &I
Power ref line: I— g ;:z:gzg
N ref line: I

Figure 12.2. Sample Size Dialog for One-Sample t-test

In this task, you specify whether you want to compute sample size or power,
enter values for the test hypothesis and parameters, specify the alpha level
(0.05 is the default), specify whether you want a power curve produced, and
specify a range of power values or sample sizes depending on whether you
are computing sample size or power.

To enter the information for this example, follow these steps:

SelectPower.

Enter 8 as th&lull mean: value.

Enter 8.6137 as thalternate mean:

Enter 2.0851 as th8Standard deviation:

Make sure that thalpha: value is 0.05.

Enter 11 as the value for thgom: field in the line forN:

N o g s> Db

Enter 211 and 20 as the values undler andBy:, respectively, in the
line for N:

8. SelectPower vs. Nto produce a plot.
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9. Enter 51 as the value fd\ ref line:
10. Select2-sidedfor Tails if it is not already selected.

Note that you can enter multiple values in fields such ag&\fpha: andNull
mean:;, separated by commas or blanks, and the analysis will be performed
for all combinations of the entered values. Here, power will be computed for
sample sizes ranging from 11 to 211 in multiples of 20.

Figure 12.3contains the completed dialog.

‘ Calculate: * Power N ‘

_Test specifications oK I
Null mean: |8 Cancel |
filternate mean: |3,B|3? Beset I
Standard deviation: |2.035| Save Dptiunsl
fAlpha: lo.os — |

From: To: By :
N: 11 1211 |20
Plot Tails
¥ Power v=. N Titles |
Power ref line: I— ((.: ;:z:g:g
M ref line: |5|—

Figure 12.3. Sample Size Dialog for One-Sample t-test

Figure 12.4contains the power computations for the sample sizes ranging
from 11 to 211.
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ES Power Analysis [_ (O] x|

One-Sample t-Test "
Hull Mean = 8 filternate Mean = 8.6137 T
Standard Deviation = 2.0851 Alpha = 0.05 2-Sided Te=zst

N Power

.143
. 354
.540
.6E6
.793 =
.867
.916
.948
.969
.981
.989

£ b

—
—
—
CoooOoOoooOoOoo

Figure 12.4. Sample Size Results for One-Sample t-test

The interpretation of a power of 0.540 far = 51 is as follows: suppose

the true mean and standard deviation are 8.6137 and 2.0851, and suppose
a random sample of 51 observations is taken. Then the probability that the
hypothesis test will reject the null hypothesBq ;+ = 8.0) and conclude
(correctly) that the alternative hypothesig {: u = 8.6137) is true is 0.540.

The requested plot is shown rigure 12.5with a reference line at = 51.
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H} Plot of Power vs. N [- O] =]

One— Sample t—Test
Null Mean = 8§  Allernate Mean = 8.6137
Stanclard Deviation = 2.0851 Alpha = 0.05 2—Sided Test

1.0

08

08

0.4

0.2

0.0

0 100 200 300

Figure 12.5. Plot of Power versus Sample Size

More on Hypothesis Tests

In the two-sample cases, you must enter the null means of each group and
the standard deviation. In the paired case, the standard deviation entered
is the standard deviation of the differences between the two groups. In the

independent case, the standard deviation is the pooled standard deviation,
which is calculated as follows:

g _ [m— 1)SF 4 (ng — 1)53
P (n1 + ng — 2)

Confidence Intervals

Sample size and power calculations are available for one-sample and two-
sample paired and independent designs, when the proposed analysis is con-

333
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struction of confidence intervals of a mean (one-sample) or difference of two
means (two-sample), via theest.

To understand the power of a confidence interval, first defingtéeision

to be half the length of a two-sided confidence interval (or the distance be-
tween the endpoint and the parameter estimate in a one-sided interval). The
power can then be considered to be the probability that the desired precision
is achieved, that is, the probability that the length of the two-sided interval
is no more than twice the desired precision. Here, a slight modification of
this concept is used. The power is considered to be the conditional proba-
bility that the desired precision is achieved, given that the interval includes
the true value of the parameter of interest. The reason for the modification is
that there is no reason for the interval to be particularly small if it does not
contain the true value of the parameter.

These computations assume equally sized groups.

Requesting Power Computations for a Confidence Interval in a Paired
t-test

To perform this task, select
Statistics — Sample Size— Paired Confidence Interval...

Figure 12.6&displays the resulting dialog.
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‘ Calculate: * Power N ‘
0K |
Test specifications Cancel |
Desired precision: | F—
Std dev of diff: | —I
Alpha: |0.05 Save Dptiunsl
From: To: By : &I
N: | |
Plot Interval
v Power vs. N Titles |
Power ref line: I— g;:i:gzg
M ref line: I

Figure 12.6.

Sample Size Dialog for Paired Confidence Interval

You specify whether you want to compute sample sizes or power, enter values
for desired precision and standard deviation, enter the alpha levels, enter the
sample sizes or power, and select if you want a power curve.

To request power for a paired confidence interval where the desired precision
is 0.5 and the standard deviation is 2.462, follow these steps:

SelectPower.

o g ks~ wh e

line for N:
7. SelectPower vs. N

Enter 0.5 as th®esired precision:
Enter 2.462 as th8td dev of diff:
Enter 0.01, 0.025, 0.05, and 0.1 as values in the field\fpha:
Enter 11 as the value for thgom: field in the line forN:

Enter 211 and 5 as the values under andBy:, respectively, in the

8. Select2-sidedfor Interval if it is not already selected.
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Note that you can enter multiple values in these fields, for example, for
Alpha: andDesired precision; separated by commas or blanks, and the

analysis will be performed for all combinations of the input values. Here,
power will be computed for sample sizes ranging from 11 to 211 in multiples
of 5.

‘ Calculate: * Power N |
0K |
Test specifications Cancel |
Desired precision: |0_5 FrE— |
Std dev of diff: |2.462
filpha: [o.o1 0.025 0.05 0.1 Save Options|
From: To: By: Help |
N: 11 211 |5
Plot Interval
¥ Power ws. N Titles |
Power ref line: l— ((.: ;:g:ggg
N ref line: I

Figure 12.7. Completed Sample Size Dialog for Paired Confidence

Interval
Figure 12.7contains the completed dialog. Note that, because multiple alpha
values were entered, sets of results will be created for each one.
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B8 Power Analysis !El B
Paired Confidence Interval _:J
Dezired Precizion = 0.5 Std Dev of Differences = 2.462 2-Sided Test
fAlpha N Power
0.025 36 .01
41 .01
46 .01
51 .01
56 .ol
61 .ol
bb .ol
71 .01
76 .01
81 .01
86 0.010
1 0.020
96 0.040
101 0.073
106 0.125
111 0.199
116 0.298
121 0.415
126 0.543
131 0.668
136 0.777
141 0.863
146 0.924
151 0.961
156 0.982
161 >.99
166 >.99
171 >.99 -
« L

Figure 12.8. Sample Size Results for Paired Confidence Interval

Figure 12.8contains the power computations for the sample sizes ranging
from 36 to 171. The power analysis resultsHigure 12.8show that, for

a two-sided paired confidence interval where the standard deviation of the
differences is 2.462, the significance levehis= 0.025, the sample size is
121, and the power is 0.415. That is, 0.415 represents the probability that
a confidence interval containing the true parameter value has a length of no
more than twice the desired precision of 0.5.
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q} Plot of Power vs. N H=

Paired Confidence Interval
Desired Precision = 0.5 Sid Dev of Differences = 2482 2—Sided Test

08

06

0.4

0.2

0.0

‘Alpha — 0. - 0.01 — 003 — 0.025

Figure 12.9. Plot for Paired Confidence Interval

The requested plot is displayedhigure 12.9and includes one power curve
for each specified alpha value.

Equivalence Tests

In a test of equivalence, a treatment mean and a reference mean are compared
to each other. Equivalence is taken to be the alternative hypothesis, and the
null hypothesis is nonequivalence. The model assumed may be additive or
multiplicative. In the additive model (Phillips 1990), the focus is on the
difference between the treatment mean and the reference mean, while in the
multiplicative model (Diletti, Hauschke, and Steinijans 1991), the focus is on
the ratio of the treatment mean to the reference mean.

In the additive model, the null hypothesis is that the difference between the
treatment mean and the reference mean is not near zero. That is, the dif-
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ference is less than the lower equivalence bound or greater than the upper
equivalence bound and thus nonequivalent.

The alternative is that the difference is between the equivalence bounds;
therefore, the two means are considered to be equivalent.

In the multiplicative model, the null hypothesis is that the ratio of the treat-
ment mean to the reference mean is not near one. That is, the ratio is below
the lower equivalence bound or above the upper equivalence bound, and thus
the two means are not equivalent. The alternative is that the ratio is between
the bounds; thus, the two means are considered to be equivalent.

The power of a test is the probability of rejecting the null hypothesis when
the alternative is true. In this case, the power is the probability of accepting
equivalence when the treatments are in fact equivalent, that is, the treatment
difference or ratio is within the prespecified boundaries.

Often, the null difference is specified to be 0; the null hypothesis is that the
treatment difference is less than the lower bound or greater than the upper
bound, and the alternative is that the difference is not outside the bounds
specified. However, in a case where you suspect that the treatments differ
slightly (for exampleu; = 6, o = 5, u1 — p2 = 1), but you want to rule

out a larger difference (for exampllgs; — uo| > 2) with probability equal

to the power you select, you would specify the null difference to be 1 and
the lower and upper bounds to b& and 2, respectively. Note that the null
difference must lie within the bounds you specify.

Requesting Sample Sizes for One Sample In Equivalence

As an example of computing sample sizes for an equivalence test, consider
determining sample sizes for an additive model. The coefficient of variation
is 0.2, and the null differences of interest are 0, 0.05, 0.10, and 0.15. The sig-
nificance level under investigation is 0.05, and the power of interest in 0.80.
The lower and upper equivalence bounds-afe2 and 0.2, respectively.

To perform this computation, select

Statistics — Sample Size—~ One-Sample Equivalence. .
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@3 One-Sample Equivalence il
Calculate: &~ Power M
Hodel : * Additive CMultiplicative LI
_Test specifications ﬂl
Null difference: | Reset |
Coeff of variation: | Save Opt innsl
Alpha: |o.05 Help |
From: To: By :
N: | I I
Plot Equivalence bounds _
¥ Power ws. N M
Power ref line: l— Lower : I—
H ref line: I— Upper : I—

Figure 12.10. Sample Size Dialog for One-Sample Equivalence

Figure 12.10displays the resulting dialog. For this analysis, you need to
input the model type, null difference, coefficient of variation, and the usual
alpha level. In addition, you need to specify the equivalence bounds.

These bounds should be chosen to be the minimum difference so that, if the
treatments differed by at least this amount, you would consider them to be
different. For the multiplicative model, enter the bioequivalence lower and
upper limits. For the additive model, enter the bioequivalence lower and
upper limits as percentages of the reference rﬁ@ﬁﬁ?‘ﬂ and%’;"“nd.

For the null difference or ratio, specify one or more values for the null
hypothesis difference between the treatment and reference means (additive
model) or the ratio of means (multiplicative model). The null difference/ratio
value must lie within the equivalence bounds you specify. For the additive
model, specify the null difference as a percentage of the reference mean
“‘T;ikf”"‘, wherepr is the hypothesized treatment mean, angis the hy-
pothesized reference mean. For the multiplicative model, calculate the null
ratio as%.

You must also input one or more values for the coefficient of variation (c.v.).
For the additive model, enter this as a percentage of the referencef}gean
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which can be estimated b@ For the multiplicative model, the coeffi-

cient of variation is defined ag’e(°*) — 1. You can estimate by &, where

62 is the residual variance of the logarithmically transformed observations.
That is,o can be estimated by M S E from the ANOVA of the transformed
observations.

To produce sample size computations for the preceding problem, follow these
steps:

SelectN.

SelectAdditive.

Enter 0, 0.05, 0.10, and 0.15 as valuesNail difference:
Enter 0.20 forCoeff of variation:

Enter 0.05 as thAlpha:

Enter 0.80 as thBower:

N o o b~ wDdhE

Enter—0.2 and 0.2 as the values fower: andUpper:, respectively,
for the Equivalence bounds

8. Click OK to perform the analysis.

Figure 12.11displays the completed dialog.
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"3 One-Sample Equivalence ﬂ
Calculate: " Power N
DK |
Model : “ Aadditive T HMultiplicative

C 1
Test specifications Elne= I

Null difference: [0 0.05 0.10 0.15 __ Reset |

Coeff of variation: |0_20

Save Uptiunsl

fAlpha: Jo.o05 Help |
From: To: By :

Power : |0.30 | |

Plot Equivalence bounds _

[ Power ws. N Titles |
Poger ref i I Lower: |-0.2
Borwd 1wl I Upper : IO .2

Figure 12.11. Sample Size Dialog for One-Sample Equivalence

The results are displayed kigure 12.12

Bi sample Size Analysis - IDIﬂ

One-Sample Equivalence “
fidditive Model Lower Bound = -90.2 Upper Bound = 0.2 7|
Coefficient of Variation = 0.20 Alpha = 0.05

Hull

Difference Power H
000 0800 11
0.05 0.800 13
0.10 0.800 27
0.15 0._.800 101

£ e

Figure 12.12. Results for One-Sample Equivalence
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The results consist of the sample sizes for a power of 0.80 for the values of
the null difference, as displayed Figure 12.12 These results are for the
alpha level of 0.05. For a null difference of 0.10, the sample size is 27. For a
null difference of 0.15, the sample size jumps to 101.

One-Way ANOVA

When you are planning to analyze data from more than two groups with a
one-way ANOVA, you need to calculate your sample size and power accord-
ingly. These computations are available, prospectively, for use in the plan-
ning stages of the study, using the Sample Size task. Retrospective calcula-
tions are available, for use in the analysis stage, from the One-Way ANOVA
task. This section discusses the prospective computations available in the
Analyst Application, which assume equally sized groups.

You must supply two quantities in order to produce these computations: the
corrected sum of squares of means (CSS) and the standard deviation. CSS is
calculated as

G
CSS =) (g — 1)
g=1

where

g = mean of thejth group

. = overall mean

You must enter one or more values for the standard deviation, which in this
case is the square root of the Mean Squared Error (MSE).

Requesting Power Computations for ANOVA

The following is an example of calculating the power for a one-way ANOVA
with specified values of sample size. Suppose that you are comparing three
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groups, the overall mean is 5.5, and the group means are 4.5, 5.5, and 6.5.
Therefore, the corrected sum of squares of means (CSS) is

(4.5—-5.5)2+ (5.5 — 5.5)2 + (6.5 — 5.5)? = 2

The standard deviation is the square root of the MSE, which is 1.4142. You
are interested in studying sample sizes that range from 6 to 20.

To perform these computations, select
Statistics— Sample Size—~ One-Way ANOVA . ..

Figure 12.13isplays the resulting dialog. For this analysis, you need to enter
the number of treatments, or factor levels, the CSS of means, the standard
deviation, and the alpha level.

One-Way ANDVA [ x|
‘ Calculate: ' Power N per aroup |
_Test specifications LI
# of treatments: | Cancel |
CSS of means: | Reset |
Standard deviatiun:l Save Dptionsl
filpha: 0.05
P I Help |
From: To: By :
N per group: | | |
Plot
¥ Power ws. N per group Titles |

Power ref line: |
N ref line: I

Figure 12.13. Sample Size Dialog for One-Way ANOVA
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To produce power computations for the preceding problem, follow these

steps:

SelectPower.

Enter 3 for# of treatments:

Enter 2 forCSS of means:

Enter 1.4142 fofStandard deviation:
Enter 0.05 forAlpha:

o g ks wh e

By:, respectively.
7. Click OK to perform the analysis.

Figure 12.14displays the completed dialog.

Enter 6, 20, and 1 for the fields per group:, for From:, To:, and

Dne-Way ANOVA [ x|

‘ Calculate: & Power N per group ‘

_Test specifications oK I
# of treatments: |2 Cancel |
CSS of means: |2 Beset I
Standard deviation: |I 4142 Save Dptiunsl
Alpha: 0.05

- I Help |
From: To: By :
N per group: 3 |20 1
Plot
[v Power vs. N per group Titles |
Power ref line: I
N ref line: I

Figure 12.14.

Sample Size Dialog for One-Way ANOVA

Requested are power computations for sample sizes ranging from 6 to 20.
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B Power Analpsiz -EI n
One-Hay ANOVA -
# Treatments = 3 CSS of Means = 2 —
Standard Deviation = 1.4142 filpha = 0.05
N per
Group Power
6 0.495
7 0.577
] 0.650
9 0.713
10 0.767 —
11 0.812
12 0.850
13 0.881
14 0.906
15 0.927
16 0.943
17 0.956
18 0.966
19 0.974
20 0.980 -
£l b

Figure 12.15. Results for Power Computations for One-Way ANOVA

The results are displayed Figure 12.15 Note that, to achieve a minimum
of 80% power, 11 units per group would be needed.

Power Computation Details

This section provides information on how the power is computed in the
Analyst Application. When you request that sample size be computed, the
computations produce the smallest sample size that provides the specified
power.

Hypothesis Tests

The power for the one-sampietest, the paired-test, and the two-sample
t-test is computed in the usual fashion. That is, power is the probability
of correctly rejecting the null hypothesis when the alternative is true. The
sample size is the number per group; these calculations assume equally sized
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groups. To compute the power of-dest, you make use of the noncentral
distribution. The formula (O’Brien and Lohr 1984) is given by

Power= Prol(t > t¢pit, v, NC)
for a one-sided alternative hypothesis and
Power= Prol(t > tcpitu, v, NC) + Prol(t < tepi, v, NC)

for a two-sided alternative hypothesis wherés distributed as noncentral
t(NC,v).

terit = t(1—a,) 1S the (L — «) quantile of thet distribution withy df
teritu = t(1—a/2,v) IS the (Lev/2) quantile of thet distribution withv df
teritt = t(a/2,0) 1S the (/2) quantile of thet distribution withv df

For one sample and paired samples,

v=n—1 Iisthedf
NC = §y/n is the noncentrality parameter

For two samples,

v=2(n—1) isthedf
NC = -2 is the noncentrality parameter

Note thatn equals the sample size (number per group).

The other parameters are

5— @ for one-sample
@ for two-sample and paired samples

standard deviation for one-sample
s = ¢ standard deviation of the differences for paired samples
pooled standard deviation for two samples

L
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One-Way ANOVA

The power for the one-way ANOVA is computed in a similar manner as for
the hypothesis tests. That is, power is the probability of correctly rejecting
the null (all group means are equal) in favor of the alternative hypothesis (at
least one group mean is not equal), when the alternative is true. The sample
size is the number per group; these calculations assume equally sized groups.
To compute the power, you make use of the nonceftdistribution. The
formula (O'Brien and Lohr 1984) is given by

Power= Prol(F' > Fepit,v1, 12, NC)

where F' is distributed as the noncentrdl(NC,vq,v92) and F.;
Fu—au1 ) isthe ((—a) quantile of the= distribution withr; andv, degrees
of freedom.

vn=r—1 is the numerator df

vy =r(n—1) isthe denominator df

n is the number per group

r is the number of groups

NC = ”ff# is the noncentrality parameter

CSS = Zle(p,g — p.)? is the corrected sum of squares

Ig is the mean of thgth group
1. is the overall mean
o? is estimated by the mean squared error (MSE)

Confidence Intervals

Power calculations are available when the proposed analysis is construction
of confidence intervals of a mean (one-sample) or difference of two means
(two-samples or paired-samples). To understand the power of a confidence
interval, first define therecisionto be half the length of a two-sided confi-
dence interval (or the distance between the endpoint and the parameter esti-
mate in a one-sided interval). The power can then be considered to be the
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probability that the desired precision is achieved, that is, the probability that
the length of the two-sided interval is no more than twice the desired preci-
sion. Here, a slight modification of this concept is used. The power is consid-
ered to be the conditional probability that the desired precision is achieved,
given that the interval includes the true value of the parameter of interest.
The reason for the modification is that there is no reason to want the interval
to be particularly small if it does not contain the true value of the parameter.

To compute the power of a confidence interval or an equivalence test, you
make use of Owen’s Q formula (Owen 1965). The formula is given by

b
Qu(t,0;a,b) = \/ﬂ)ﬂ/ @(t—x — 5)x”_l¢)(m)d:1:

T(%)20-2 NG
where
b = / S(1)dt
and
1 2
_ = (=2?/2)
¢(x) N

The power of a confidence interval (Beal 1989) is given by

Q[QV(ZL’GO? 07 B) - QV(O, 0, 0, B)]
1— ag

Power =

where

te =t(1—a,/20) ISthe (L — as/2) quantile of a distribution withv df
«o is the confidence level
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S for a two-sided confidence interval
51 2a for aone-sided confidence interval

B =%

tek

v=n-—1
for the one-sample and paired confidence intervals
k=4/1/n } P P

1
for the two-sample confidence interval
Kk =4/2/n } P

_ desired precision
— standard deviation

is the upper bound of the interval half-length

Equivalence Tests

In a test of equivalence, a treatment mean and a reference mean are compared
to each other. Equivalence is taken to be the alternative hypothesis, and the
null hypothesis is nonequivalence. The power of a test is the probability of
rejecting the null hypothesis when the alternative is true, so in this case, the
power is the probability of failing to reject equivalence when the treatments
are in fact equivalent, that is, the treatment difference or ratio is within the
prespecified boundaries.

The computational details for the power of an equivalence test (refer to
Phillips 1990 for the additive model; Diletti, Hauschke, and Steinijans 1991
for the multiplicative) are as follows:

Power= Prol(t; > t(;_,,) andty < —t(;_, ,|bioequivalencg

Owen (1965) showed thdt;,t2) has a bivariate noncentraldistribution
that can be calculated as the difference of two definite integrals (Owen’s Q
function):

Power= Qu(_t(l—a,u)v d2; 0, R) - Ql/(t(l—a,y)7 01; 0, R)
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wheret(;_, ) is the(1 — a) quantile of a distribution withy df.

L n—1  forthe one-sample and paired tests
2(n—1) forthe two-sample test

and

_ 0=b
61 — Vs
09 = &=
6 = null difference

for the additive model

5, — 1o5(0)log(b)
K/log(14+V?2)
by = log(6) —log(bu)
ky/log(1+V2)

6 = null ratio

for the multiplicative model

V' is the coefficient of variation
b; is the lower equivalence bound
b, isthe upper equivalence bound

o v/1/n for the one-sample and paired tests
| v/2/n for the two-sample test

R YV —3)

2. t(l—a,y)
For equivalence tests, alpha is usually set to 0.05, and power ranges from
0.70 to 0.90 (often set to 0.80).

For theadditive model of equivalence, the values you must enter for the null
difference, the coefficient of variation (c.v.), and the lower and upper bioe-
guivalence limits must be expressed as percentages of the reference mean.
More information on specifications follow:
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Calculate the null difference é%TM’R—“R‘ whereur is the hypothesized
treatment mean andy is the hypothesized reference mean. The null
difference is often in the range of 0 to 0.20.

For the coefficient of variation value, can be estimated by, where
o2 is the residual variance of the observations (MSE). Enter the c.v. as

a percentage of the reference mean, so for the c.v., ggte]'r 7%41515
This value is often in the range of 0.05 to 0.30.

Enter the bioequivalence lower and upper limits as percentages of the
reference mean as well. That is, for the bounds, eﬁﬂéﬁlg’ﬂ and

%ﬂf“nd. These values are often0.2 and 0.2, respectively.

For themultiplicative model of equivalence, calculate the null ratio é§
where u is the hypothesized treatment mean angis the hypothesized
reference mean. This value is often in the range of 0.80 to 1.20. More infor-
mation on specifications follow:

The coefficient of variation (c.v.) is defined §se(°*) — 1. You can
estimates by &, wheres? is the residual variance of the logarithmi-
cally transformed observations. Thatds;an be estimated by M SE
from the ANOVA of the transformed observations. The c.v. value is
often in the range of 0.05 to 0.30.

The bioequivalence lower and upper limits are often set to 0.80 and
1.25, respectively.
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Introduction

Multivariate analysis techniques, such as principal components analysis and
canonical correlation, enable you to investigate relationships in your data.
Unlike statistical modeling, you do this without designating dependent or
independent variables. In principal component analysis, you examine rela-
tionships within a single set of variables. In canonical correlation analysis,
you examine the relationship between two sets of variables.

Dezcriptive L4
Table Analysis. ..

Hypothesis Tests L4
AR ONA, »
Rearezsion L4

M Principal Cormpornents. ..
3

Survival LCannnical Correlation.

Sample Size L4

Index...

Figure 13.1. Multivariate Menu

The Analyst Application enables you to perform principal components analy-
sis and canonical correlation. The Principal Components task enables you to
compute principal components from a single set of variables. The Canonical
Correlation task enables you to examine the relationship between two sets of
variables.

The examples in this chapter demonstrate how you can use the Analyst
Application to perform principal components and canonical correlation anal-
yses.
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Principal Components Analysis

The purpose of principal component analysis is to derive a small number of
independent linear combinations (principal components) of a set of variables
that retain as much of the information in the original variables as possible.

For example, suppose you are interested in examining the relationship among
measures of food consumption from different sources. The sample data set
Protein records the amount of protein consumed from nine food groups
for each of 25 European countries. The nine food groups are red meat
(RedMt), white meat \WhiteMt), eggs Eggs), milk (Milk), fish (Fish),
cereal Cereal), starch Gtarch), nuts (Nuts), and fruits and vegetables
(FruVeg).

Open the Protein Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. . .

SelectProtein.

Click OK to create the sample data set in y&@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectProtein from the list of members.

Click OK to bring theProtein data set into the data table.

N o o bk~ wDd PR

Request the Principal Components Analysis

To perform a principal components analysis, follow these steps:

1. Select Statistics — Multivariate — Principal Components...

2. Highlight all of the quantitative variablefRR€dMt, WhiteMt, Eggs,
Milk, Fish, Cereal, Starch, Nuts, andFruVeg).

3. Click on theVariables button.
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The goal of this analysis is to determine the principal components of all pro-
tein sources. Therefore, all of the protein source variables are included in the
Variables list, as displayed irfrigure 13.2 The character variabl€ountry

is an identifier variable and is omitted from tkiariables list.

Note that you can analyze a partial correlation or covariance matrix by spec-
ifying the variables to be partialed out in tRartial list. The full correlation
matrix is used for this analysis.

Principal Components: Protein m
Vo taliog I Paptial |
0K |
C Country Redit
WhiteMt Cancel |
Eags
Milk Re=set |
Fish
Cereal Save Opt innsl
Starch
Huts Help |
FruVeag

Farpon

Statistics Plots Save Data

Titles Variables

Figure 13.2.  Principal Components Dialog

The default principal components analysis includes simple statistics, the cor-
relation matrix for the analysis variables, and the associated eigenvalues and
eigenvectors.

Request Principal Component Plots

You can use the Plots dialog to request a scree plot or component plots. A
scree plot is useful in determining the appropriate number of components to
interpret. It displays the eigenvalues on the vertical axis and the principal

component number on the horizontal axis.
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To request a scree plot, follow these steps:

1. Click on thePlots button in the main dialog.
2. SelectCreate scree plot

Figure 13.3displays theScree Plottab, in which a scree plot of the positive
eigenvalues is requested.

Principal Components: Plots E

Scree Plot ]Component Plot ]

Scree plot 0K |
[¥ Create scree plot Cancel |
For Rezet |

[ {* Positive eigenvalues
" All eigenvalues Help |

Figure 13.3. Principal Components: Plots Dialog, Scree Plot Tab

A component plot displays the component score of each observation for a
pair of components. When you specify an Id variable, the values of that
variable are also displayed in the plot.

To request a component plot in addition to the scree plot, follow these steps.

Click on theComponent Plottab in the Plots dialog.
SelectCreate component plots
Click on the down arrow in the box label&gpe:

SelectEnhanced An enhanced component plot displays the variable
names and values of the Id variable in the plot.

oo DN PRE
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5. Select the variabl€ountry in theld variable list.
6. Click on theld button to select the variabféountry as an Id variable.

You can also enter thBimensionsfor which you want plots. For example,
to request plots of the first versus second, first versus third, and second versus
third principal components, you type the values 1 and 3.

7. Click OK.

Figure 13.4displays theComponent Plottab, which requests an enhanced
component plot.

Scree Plot  Component Plot ]
Biplot= 0K |
[¥ Create component plots Cancel |
Type: [Enhanced |m Reset |
Dimensions: II— to Iz_ Help |
E.g., [1,21, [1,31, [2,3]...

_Id variable

ied

[Country
ki >

Remove

Figure 13.4. Principal Components: Plots Dialog, Component Plot Tab

Click OK in the Principal Components dialog to perform the analysis.

Review the Results

Figure 13.Xdisplays simple statistics and correlations among the variables.
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B Analysis !EI H

The PRINCOMP Procedure -
Dbservations 25
Variables 9

Simple Statistics

Rediht Hhitelt Eggs Milk Fish
Mean 9.828000000 7.896 2.936 16.31200000 4.,284000000
StDh 3.347078328 3.694080851 1.117616511 7.33759270 3.402533370

Simple Statistics

Cereal Starch Huts FruVeg
Hean 32.24800000 4.276000000 3.072000000 4.136000000
5tD 10.97478625 1.634084861 1.985682083 1.803903176

Correlation Matrix

White

RedMt Ht Eagos
RedMt Red Meat 1.0000 0.1530 0.5856
Hhitelt Hhite Meat 0.1530 1.0000 0.6204
Eogs Eogs 0.5856 0.6204 1.0000
Hilk Milk 0.4846 0.2755 0.5000
Fish Fish 0.0610 -.2340 0.0656
Cereal Cereal -.4999 -.4138 -.7124
Starch Starch 0.1354 0.3138 0.4522
Nuts Nuts -.3494 -.6350 -.5598
FruVeg Fruits and Vegetables =-.0742 -.0613 =-.0455

4 | | o

Figure 13.5. Principal Components: Simple Statistics and Correlations
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B Analysis !EIB
d
Eigenvalues of the Correlation Matrix
Eigenvalue Difference Proportion Cumulative
1 3.88155846 2.24699126 0.4313 0.4313
2 1.63456720 0.57436630 0.1816 0.6129
3 1.06020030 0.10480537 0.1178 0.7307
The PRINCOMP Procedure
Eigenvalues of the Correlation Matrix
Eigenvalue Difference Proportion Cumulat ive
4 0.95539554 0.42415968 0.1062 0.8369
5 0.53123586 0.10477119 0.0590 0.8959
B 0.42646467 0.13882496 0.0474 0.9433
¥ 0.28763971 0.16930381 0.0320 0.9752
8 0.11833590 0.01373414 0.0131 0.9884
] 0.10460176 0.0116 1.0000
Eigenvectors
Prinl Prin2 Prin3 Prind
RedMt Red Meat 0.309748 -.065972 -.515118 0.463822
Whitent Hhite Meat 0.324237 -.260235 0.606207 0.141962
Eoggs Eggs 0.435600 =-.049211 0.078644 0.326051
Milk Milk 0.337594 -.191821 -.367087 0.013510
Fish Fish 0.130009 0.667080 -.212505 -.283382
Cereal Cereal -.438556 -.240522 0.080827 0.049592
Starch Starch 0.314340 0.334045 0.281898 -.241259
Nuts Nuts -.422473 0.140097 -.126266 0.337759
FruVeg Fruits and Vegetables -.093176 0.504628 0.281296 0.634959
il _»lJ

Figure 13.6. Principal Components: Eigenvectors and Eigenvalues

Figure 13.&displays the eigenvalues and eigenvectors of the correlation ma-
trix for the nine variables. The eigenvalues indicate that four components
provide a reasonable summary of the data, accounting for about 84% of the
total variance. Subsequent components each contribute 5% or less.

The table of eigenvectors FFigure 13.6reveals that the first eigenvector has
equally large loadings on all of the animal-protein variables. This suggests
that the first component is primarily a measure of animal-protein consump-
tion. This eigenvector also has a large loading on the varigtdech and
negative loadings on the variabl€sreal andNuts.

The second eigenvector has high positive loadings on the varig&idbs
Starch, andFruVeg. This component seems to account for diets in coastal
regions or warmer climates. The remaining components are not as easily
identified.

L
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q; Scree Plot !EI m

Eigernvalls 1=
4

1 2 3 4 5 & 7 g 9
Component -
Kl | _>|_I

Figure 13.7. Principal Components: Scree Plot

The scree plot displayed Figure 13.7%hows a gradual decrease in eigenval-
ues. However, the contributions are relatively low after the fourth component,
which agrees with the preceding conclusion that four principal components
provide a reasonable summary of the data.
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The following enhanced component pléigure 13.8 displays the relation-
ship between the first two components; each observation is identified by
country.

In addition, the plot is enhanced to depict the correlations between the vari-
ables and the components. This correlation is often callectdhgponent
loading The amount by which each variable “loads” on a component is
measured by its correlation with the component.

In Figure 13.8 each vector corresponds to one of the analysis variables and
is proportional to its component loading. For example, the varidbigs,

Milk, and RedMt all load heavily on the first component. The variabisk
andFruVeg load heavily on the second component but load very little on the
first component.

The information provided by the variabl&ountry reveals that western
European countries tend to consume protein from more expensive sources
(that is, meat, eggs, and milk), while countries near the Mediterranean
Sea rely more heavily on fruits, vegetables, nuts, and fish for their protein
sources. Eastern European countries rely more on cereal crops and nuts to
supply their protein.
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Figure 13.8. Principal Components: Scores and Component Loading Plot
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Canonical Correlation

Canonical correlation analysis is a variation on the concept of multiple re-
gression and correlation analysis. In multiple regression and correlation anal-
ysis, you examine the relationship between a single Y variable and a linear
combination of a set of X variables. In canonical correlation analysis, you ex-
amine the relationship between a linear combination of the set of Y variables
and a linear combination of the set of X variables.

For example, suppose that you want to determine the degree of correspon-
dence between a set of job characteristics and measures of employee sat-
isfaction. The sample data sébbs contains the task characteristics and
satisfaction profiles for 14 jobs. The three variables associated with job sat-
isfaction are career track satisfactidbafeer), management and supervisor
satisfaction $upervis), and financial satisfactiofr{nance). The three vari-

ables associated with job characteristics are task vaetyety), supervisor
feedback Feedback), and autonomyAutonomy).

In this task, the canonical correlation analysis is performed, labels are spec-
ified to identify each set of canonical variables, and a plot of the canonical
variables is requested.

Open the Jobs Data Set

The data are provided in the Analyst Sample Library. To access this Analyst
sample data set, follow these steps:

SelectTools — Sample Data. . .

Selectlobs.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectJobs from the list of members.

Click OK to bring theJobs data set into the data table.

N o o~ wDdNE
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Request the Canonical Correlation Analysis

To perform a canonical correlation analysis, follow these steps:

1. SelectStatistics—Multivariate — Canonical Correlation. . .

2. Select the job satisfaction variablé€3afreer, Supervis, andFinance)
as the variables iet 1

3. Select the job characteristic variable¥afiety, Feedback, and
Autonomy) as the variables iBet 2

Figure 13.displays the Canonical Correlation dialog, with each of the two
sets of variables defined.

Canonical Correlation: Jobs m
Gws | | Gut P |
0K |
Career Variety

Supervis Feedback Cancel |

F inance Autonomy
Reset |
Save Opt iunsl
Help |

Pz

Statistics Plots Save Data

Titles Var tadstow

Figure 13.9. Canonical Correlation Dialog
The default analysis includes the canonical correlations, eigenvalues, likeli-
hood ratios, and tests of significance.

Specify Identifying Labels

You can optionally specify labels and prefixes to identify the two groups of
calculated canonical variables. To specify labels and prefixes, follow these
steps:
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1. Click on theStatisticsbutton in the main dialog.
2. Enter a label for each of the two sets of canonical variables.

3. Enter a prefix for each set of canonical variables. The prefix is used to
assign names to the canonical variables.

4. Click OK.

Figure 13.10displays theCanonical Analysistab with labels and prefixes
specified.

Canonical Comelation: Statistics

Canonical Analysiz |Regression Analysis ]
1].¢ |
# of canonical variables: m
Cancel |
" Canonical redundancy statistics Reset |
Set 1 canonical variables LI

Label : |J|:|I:| Satisfaction

Prefix: ISat isfy

Set 2 canonical variables

Label : IJDIJ Characteristics

Prefix: |Eharacter istic

Figure 13.10. Canonical Correlation: Statistics Dialog, Canonical Analysis
Tab

Request Canonical Variate Plots
To request plots of the canonical variables, follow these steps:

1. Click on thePlots button in the main dialog.
2. SelectCreate canonical variable plots

You can also enter th€anonical variablesfor which you want plots. For
example, to request plots of the first, second, and third canonical variable
pairs, you would type the values 1 and 3.
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3. Click OK.

Figure 13.11displays the Plots dialog, in which plots of the first two canoni-
cal variables are requested.

Canonical Comrelation: Plots [ x| |

0K |
Canonical variable plots Cancel |

¥ Create canonical variable plots
Heset |
Canonical variables: Il to |2 Hel
elp |

E.g., [1,11, [2,2] ...

Figure 13.11. Canonical Correlation: Plots Dialog

Click OK in the Canonical Correlation dialog to perform the analysis.

Review the Results

Figure 13.1Zisplays the canonical correlation, adjusted canonical correla-
tion, approximate standard error, and squared canonical correlation for each
pair of canonical variables.
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B Analysis |_ (O] x|

The CANCORR Procedure a

Canonical Correlation finalysis

Adjusted fApprox imate Squared

Canonical Canonical Standard Canonical
Correlation Correlation Error Correlation

1 0.919412 0.898444 0.042901 0.845318
2 0.418649 0.276633 0.228740 0.175267
3 0.113366 . 0.273786 0.012852

Test of HO: The canonical correlations in
Eigenvalues of Inv(E)*H the current row and all that follow are zero
= CanR=g/(1-CanRsq)
Likelihood Approximate

Eigenvalue Difference Proportion Cumulative Ratio F Value Num DF Den DF Pr > F
1 5.4649 5.2524 0.9604 0.9604 0.12593148 2.93 9 19.621 0.0223
2 0.2125 0.1995 0.0373 0.9977 0.81413359 0.49 4 18 0.7450
3 0.0130 0.0023 1.0000 0.98714819 0.13 1 10 0.7257

Multivariate Statistics and F Approximations

§=3 N==0.5 N=3

Statistic Value F Value Num DF Den DF Pr > F
Hilks® Lambda 0.12593148 2.93 9 19.621 0.0223
Pillai's Trace 1.03343732 1.75 9 30 0.1204
Hotelling-Lawley Trace 5.69042615 4.76 9 9.8113 0.0119
Roy's Greatest Root 5.46489324 18.22 3

10 0.0002 -
En| 3

Figure 13.12. Canonical Correlation: Correlations and Eigenvalues

The first canonical correlation (the correlation between the first pair of canon-
ical variables) i9.9194. This value represents the highest possible correla-
tion between any linear combination of the job satisfaction variables and any
linear combination of the job characteristics variables.

Figure 13.12also displays the likelihood ratios and associated statistics for
testing the hypothesis that the canonical correlations in the current row and
all that follow are zero. The first approximafevalue of2.93 corresponds

to the test that all three canonical correlations are zero. Sincp-tadue

is small 0.0223), you can reject the null hypothesis at the= 0.05 level.

The second approximate value of(0.49 corresponds to the test that both
the second and the third canonical correlations are zero. Singevilele

is large (.7450), you fail to reject the hypothesis and conclude that only the
first canonical correlation is significant at the= 0.05 level.

L
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Several multivariate statistics afdtest approximations are also provided.
These statistics test the null hypothesis that all canonical correlations are
zero. The smalp-values for these tests(0.05), except for Pillai’s Trace,
suggest rejecting the null hypothesis that all canonical correlations are zero.

n Analysis !EI B

The CANCORR Procedure ;I

Canonical Correlation fAnalysis

Raw Canonical Coefficients for the Job Satisfaction

Satisfyl Satisfy2 Satisfy3
Career Career Satisfaction 0.0148378305 -0.026536591 0.0509931964
Supervis Supervisor Satisfaction 0.0252519157 0.0041970746 -0.02920936
Finance Financial Satisfaction 0.0243430387 0.4415920204 0.1507204075

Raw Canonical Coefficients for the Job Characteristics

Characteristicl Characteristic2 Characteristic3d
Variety Task Variety =0.004300092 0.031408316 0.0351951723
Feedback Amount of Feedback 0.0201108856 -0.028134366 0.0152825384
fiutonomy Degree of fAutonomy 0.0531209636 0.0064473365 =0.052450863

The CANCORR Procedure
Canonical Correlation fnalysis

Standardized Canonical Coefficients for the Job Satisfaction

Satisfyl Satisfy2 Satisfy3
Career Career Satisfaction 0.3028 =-0.5416 1.0408
Supervis Supervisor Satisfaction 0.7854 0.1305 =0.9085
Finance Financial Satisfaction 0.0538 0.9754 0.3329

Standardized Canonical Coefficients for the Job Characteristics

Characteristicl Characteristic2 Characteristic3
Variety Task Variety =0.1108 0.8095 0.9071
Feedback Amount of Feedback 0.5520 -0.7722 0.4194
_ﬁlutonnmy Degree of Autonomy 0.8403 0.1020 -0.8297 lLI
4 »

Figure 13.13. Canonical Correlation: Correlation Coefficients

Even though canonical variables are artificial, they can often be identified
in terms of the original variables. To identify the variables, inspect the
standardized coefficients of the canonical variables and the correlations be-
tween the canonical variables and their original variables. Based on the re-
sults displayed irFigure 13.12 only the first canonical correlation is sig-
nificant. Thus, only the first pair of canonical variablesatisfyl and
Characteristicl) need to be identified.

The standardized canonical coefficientsHigure 13.13show that the first
canonical variable for thdob Satisfaction group is a weighted sum of the
variablesSupervis (0.7854) and Career (0.3028), with the emphasis on
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Supervis. The coefficient for the variablEinance is near 0. Therefore, a
person satisfied with his or her supervisor and with a large degree of career
satisfaction would score high on the canonical vari&@désfactionl.

The coefficients for thelob Characteristics variables show that degree
of autonomy Autonomy) and amount of feedbaclkéedback) contribute
heavily to theCharacteristicl canonical variable((8403 and0.5520, re-
spectively).

Figure 13.14displays the table of correlations between the canonical vari-
ables and the original variables. Although these univariate correlations must
be interpreted with caution, since they do not indicate how the original vari-
ables contribute jointly to the canonical analysis, they are often useful in the
identification of the canonical variables.

B Analpsis !E m

Canonical Structure

Correlations Between the Job Satisfaction and Their Canonical Variables

Satisfyl Satisfy? Satisfyd
Career Career Satisfaction 0.7499 -0.2503 0.6123
Supervis Supervisor Satisfaction 0.9644 0.0362 -0.2618
Finance Financial Satisfaction 0.2873 0.8814 0.3750

Correlations Between the Job Characteristics and Their Canonical Variables

Characteristicl Characteristic2 Characteristic3
Variety Task Variety 0.4863 0.6592 0.5736
Feedback Amount of Feedback 0.6216 =-0.5452 0.5625
fAivtonomy Degree of fiutonomy 0.8459 0.4451 =-0.2938

Correlations Between the Job Satisfaction and the Canonical Variables of the Job Characteristics

Characteristicl Character istic2 Characteristic3
Career Career Satisfaction 0.6895 =0.1048 0.0694
Supervis Supervisor Satisfaction 0.8867 0.0152 -0.0297
Finance Financial Satisfaction 0.2642 0.3690 0.0425

Correlations Between the Job Characteristics and the Canonical Variables of the Job Satisfaction

Satisfyl Satisfy2 Satisfyd
Variety Task Variety 0.4471 0.2760 0.0650
Feedback Amount of Feedback 0.5715 -0.2283 0.0638
Autonomy Degree of Autonomy 07777 0.1863 =0.0333

4 o

Figure 13.14. Canonical Correlation: Canonical Structure

As displayed irFigure 13.14the supervisor satisfaction variab&ypervis,
is strongly associated with th@atisfyl canonical variabler{ = 0.9644).
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Slightly less influential is the variablgareer, which has a correlation with
the canonical variable of.7499. Thus, the canonical variabl8atisfyl
seems to represent satisfaction with supervisor and career track.

The correlations for the job characteristics variables show that the canonical
variable Characteristicl seems to represent all three measured variables,
with the degree of autonomy variablutonomy) being the most influential
(0.8459).

Hence, you can interpret these results to mean that job characteristics and
job satisfaction are related. Jobs that possess a high degree of autonomy and
level of feedback are associated with workers who are more satisfied with
their supervisors and their careers. Additionally, the analysis suggests that,
although the financial component is a factor in job satisfaction, it is not as
important as the other satisfaction-related variables.
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H] Plot of first canonical variates [_ (O] x|

2.001

Satisfy

T T T T T
=2 =1 o] 1 2

Characteristici

Figure 13.15. Canonical Correlation: Plot of the First Canonical Variables

The plot of the first canonical variableSatisfyl and Characteristicl, is
displayed inFigure 13.15 The plot depicts the strength of the relationship

between the set of job satisfaction variables and the set of job characteristic
variables.
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Chapter 14
Survival Analysis

Introduction

Survival data often consists of a response variable that measures the dura-
tion of time until a specified event occurs and a set of independent variables
thought to be associated with the event-time variable. Component lifetimes
in industrial reliability, durations of jobs, and survival times in a clinical trial
are examples of event times. The purpose of survival analysis is to model
the underlying distribution of event times and to assess the dependence of
the event time on other explanatory variables. In many situations, the event
time is not observed due to withdrawal or termination of the study; this phe-
nomenon is known asensoring Survival analysis methods correctly use
both the censored and uncensored observations.

Descriptive k
T able Analyziz...
Hypothesiz Tests k
AR *
Reqrezzion k
Multivarniate k
Life Tablesz. ..
Sample Size k Propartional Hazards. .
Indess. .

Figure 14.1.  Survival Analysis Menu

Usually, a first step in the analysis of survival data is the estimation of the
distribution of the survival times. The survival distribution function (SDF),
also known as the survivor function, is used to describe the lifetimes of the
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population of interest. The SDF evaluated at tiniethe probability that an
experimental unit from the population will have a lifetime exceedinghe
product limit and actuarial methods are popular technigues for estimating
survival distributions.

Proportional hazards regression is a useful technique for assessing the re-
lationship between survival times and a set of explanatory variables. The
proportional hazards model of Cox (1972) assumes a parametric form for the
effects of explanatory variables on survival times and allows an unspecified
form for the underlying survivor function. The proportional hazards model

is also known as Cox regression.

Survival Analysis Task Features

The Life Tables task provides both the actuarial (also known as life-table)
method and product-limit method (also known as the Kaplan-Meier method).
You can define strata and test the homogeneity of survival functions across
strata with rank tests and a likelihood ratio test based on an underlying ex-
ponential distribution. In addition, you can test the association between co-
variates and the lifetime variable with the log-rank test and the Wilcoxon
test. Plots provided are the survival functionlog (survival function),
log(—log(survival function)), hazard function, and probability density func-
tion.

The Proportional Hazards task performs Cox regression. You can choose
from five different model selection techniques, select from four different
methods for handling tied event times, and produce a survivor function plot
with confidence intervals.

The examples in this chapter demonstrate how you can use the Survival tasks
in the Analyst Application to analyze survival data.
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Life Tables

The data set analyzed in this task contains the survival times of rats in a small
randomized trial. Forty rats were exposed to a carcinogen and assigned to
one of two treatment groups. The survival time is the time from random-
ization to death. The event of interest is death from cancer induced by the
carcinogen, and interest lies in whether the survival distributions differ be-
tween the two treatments. Four rats died of other causes, and their survival
times are regarded as censored observations. The d&gmeted contains

four variables:Days, Status, Treatmnt, andGender. The Days variable
contains survival times in days from randomization to death, an&teis
variable has the value 0 for censored observations and 1 for uncensored ob-
servations. Thé@reatmnt variable has the value 1 if the rat was administered
the first treatment or 2 if the rat was administered the second treatment, and
the Gender variable has the value F if the rat is female and M if the rat is
male.

Open the Exposed Data Set

The data are provided in the Analyst Sample Library. To operfetposed
data set, follow these steps:

SelectTools — Sample Data. . .

SelectExposed.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectExposed from the list of members.

Click OK to bring theExposed data set into the data table.

No o~ wDdN e

Request the Life Tables Analysis

To specify the Life Tables task, follow these steps.
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1. SelectStatistics— Survival — Life Tables. ..
2. SelectDays as the time variable.

A common feature of lifetime or survival data is the presence of right-
censored observations due either to withdrawal of experimental units or to
termination of the experiment. The analysis methodology must correctly use
the censored observations as well as the noncensored observations. In this
analysis, the values @ays are considered censored if the valueSthtus

is 0; otherwise, they are considered event times.

3. SelectStatus as the censoring variable.

4. Specify0 as the censoring value by directly typign the Censoring
values: field or by clicking on the down arrow und€&ensoring val-
ues: and selectind from the list. You can remove censoring values
by deleting the values in the field.

5. SelectTreatmnt as the strata variable.

Figure 14.2displays the dialog wittDays specified as the time variable,
Status specified as the censoring varialfdeselected as the censoring value,
andTreatmnt specified as the strata variable.

Life Tables: Expozed m
¥ b | Sirats I
0K |
C Gender Days Treatmnt
al ’ __Cancol |
Reset |
Dermmen bemg
Save Opt innsl
|S tatus
LI b Endpoints. .. I Help I
Censoring values:
[o (]
Remowe
Methods Test Plots
Save Data Titles Variables

Figure 14.2. Life Tables Dialog
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Request A Survivor Function Plot

To produce a plot of the survivor function, follow these steps:

1. Click Plotsto open the Plots dialog.
2. SelectSurvival function.
3. Click OK.

Life Tables: Plots [ x|

Plots of eztimated functions by time

W Survival function oK |

[ Add confidence intervals Cancel |
[ -Log(survival function) Reset |
[ Loa( -loo(survival function)) Help |

For life-table estimation only
[ Hazard function

[T Probability density function

Figure 14.3. Life Tables: Plots Dialog

When you have completed your selections, cl@K in the main dialog to
produce the analysis.

Review the Results

The results are presented in the project tree undekifeerables folder, as
displayed inFigure 14.4 The three nodes represent the life tables output,
the survivor distribution function plot, and the SAS programming statements
(labeledCode) that generated the output.
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;F Analyst: [new project]

ﬂ!ﬂ' ke Project ;I
E} [;'Expcnsed Analyzis
- E Expozed
E} |y Life Tables

- &nalyziz

- 54| SDF of Days by Treatmnt
L B code

—
a| | ]

Figure 14.4. Life Tables: Project Tree

You can double-click on any node in the project tree to view the contents in
a separate window.
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ﬁAnaI_l,lsis !EIB
Summary Statistics for Time Variable Days _I
Quartile Estimates
Point 95% Confidence Interwval
Percent Estimate [Lower Upper ]
[t 25%7.000 237.000 291.000
50 235.500 209.000 253.000
25 207.500 180.000 234.000 J
Hean Standard Error
235.156 10.211
Al I _'l_I

Figure 14.5. Life Tables: Results

Figure 14.5displays summary statistics for the survival times for rats admin-

istered treatment 2. Of greatest interest is the 50th percentile, which is the

L

median survival time. Here, rats administered treatment 2 have a median sur-

vival time of 235.5 days with a 95-percent confidence interval of 209 to 253.

The mean survival time is 235.156 with a standard error of 10.211.
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BS Analysis !EI m

Rank Statistics

Treatmnt Log=-Rank Hilcoxon
1 -6.2708 =157.00
2 6.2708 157.00

Covar iance Matrix for the Log-Rank Statistics

Treatmnt 1 2
1 6.96167 -6.96167
2 -6.96167 6.96167

Covar iance Matrix for the HWilcoxon Statistics

Treatmnt 1 2
1 4899 .22 -4899.22
2 -4899.22 4899.22

Test of Eguality owver Strata

Pr >
Test Chi=Square DF Chi=Square
Log=Rank 5.6485 1 0.0175
Wilcoxon 5.0312 1 0.0249
=2Logl(LR) 0.1983 1 0.6561

Kl |

[

fa

Figure 14.6. Life Tables: Test for Equality over Strata

The “Test for Equality over Strata” table contains rank and likelihood-based
statistics for testing homogeneity of survivor functions across strata. The
rank tests for homogeneity indicate a significant difference between the treat-
ments p=0.0175 for the log-rank test anmk0.0249 for the Wilcoxon test),
where rats in the first treatment group live significantly longer than those in
the second treatment group. The log-rank test, which places more weight
on larger survival times, has a lowpivalue than the Wilcoxon test, which

places more weight on early survival times.
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Life Tables

[_ O] x]
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Treatmnt
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Survival Time
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Figure 14.7. Life Tables: Survivor Distribution Plot

Figure 14.7displays the survivor function against time for each of the two

treatments. The gap between the two curves distinguishes between the sur-

L

vival distributions, where the curve for treatment 1 decreases after the curve

for treatment 2. The difference in displayed survival curves reinforces the
conclusions that the rats in the first treatment group live longer than rats in

the second group.
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Proportional Hazards

The example in this section contains information on a different study that
explores survival times of rats exposed to a carcinogen. Two groups of
rats received different pretreatment regimes and were exposed to a carcino-
gen. Investigators recorded the survival times of the rats from exposure to
death from vaginal cancer. Interest lies in whether the survival curves dif-
fer between the two groups. The dataRats contains the variableSays,
Status, andGroup. The variableDays is the survival time in daysStatus

is the censoring variable and has the value O if the observation is censored
and 1 if the observation is not censored. Thup variable indicates the
pretreatment group, which takes the value 0 for the first treatment and 1 for
the second treatment.

Open the Rats Data Set

The data are provided in the Analyst Sample Library. To opeliRiits data
set, follow these steps:

SelectTools — Sample Data. . .

SelectRats.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries .

SelectRats from the list of members.

Click OK to bring theRats data set into the data table.

N o g~ w DR

To request proportional hazards regression, follow these steps:

1. SelectStatistics— Survival — Proportional Hazards . ..
2. SelectDays as the time variable.

The values ofDays are considered censored if the valueSiatus is O;
otherwise, they are considered event times.



Proportional Hazards

3. SelectStatus as the censoring variable.

4. Specify0 as the censoring value by directly typifign the Censoring
values: field or by clicking the down arrow und€ensoring values:
and selectin@ from the list.

5. SelectGroup as the explanatory variable.

Proportional Hazards: Rats n
¥ i | Exg famnatory |
0K |
Days Group
4 2 Cancel |
Reset |
Cerymor bowg
Save Options |
Status
;I » Help |
Cen=sor ing values:
o F 5
Frarmypg
HMode 1 Methods Plots
Save Data Titles Ve babs e

Figure 14.8. Proportional Hazards Dialog

Click OK in the Proportional Hazards main dialog to produce the results
for the proportional hazards task.

Review the Results

The results are presented in the project tree unddPtbportional Hazards
folder. Double-click on the icon labeledhalysis to display the correspond-
ing information in an independent window.
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B Analysis [_ (O] x|
Testing Global Hull Hypothesis: BETA=0
Test Chi-Square DF Pr > ChiSqg
Likelihood Ratio 2.8784 1 0.0838
Score 3.0001 1 0.0833
Wald 2.9254 1 0.0872
finalysis of Maximum Likelihood Estimates
Parameter Standard Hazard
Variable DF E=ztimate Error Chi=Square Pr > ChiSqg Ratio
Group 1 -0.59590 0.34840 2.9254 0.0872 0.551
gl b

Figure 14.9. Proportional Hazards: Results

Figure 14.displays likelihood statistics and the analysis of parameter esti-
mates. Sinc&roup takes only two values, the null hypothesis for no differ-
ence between two groups is identical to the null hypothesis that the regres-
sion coefficient forGroup is 0. All three tests in the “Testing Global Null
Hypothesis: BETA=0" table suggest that the two pretreatment groups may
not be the same. In this model, the hazards ratio (or risk ratiolfoup,
defined as the exponentiation of the regression coefficier®foup, is the

ratio of hazard functions between the two groups. The estimate is 0.551, im-
plying that the hazard function for group 1 is smaller than the hazard function
for group 0. In other words, rats in group 1 lived longer than those in group
0.

In this example, the comparison of two survival curves is put in the form of

a proportional hazards model. This approach is essentially the same as the
log-rank (Mantel-Haenszel) test. In fact, if there are no ties in the survival
times, the likelihood score test in the Cox regression analysis is identical to
the log-rank test. The advantage of the Cox regression approach is the ability
to adjust for the other variables by including them in the model. For example,
including a variable that contains the initial body weights of the rats could
expand the present model.
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Introduction

The Mixed Models task provides facilities for fitting a number of basic mixed
models. These models enable you to handle both fixed effects and random
effects in a linear model for a continuous response. Numerous experimen-
tal designs produce data for which mixed models are appropriate, including
split-plot experiments, multilocation trials, and hierarchical designs.

Diescriptive 4
Table Analpsgis...
Hypothesis Tests L4

Begrezsion 4 Nonparametric One-wfap Al Db,
Multivariate 4 Factorial ANOWA, .

Survirval L4 Linear Models. ..

Sample Size L4 Bepeated Meazures. ..

Indesx. . Mized Models... 3

Figure 15.1. Mixed Models Menu

A standard linear model is designed to harfided effectsin which the levels

of the factor represent all possible levels for that factor or at least all levels
about which inference is to be made. Factor effectsamdom effectd the
levels of the factor in a study or experiment are randomly selected from a
population of possible levels of that factor. The population of possible levels
of a random effect has a probability distribution with a mean and a variance.
By modeling both fixed and random effects, the mixed model provides you
with the flexibility of modeling not only means (as in the standard linear
model) but variances and covariances as well.

The mixed model is written
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y=XB+Zy+e

wherey denotes the vector of observed valu&s,s the known fixed ef-
fects design matrix, and is the unknown fixed effects parameter vector.
represents the additional random component of the mixed model. Here,
is the known random effects design matrix ands a vector of unknown
random-effects parameter®. contains indicator variables constructed from
the random effects, just & contains variables constructed for fixed effects.
Finally, € is the unobserved vector of independent and identically distributed
Gaussian random errors.

Assume thaty ande are Gaussian random variables that are uncorrelated and
have expectations 0 and varian€&@sandR,, respectively.

o[ 7]= o]

vyl |G O
SRR
The variance of is thereforeV = ZGZ' + R.

Note that this is a general specification of the mixed model. The Mixed
Models task enables you to specify classification random effects that are a
special case of the general specification. You can specifyZhadntains
dummy variables( contains variance components in a diagonal structure,
andR = ¢I,,, wherel,, denotes the, x n identity matrix.

The Mixed Models task enables you to specify a mixed model that incor-
porates fixed effects and random classification effects and includes inter-
actions and nested terms. You can select from six estimation methods, in-
cluding maximum likelihood, restricted maximum likelihood (REML), and
MIVQUE. You can also compute least-squares means, produce Type 1, 2,
and 3 tests for fixed effects, and output predicted values and means to a SAS
data set. Plots include means plots for fixed effects, predicted plots, and
residual plots.
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The examples in this chapter demonstrate how you can use the Mixed Models
task in the Analyst Application to analyze linear models data that contain
fixed and random effects.

Split Plot Experiment

One of the most common mixed models is the split-plot design. The split-plot

design involves two experimental factors, A and B. Levels of A are randomly

assigned to whole plots (main plots), and levels of B are randomly assigned
to split plots (subplots) within each whole plot. The subplots are assumed to
be nested within the whole plots so that a whole plot consists of a cluster of
subplots and a level of A is applied to the entire cluster. The design provides
more precise information about B than about A, and it often arises when A
can be applied only to large experimental units.

The hypothetical data set analyzed in this example was created as a balanced
split-plot design with the whole plots arranged in a randomized complete-
block design (Stroup 1989). The response varidbtepresents crop growth
measurements. The varial#l@s a whole plot factor that represents irrigation
levels for large plots, and the subplot varialerepresents different crop
varieties planted in each large plot. The leveldBoére randomly assigned

to split plots (subplots) within each whole plot. The data$elit contains

the whole plot factoA, split plot factorB, responseY, and blocking factor
Block. Using the Mixed Models task, you can estimate variance components
for Block, A*Block, and the residual and automatically incorporate correct
error terms into the tests for fixed effects.

Open the Split Data Set

These data are provided as tBplit data set in the Analyst Sample Library.
To open theSplit data set, follow these steps:

1. SelectTools — Sample Data. . .

2. SelectSplit.

3. Click OK to create the sample data set in y&@asuser directory.
4. SelectFile — Open By SAS Name ..
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5. SelectSasuser from the list ofLibraries .
6. SelectSplit from the list of members.
7. Click OK to bring theSplit data set into the data table.

Request the Mixed Models Analysis

To specify the split plot analysis, follow these steps:

1. SelectStatistics— ANOVA — Mixed Models. ..
2. SelectY as the dependent variable.
3. SelectA, B, andBlock as classification variables.

Mixed Models: Split [ x|
Vierprarrmion g
0K |
Y
- : __ Cancel |
{iawy | Gt i bat ive I Reset I
Block Save Uptiunsl
A
B Help |
Fremrn
Hodel Tests Options Mgy
Predictions Plots Titles Vg b lew

Figure 15.2. Mixed Models Dialog

Figure 15.2displays the dialog withY specified as the dependent variable
andA, B, andBlock specified as classification effects in the mixed model.

Specify the Mixed Model

You can define fixed and random effects, create nested terms, and specify
interactions in the Model dialog. The Analyst Application adds terms to
the Fixed effectslist or the Random effectslist depending on whether the
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check box at the top of each list is checked. Check the appropriate box for

each term you add. Only classification variables can be specified as random
effects, and once a term has been specified as a random effect, all higher-
order interactions that include that effect must also be specified as random
effects.

Mixed Models: Model [ x|

Quantitative:

[ Fixed effects |

11,4 |
A
P | B Cancel |
A¥B
Reset |
Rawt | LI
Class: = - ¥ Intercept
Block Fautor ial - P |
f v Handom effects
B Wi 2 Al
Block
Poriormmial I n*Block

Frammipg

Figure 15.3. Mixed Models: Model Dialog

To specify the mixed model, follow these steps:

Click Model in the main dialog.
Ensure that th&ixed effectscheck box is selected.
SelectA andB and clickFactorial.

Select theRandom effectscheck box, and then seld8tock and click
Add.

5. SelectBlock andA and clickCross

oD PR

These selections create a factorial structure that containa #relB main
effects and thé\*B interaction as fixed effects, arBlock and A*Block as
random effects. Since you specified the random effects, the columns of the
model matrixZ now consist of indicator variables corresponding to the levels
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of Block andA*Block. The G matrix is diagonal and contains the variance
components oBlock and A*Block; the R matrix is also diagonal and con-
tains residual variance.

Produce Least-Squares Means

You can request generalized least-squares means of fixed effects using the
Means dialog. The least-squares means are estimators of the class or subclass
marginal means that are expected for a balanced design. Each least-squares
mean is computed d’s@ whereL is the coefficient matrix associated with

the least-squares mean afids the estimate of the fixed-effects parameter
vector. Least-squares means can be computed for any fixed effect that is
composed of only classification variables.

For this analysis, interest lies in comparing response means across combi-
nations of the levels o andB. To request least-squares means ofAMB
interaction, follow these steps:

1. Click Meansin the main dialog.
2. SelectA*B in the candidate list and clidkS Mean.

Mized Models: Means E

L5 means for fixed effects

A3 M 0K

Effects: L e —I

f A*B Cancel |

B

A*B Reset |
Help |

Renagres

[" Compute pairwise differences

pdjustnent method: [lone |||

Figure 15.4. Mixed Models: Means Dialog
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When you have completed your selections, clizK in the main dialog to
perform the analysis.

Review the Results

The results are presented in the project tree undektiked Models folder,

as displayed irFigure 15.5 The two nodes represent the mixed models re-
sults and the SAS programming statements (lab€lede) that generate the
output.

ﬁF Analyst: [new project]

ﬂgm'New Project —_

E} [;rSpI'rt Analysiz

- 12" Spli
L} [mMived Models
| EB) dnalysis —

Code

TR

Figure 15.5. Mixed Models: Project Tree

Double-click on theAnalysis node in the project tree to view the contents in
a separate window.
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B Analysis [_ (O] x|
Classz Level Information -J
Class Levels Values
Block 4 12314
A 3 123
B 2 12

Dimenzions

Covar iance Parameters 3
Columns in X 12
Columns in £ 16 —
Subjects 1
Max Obs Per Subject 24
Observations Used 24
Observations Hot Used 1]
Total Observations 24

lteration History

Iteration Evaluations -2 Aes Log Like Criterion
0 1 139.81461222
1 1 119.76184570 0.00000000 -
o Ba

Figure 15.6. Mixed Models: Model Information

Figure 15.6displays class level information, dimensions of model matri-
ces, and the iteration history of the estimated model. The “Class Level
Information” table lists the levels of all classification variables included in
the model. The “Dimensions” table includes the number of estimated covari-
ance parameters as well as the number of columns iXtlzad Z design
matrices.

The Mixed Models task estimates the variance componentsBfock,
A*Block, and the residual by a method known as residual (restricted) maxi-
mum likelihood (REML). The REML estimates are the values that maximize
the likelihood of a set of linearly independent error contrasts, and they pro-
vide a correction for the downward bias found in the usual maximum likeli-
hood estimates.
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The “Iteration History” table records the steps of the REML optimization
process. The objective function of the process2times the restricted like-
lihood. The Mixed Models task attempts to minimize this objective function
via the Newton-Raphson algorithm, which uses the first and second deriva-
tives of the objective function to iteratively find its minimum. For this exam-
ple, only one iteration is required to obtain the estimates. The Evaluations
column reveals that the restricted likelihood is evaluated once for each itera-
tion, and the criterion of 0 indicates that the Newton-Raphson algorithm has
converged.

B Analysis G O] x|
Covariance Parameter Estimates _J
Cov Parm Estimate Alpha Lower Upper
Block 62.3958 0.05 18.3875 1404 .52
Block*n 15.3819 0.05 L.1893 167 .12
Residual 9.3611 0.05 4.4289 31.1992

The Mixed Procedure

Fit Statistics

=2 Bes Log Likel ihood 119.8
AIC (=maller is better) 125.8
AICC (=maller iz better) 127.5
BIC (=maller iz better) 123.9

Type 3 Testzs of Fixed Effects

Hum Den

Effect DF DF F Value Pr > F
i 2 6 4.07 0.0764
B 1 9 19.33 0.0017

A*B 2 9 4.02 0.0566

4 | o

Figure 15.7. Mixed Models: Covariance Estimates and Tests for Fixed
Effects

Figure 15.7displays covariance parameter estimates, information on the
model fit, and Type 3 tests of fixed effects. The REML estimates for the
variance components &lock, A*Block, and the residual are 62.4, 15.4, and
9.4, respectively. The “Fit Statistics” table lists several pieces of informa-
tion about the fitted mixed model: the2 residual log likelihood, Akaike’s
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Information Criterion (AIC), a corrected form of AIC that adjusts for small
sample size (AICC), and Schwarz’s Bayesian Information Criterion (BIC).
The information criteria can be used to compare different models; models
with smaller values for these criteria are preferred.

The tests of fixed effects are produced using Type 3 estimable functions. The
test for theA*B interaction has g-value of0.0566, indicating that there

is moderate evidence of an interaction between crop varieties and irrigation
levels.

B Analysis [_ O] x|
Least Squares Means ‘:J
Standard
Estimate Error DF t Value Pr » 1t} filpha Lower Upper
37.0000 4.6674 4.68 7.93 0.0007 0.05 24.7495 49,2505
28.7500 4.6674 4.68 6.16 0.0021 0.05 16.4995 41.0005
38.0000 4.6674 4.68 8.14 0.0006 0.05 25.7495 50.2505
30.2500 4.6674 4.68 6.48 0.0017 0.05 17.9995 42.5005
26.0000 4.6674 4.68 5.57 0.0032 0.05 13.7495 38.2505 _J
25.5000 4.6674 4.68 5.46 0.0034 0.05 13. 2495 37.7505
ol e

Figure 15.8. Mixed Models: Least Squares Means

Figure 15.&displays the least-squares means for each combination of irriga-
tion levels @) and crop varietiesR). At each irrigation level, the response is
higher for the first crop variety compared to the second variety. The interac-
tion between crop variety and irrigation levels is evident in that variety 1 has
a higher mean response than variety 2 at irrigation levels 1 and 2, but the two
varieties have nearly the same mean response at irrigation level 3.
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Clustered Data

The example in this section contains information on a study investigating the
heights of individuals sampled from different families. The response variable
Height measures the height (in inches) of 18 individuals that are classified
according toFamily and Gender. Since the data occurs in clusters (fami-
lies), it is very likely that observations from the same family are statistically
correlated and not independent. In this case, it is inappropriate to analyze the
data using a standard linear model.

A simple way to model the correlation is through the use B&mily random
effect. TheFamily effect is assumed to be normally distributed with mean of
zero and some unknown variance. Definfgmily as a random effect sets

up a common correlation among all observations having the same level of
family.

In addition, a female within a certain family may exhibit more correlation
with other females in that same family than with the males in that family,
and likewise for males. Definingamily*Gender as a random effect models
an additional correlation for all observations having the same value of both
Family andGender.

Open the Heights Data Set

These data are provided as theights data set in the Analyst Sample
Library. To open thédeights data set, follow these steps:

SelectTools — Sample Data. . .

SelectHeights.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SelectHeights from the list of members.

Click OK to bring theHeights data set into the data table.

N o o~ wDdNE
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Specify the Mixed Models Analysis

To request a mixed models analysis, follow these steps:

SelectStatistics— ANOVA — Mixed Models. ..
SelectHeight as the dependent variable.
SelectFamily andGender as classification variables.
Click Model to open theModel dialog.

Ensure that th&ixed effectscheck box is selected.
SelectGender and clickAdd.

Select thdRandom effectscheck box, and then seldeamily and click
Add.

8. SelectFamily andGender, and clickCross.

N o g s~ wDd ke

9. Click OK to return to the main dialog.

Based on your selections, the Mixed Models task constructXthmtrix by
creating indicator variables for tg@ender effect and including a column of
1s to model the global intercept. TlZematrix contains indicator variables
for both theFamily effect and thd=amily*Gender interaction.

Produce a Residual Plot

The Mixed Models task can produce means plots for fixed main effects and
interactions, plots of predicted values, and residual plots that include or do
not include random effects. To produce a plot of residuals versus predicted
values that includes random effects, follow these steps:

1. Click Plotsto open thePlots dialog.

2. Click on theResidualtab, and seledPlot residuals vs predictedin
the Residual plots (including random effects)ox.
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Mixed Models: Plots [ x|

Means] Predicted Residual ]
0K |
Residual plots
Cancel |
["Plot residuals vs predicted
Re=zet |
Help |

["Plot residuals ws independents

Residual plots (including random effects)
W Plot residuals wvs predicted

[CPlot residuals vs independents

Figure 15.9. Mixed Model: Plots Dialog

When you have completed your selections, cl@zK in the main dialog to
perform the analysis.

Review the Results

The results are presented in the project tree undeHtights data in the
Mixed Models folder, as displayed ifrigure 15.10 The three nodes repre-
sent the mixed models results, the plot of residuals versus predicted values,
and the SAS programming statements (lab&ede) that generate the out-

put.
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ﬁF Analyzt: [new project]

E%New Project =
E} GSplﬂ Analysiz

=

5 @ Mixed Models

Analysis

: Code ==
E} GHeingS Analysis

' é? Heights
E} [ Miseed Madkels
L) Residual by predicted HEIGHT (with ra

Code

-
1| | 3

Figure 15.10. Mixed Models: Project Tree

Double-click on theAnalysis node in the project tree to view the contents in
a separate window.
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B Analysis o ] (4
Covariance Parameter Estimates -J
Cov Parm Estimate filpha Lower Upper
Fami 1y 2.4010 0.05 0.4593 4490.18
Fam i 1y#Gender 1.7657 0.05 0.3662 1012 _90
Reszidual 2.1668 0.05% 1.0373 7.0071

Fit Statistics

=2 Bes Log Likel ihood 1.0
AIC (smaller i=s better) 77.0
AICC (smaller i= better) 79.0
BIC (smaller is better) ¥5.2

Tvpe 3 Tests of Fixed Effects

Hum Den
Effect DF DF F Value Pr > F
Gender 1 2.84 7.95 0.0712

o b

Figure 15.11. Mixed Models: Analysis Results

Figure 15.11displays the mixed models analysis results for the clus-
tered Heights data. The covariance parameter estimates Hamily,
Family*Gender, and the residual variance are 2.4, 1.8, and 2.2, respectively.
The “Test of Fixed Effects” table contains a significance test for the single
fixed effect,Gender. With ap-value of0.0712, the Type 3 test oGGender

is not significant at the: = 0.05 level of significance. Note that the denom-
inator degrees of freedom for the Type 3 test are computed using a general
Satterthwaite approximation. A benefit of performing a random effects anal-
ysis using botlramily andFamily*Gender as random effects is that you can
make inferences about gender that apply to an entire population of families,
not necessarily to the specific families in this study.

409
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B Residual by predicted HEIGHT [with rando - [O] x|
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Figure 15.12. Mixed Models: Residuals Plot

Figure 15.1Aisplays a plot of the residuals versus predicted values that in-
cludes random effecty,— X3 — Z4 versusX3 + Z4. Plots are useful for
checking model assumptions and identifying potential outlying and influen-
tial observations. Based on the plothigure 15.12the data seem to exhibit
relatively constant variance across predicted values, and there do not appear
to be any outliers or influential observations.
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Repeated Measures

Introduction

Repeated measures analysis deals with response outcomes measured on
the same experimental unit at different times or under different conditions.
Longitudinal data are a common form of repeated measures in which mea-
surements are recorded on individual subjects over a period of time. Blood
pressure measured once a week for a month, CD4 counts tracked over a year
in an AIDS clinical trial, and per capita demand deposits over years are ex-
amples of longitudinal data. Repeated measures can also refer to multiple
measurements on an experimental unit, such as the thickness of vertebrae in
animals.

Dezcriptive L4
Table Analpsisz...
Hupothesiz Teste #

Reagression L4 Maonparametric Dne-wap AN OWA
Tultivariate L4 Factarial AMOWA, .

Survival 4 Linear Models. ..

Sample Size 4 Bepeated Mea

Indes. .. Mired Models..

Figure 16.1. Repeated Measures Menu

The experimental units are often subjects. In a repeated measurements analy-
sis, you are usually interested in between-subject and within-subject effects.
Between-subject effects are those whose values change only from subject to
subject and remain the same for all observations on a single subject, for ex-
ample, treatment and gender. Within-subject effects are those whose values
may differ from measurement to measurement, for example, time. Usually,
you are also interested in some between-subject and within-subject interac-
tion, such as treatment by time.
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Since measurements on the same experimental unit are likely to be corre-
lated, repeated measurements analysis must account for that correlation. One
way of doing this is by modeling the covariance structure of an individual's
response. Theompound symmetstructure assumes the same covariance
between any two measurements and the same variance for each measure-
ment. However, sometimes the covariance of measures that are close together
in time is higher than the covariance for measurements further apart. In this
case, thdirst-order autoregressiveovariance structure may be more appro-
priate. Another possible covariance structurernstructuredin which you
estimate different parameters for the variance of each repeated measurement
as well as different covariance parameters for each pair of repeated measure-
ments.

The Repeated Measures task enables you to specify a repeated measures
model with interactions and nested terms, define subject and repeated ef-
fects, and select from a wide range of covariance structures. You can estimate
least-squares means for classification effects and output predicted values and
residuals to a data set. Plots include means plots, predicted plots, and plots
of residuals versus within and between effects. The Repeated Measures task
applies methods based on the mixed model with special parametric structures
on the covariance matrices.

The example in this chapter demonstrates how you can use the Repeated
Measures task in the Analyst Application to analyze repeated measurements
data.

Repeated Measures Analysis

The data set analyzed in this task contains data from Littell, Freund, and
Spector (1991). Subjects in the study participated in one of three different
weightlifting programs, and their strength was measured once every other
day for two weeks after they began the program. The first program increased
the number of repetitions as the subject became stronger (RI), the second pro-
gram increased the amount of weight as subjects became stronger (WI), and
the subjects in the third program did not participate in weightlifting (CONT).
The objective of this analysis is to investigate the effect each weightlifting
program has on increasing strength over time. This section also illustrates
how to prepare data in univariate form for this task.
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Open the Weightsmult Data Set

The data are provided in the Analyst Sample Library. To open the
Weightsmult data set, follow these steps:

SelectTools — Sample Data. . .

SelectWeightsmult.

Click OK to create the sample data set in y@asuser directory.
SelectFile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

SelectWeightsmult from the list of members.

Click OK to bring theWeightsmult data set into the data table.

N o gk wDNPE

Data Management

Figure 16.2displays theWeightsmult data in multivariate form, which
means that a single row in the data table contains all response measure-
ments for a single subject. TiReogram variable defines the treatment group
and takes the values ‘CONT’, ‘RI’, and ‘WI'. Th8ubject variable defines

each subject, and the variabkthroughs7 contain strength measurements
across time for each subject.
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Weightsmult (Browse) |

Subject | Program | sl | 32 | 53 | =4 | £ | s6 | s | .
1 1/ CONT 85 85 86 85 & 86 &7
2 2 CONT a0 = I /a7l 78
3 3 CONT 78 T TR B FTF
4 4 CONT 84 84 85 84 a3 84 85
] 5 CONT 20 #7180 20 79 73 80
E B CONT 7B F: I 778 W7
7 7 CONT 7 a0 a0 M A
2 8/ CONT 7B BTE |75 474
] 5 CONT 77 T8 a0 a0 a1 a0
10 10 COMNT 73 =1 F= 1T |7
11 11 CONT i1 #7180 20 a0 i1 82
12 12 CONT 77 7BTT moTT O
13 13 CONT a2 93 83 93 o4 93 83
14 14 CONT 24 a4 83 2w 7878
15 15 CONT 7 L1 eI g2 a0
J 1R 1R CTIMT 79 7 E 77 77 7R AT
4 4

Figure 16.2. Weightsmult Data

In order for you to perform the repeated measures analysis using the Analyst
Application, your data must be in univariate form, which means that each
response measurement is contained in a separate row. If your data are not in
univariate form, you must create a new data table with this structure. This
can be accomplished via the Stack Columns task irDidita menu.

The Stack Columns task creates a new table by stacking specified columns
into a single column. The values in the other columns are preserved in the
new table, and a source column in the new data set contains the names of the
columns in the original data set that contained the stacked values.

You want to put the values for columns corresponding to the strength mea-
surement variablesl throughs7 in individual rows, so you want to stack
columnss1—s7. To stack the columns, follow these steps:

1. SelectData — Stack Columns. ..

2. Selectsl throughs7 and click on theStack button.
3. Type Strength in the Stacked column:field.

4. Click OK to produce the new data set.
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Stack Columnz: Weightsmult ﬂ |
Subject g |

C Program

=1 0K |
s2
=3 Cancel |
s4
=5 Rezet |

sb

=7 Help |

Farmgpogr I

Hew column names

Stacked column: IStr‘ength
Source column: I_BDUV'CE_

Figure 16.3. Stack Columns Dialog

The new data set is presented in the project tree undeBttmk Columns
folder. TheWeightsmult with Stacked Columnsfolder contains the new
data set with thé&trength stacked column, and th@ode node contains the
SAS programming statements that generated the data set.

If a view of theWeightsmult with Stacked Columnsdata is displayed, close
it. Then right-click on the data set node labelWwdightsmult with Stacked
Columns, as displayed ifrigure 16.4and selecOpento bring the new data
set into the data table.
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E Analypzst: [new project)

ﬂgm'New Project =

F;} [;'Weightsmult Analysis
' é?EWeighlsmurt
E} GS‘lack Columns

EI G‘Weightsmurt with Stacked Columnz

g??'ﬂfeiuht&murt wiith Stacked Columnzs Table | —
oo e

et adindo

Delete

it

Save as..

Save az b SA5 Hame...

Interactive Analyziz

-
«| | ,

Figure 16.4. Stack Columns: Project Tree

The stacked columns data set contains two new variables. STieagth
variable contains the strength measurements, and 8wurce_ variable
denotes the measurement times with seven distinct character values: s1, s2,
s3, s4, s5, s6, and s7. However, in this analysis, time needs to be numeric.
You can create a humeric variable callEidne by using the Recode Values
facility.

To create th@ime variable, follow these steps:

1. Selectedit — Mode — Edit.

2. SelectData — Transform — Recode Values ..
3. Select_Source_ as theColumn to recode

4. TypeTime in theNew column name:field.
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5. Specify the new column type by selectiNgimeric.

6. Click OK to enter values of th&ime variable that correspond to cur-
rent values of the Source_ variable.

Recode ¥Yalues Information: STACK [ x|
Column to recode: I_Snurl::e_ ﬂ
Hew column name: |Time|
HNew column type: & Numer ic " Character
(1] Cancel Help

Figure 16.5. Recode Values Information Dialog

7. Typelin theNew Value (Numeric)column cell next tes1

8. Type in the remaining numeric values corresponding to the original
values of the_Source_ column. Figure 16.6displays the final re-
coded values.

9. Click OK to create the new variable.
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Recode Values: STACK [ x|
Enter a new column value to correspond to each original
colunn value. |If you do not enter a new value, a
missing value will be used.
0K |
Crriginal Yalue Mewy Yalue (Numeric) :I

Cancel |
=1 1
=2 2 Rezet |
=3 3

Help |
=4 4
=5 3
=5 G
=7 7

Figure 16.6. Recode Values Dialog

The data set now includes a variafliene that contains numeric values for

the time of strength measurement. Because the time values are contained in a
new variable, you can delete the original variable from the data set by right-
clicking on the_Source_ column in the data table and selectibglete

Once you have deleted the column, the data set should contain four variables,
Subject, Program, Strength, andTime, as displayed ifrigure 16.7
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STACK (Fdit)

Subject | Program Strength Time |ﬂ
1 1 COWT a5 1
2 1 COMT ah 2
3 1 COMT a6 3
4 1 COMT 25 4
5 1 CONT ar ]
G 1 COWT a6 G
7 1 COMT ar 7
g 2 COMT an 1
9 2 COMT M 2
10 2 CONT 79 3
11 2 CONT 3 4
12 2 COMT 7 b
13 2 COMT =) =
14 2 COMT 3 7
15 3 CONT 7a 1
16 3 CONT 77 2
17 3 COMT 7 3
13 3 COMT 77 4
19 2 rnMT 7R R

B

T
Figure 16.7. Weightsuni Data

Before proceeding with the analysis, you can save the new data set as
Weightsuni by following these steps:

1. Select any cell in the data table or reselect the data set node labeled
Weightsmult with Stacked Columns in the project tree.

2. SelectFile — Save As By SAS Name..

3. Type Weightsuni in the Member Namefield and clickSaveto save
the data set.

Note that théNeightsuni data are in univariate form and should be the same
as theWeights data available in the Analyst Sample Library.
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Request the Repeated Measures Analysis

To specify the Repeated Measures task, follow these steps:

1. SelectStatistics— ANOVA — Repeated Measures. .
2. SelectStrength as the dependent variable.
3. SelectSubject, Program, andTime as classification variables.

Figure 16.8displays the dialog wittStrength specified as the dependent
variable andSubject, Program, andTime specified as classification vari-

ables.
Repeated Measures: Weightsuni m
Dmpprprwiond
0K |
Strenath
R ’ [ =t |
Rezet |
£ iaws I Gt b hativs |
Save Uptiunsl
Subject
Program Help |
Time
Hamoon
Hodel Statistics Means Predictions
Plots Titles Var iabiag

Figure 16.8. Repeated Measures Dialog

Define the Model

To perform a repeated measures analysis, you are required to specify a model,
define subjects, specify a repeated effect, and select one or more structures
for modeling the covariance of the repeated measurements. By defining a fac-
torial structure betweeRrogram andTime, you can analyze the between-
subject effecProgram, the within-subject effecTime, and the interaction
betweerProgram andTime.
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Each experimental unit, a subject, needs to be uniquely identified in the
Weightsuni data set. The value of th8ubject variable for the first sub-
ject in each separaterogram is 1, the value of th&ubject variable for the
second subject in eadProgram is 2, and so on. Because subjects partici-
pating in different programs have the same value from3hbject variable,

you need to nesubject within Program to uniquely define each subject.

To define the repeated measures model, follow these steps:

1. Click on theModel button.
2. Select thesubjectstab.
3. SelectSubject and clickAdd.
4. SelectProgram and clickNestto nest subjects within weightlifting
programs.
epencaMeomer woe g
Subjects ]Model] Repeated] Covariance Strudure]
Specify the variable or effect that uvniguely LI
defines the subjects. Cancel |
Independent : Re=zet |
Sub j
Prooran age | Help |
Time
Lo | Rand I

Subject:
|S_u|h,iect(Proqram) _I'
4 »

Famoos

Figure 16.9. Repeated Measures: Model Dialog, Subjects Tab

5. Select theModel tab.

6. SelectProgram and Time and click Factorial to specify a factorial
arrangement, which is the main effects frogram and Time and
their interaction.
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Repeated Measures: Model I

Subjects  Model ]Repeated] Covariance Structure]

- DK
Standard Models | fickd |  Fovsor e _ o |

. . Cancel |
Lo I Fodvram il |

Rezet |
Bt I vl I_z Al
Help |
Independent : Effects in model:

Subject Program
Program Time
Time Program*T ime

Farseoros | [ Do not include an intercept

Figure 16.10. Repeated Measures: Model Dialog, Model Tab
7. Select theRepeatedtab.

8. SelectTime and click Add to specify measurement times as the re-
peated effect.

This identifies the repeated measurement effect.
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Repeated Measures: Model I
Subjects] Model Repested ]Covariance Structure]
. - 0K |
Select the variables in the repeated effect.
Cancel |
fieded I
Reset |
Independent : Repeated:
Time Help |

Repeated effect:

[Time
Famwey | LI »

Figure 16.11. Repeated Measures: Model Dialog, Repeated Tab

When analyzing repeated measures data, you must properly model the co-
variance structure within subjects to ensure that inferences about the mean
are valid. Using the Repeated Measures task, you can select from a wide
range of covariance types, where the most common types are compound sym-
metric, first-order autoregressive, and unstructured. To select the covariance
structure for the analysis, follow these steps:

1. Select theCovariance Structuretab.
2. Select theCompound symmetrycovariance structure.
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Repeated Measures: Model I

Subjects] Model] Repested Covariance Structure ]

DK |
Select 1 or more covariance structures.
Within=subject cowvariance structure Cancel |
Rezet |
[+ Compound symmetry
™ Unstructured Help |
[T 1st-order autoregressive
[T Other
[ Other

Information criteria summary

I Promtuoe  inforsed o oriteris LR

Figure 16.12. Repeated Measures: Model Dialog, Covariance Structure

Tab
Close the Model dialog by clicking OK. When you have completed your
selections, cliclOK in the main dialog to produce your analysis.

Review the Results

The results are presented in the project tree undeRtpeated Measures
ANOVA folder, as displayed irFigure 16.13 The nodes represent the
repeated measures results and the SAS programming statements (labeled
Code) that generated the output.
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5’ Analyst: [new project]

ﬂzﬂlNBW Project
DWeightsmurt Analysis
E} [,-\._"Weigr'rtsuni Analysis

i 32 Weightsuni

Ii} [;Repeated Measures AROYV A

Corde

<

- Analysis for Compound Symmetric Covatiances

=

e

Figure 16.13.

Repeated Measures: Project Tree

You can double-click on theAnalysis for Compound Symmetric

Covariances node in the project tree to view the results in a separate

window.

L
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B Analysis for Compound Symmetiic Covariances !EIB
Class Level Information _I
Class Levels Values
Subject 21 123456789 101112 13
14 15 16 17 18 19 20 21
Program 3 CONT BRI WI
Time 7 1234567
Dimensions
Covar iance Parameters 2
Columns in X 32
Columns in 2 0
Subjects oY
Max Obs Per Subject T
Observations Used 3399
Observations Hot Used 0
Total Observations 399 =
0 b

Figure 16.14. Repeated Measures: Model Information

Figure 16.14displays model information including the levels of each clas-
sification variable in the analysis. ThH&ogram variable has three levels
while the Time variable has 7 levels. The “Dimensions” table displays in-
formation about the model and matrices used in the calculations. There are
two covariance parameters estimated using the compound symmetry model:
the variance of residual error and the covariance between two observations
on the same subject. The 32 columns of ¥aenatrix correspond to three
columns for theProgram variable, seven columns for ti@éme variable, 21
columns for theProgram*Time interaction, and a single column for the in-
tercept. You should always review this information to ensure that the model
has been specified correctly.
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B analysis for Compound Symmetric Covariances - |EI|£|
lteration Hizstory —J
Iteration Evaluations -2 Bes Log Like Criterion
0 1 2033 .88298356
1 1 1420 . 82019617 0.00000000
Convergence criteria met.
Covariance Parameter Estimates
Cov Parm Subject Ezt imate
CS Subject(Program) 9.6033
Residual 1.1969
The Mixed Procedure
Fit Statistics
=2 RBes Log Likel ihood 1420.8
AIC (=maller i= better) 1424 .8
AICC (smaller i= better) 1424 .9
BIC (=maller is better] 1428.9 r:J
g >

Figure 16.15. Repeated Measures: Fitting Information

Figure 16.15displays fitting information, including the iteration history,
covariance parameter estimates, and likelihood statistics. The “Iteration
History” table shows the sequence of evaluations to obtain the restricted max-
imum likelihood estimates of the variance components.

The “Covariance Parameter Estimates” table displays estimates of the vari-
ance component parameters. The covariance between two measurements on
the same subject is 9.6. Based on an estimated residual variance parameter
of 1.2, the overall variance of a measurement is estimated to be 9.6 + 1.2 =
10.8.

431



432 ¢ Chapter 16. Repeated Measures

B Analysiz for Compound Symmetric Covariances !Elm
Tvpe 3 Teszts of Fixed Effects
Num Den
Effect DF DF F Value Pr > F
Program 2 L4 3.07 0.0548
Time 6 324 7.43 <.0001
Program*T ime 12 324 2.99 0.0005 J
-
ol >

Figure 16.16. Repeated Measures: Tests for Fixed Effects

The “Type 3 Tests of Fixed Effects” table Figure 16.16contains hypoth-

esis tests for the significance of each of the fixed effects, that is, those ef-
fects you specify on the Model tab. Based op-a@alue of 0.0005 for the
Program*Time interaction, there is significant evidence of a strong inter-
action between the weightlifting program and time of measurement at the
o = 0.05 level of significance.

Exploring Alternative Covariance Structures

Based on the assumption of the compound symmetry covariance structure,
any two measurements on the same subject have the same covariance regard-
less of the length of the time interval between the measurements. However,
repeated measurements are often more correlated when the measurements are
closer in time than when they are farther apart. In this case, compound sym-
metry may not be appropriate, and you may want to investigate alternative
covariance structures.

The first-order autoregressive covariance structure has the property that ob-
servations on the same subject that are closer in time are more highly corre-
lated than measurements at times that are farther apart. The first-order au-
toregressive covariance can be represented’py, wherew indicates the

time between two measuremengtsstands for the correlation between adja-
cent observations on the same subject, ahdtands for the variance of an
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observation. For the first-order autoregressive covariance structure, the cor-
relation between two measurements decreases exponentially as the length of
time between the measurements increases.

To fit an additional repeated measures model with a first-order autoregressive
covariance structure, follow these steps:

1. SelectStatistics— ANOVA — Repeated Measures. .

Note that the selections for the previous analysis are still specified.

. Click on theModel button.
. Select theCovariance Structuretab.
. Select thelst-order autoregressivestructure.

a b~ W0 N

. SelectProvide information criteria summary to produce a summary
table of model-fit criteria for the two covariance structures.

6. Click OK in the main dialog to produce your analysis.

Repeated Measures: Model m
Subjects] Model] Repeated Cowariance Structure ]
) 1].4 |
Select 1 or more covariance structures.
Hithin-subject covariance structure Cancel I
Reset I
¥ Compound symmetry
[~ Unstructured Help I
¥ Ist-order autoregressive
[~ Other
[ Other

Information criteria summary

¥ Produce information criteria summary

Figure 16.17. Repeated Measures: Model Dialog, Covariance Structure
tab
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Although this analysis models only two different covariance structures, the
Analyst Application provides a wide range of structures to choose from, in-
cluding unstructured, Huynh-Feldt, Toeplitz, and variance components. To
select other structures, click on the down arrow next t@#mer check box

and choose from the resulting drop-down list.

Double-click on theAnalysis for First Order Autoregressive Covariances
node in the project tree to view the results in a separate window.

ﬁ Analysis for Firgt Order Autoregressive Covariances

Type 3 Testz of Fixed Effects

Hum Den
Effect DF DF F Value Pr > F
Program 2 57 .1 3.11 0.0524
Time [ 221 4._30 0.0003
Program*T ime 12 321 1.17 0.3008 J

A e

Figure 16.18. Repeated Measures: Test for Fixed Effects for
Autoregressive Covariance

Figure 16.18&lisplays the Type 3 tests for fixed effects based on the first-order
autoregressive covariance model. Note that wigvalue greater than 0.30,

the Program*Time interaction is not significant at the = 0.05 level of
significance. The-value is different from th@-value of the same test based

on the compound symmetry covariance structure, and the two models lead
to different conclusions. You can assess the model fit based on different co-
variance structures by comparing criteria that is provided in the Information
Criteria Summary window ifrigure 16.19



References ¢ 435

B Information Criteria Summary - II:Ilﬂ
Summary of Information Criteria -
fAkaike's Schwarz’'s
Information Baye=sian =2 Res Log
Covar iance Structure Parameters Criterion Criterion Likelihood
Compound symmetry 2 1424 .8 1428.9 1420.8
Ist-order autoregressive 2 1270.8 1274.9 1266.8

4 o

Figure 16.19. Repeated Measures: Information Criteria Summary

The process of selecting the most appropriate covariance structure can be
aided by comparing the Akaike’s Information Criterion (AIC) and Schwarz'’s
Bayesian Criterion (SBC) for each model. When you compare models with
the same fixed effects but different variance structures, the models with the
smallest AIC and SBC are deemed the best. In this example, the autoregres-
sive model has lower values for both AIC and SBC, showing considerable
improvement over the model with a compound symmetry structure. Based
on the information criteria as well as the intuitively sensible property of the
correlations being larger for nearby times than for far-apart times, the first-
order autoregressive model is the more suitable fit for these data.
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Chapter 17
Detalls

Customizing the Toolbar

You can customize the Analyst toolbar to contain the tasks you use most
often. You can also control icon size and toggle the display of tooltips and
the toolbar.

If you are on Windows, seledfools — Customize .. to make changes to
the Analyst toolbar. Under Unix, sele©ptions from the Tools menu and
selectEdit Toolbox to display the Tool Editor dialog.

The following text refers to customizing the toolbar on the Windows operat-
ing system. Refer to the online help for specific information on customizing
the toolbar on other operating systems.

Toolbars Tab

In the Toolbars tab, you can specify general options that apply to the com-
mand bar and the toolbar.
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S - T |

Toolbars I Customize |

General

W Shaw ScreenTips on toolbars

Toolbarz
¥ application Toolbar

¥ Command Bar

¥ Use &utoComplete
[ Sort commands by most recently uzed

Mumber of commands saved. |15 —

k. I Cancel Helm

Figure 17.1. Toolbars Tab

Under theGeneralheading, click.arge iconsto display larger icons on the
toolbar. If you leaved.arge iconsunselected, the icons display in the default
size.

SelectShow ScreenTips on toolbargo display explanatory text when your
cursor passes over an icon.
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Under theToolbars heading, sele@pplication Toolbar to display the icons
associated with any SAS window, including those of the Analyst Application.
If Application Toolbar is unselected, no toolbar is displayed.

SelectCommand Barto display the command bar from which you can issue
SAS commands. I€ommand Bar is unselected, no command bar is dis-
played. SelecSort commands by most recently usedo display the most
recent commands at the top when you click on the arrow next to the command
bar. Otherwise, commands are displayed in alphabetical order. Specify the
Number of commands savedy clicking on the up or down arrow to change
the number.

Customize Tab

Click on theCustomizetab to add or remove tasks from the toolbar, change
the order of the icons, change the ScreenTip associated with an icon, or
change the icon that is associated with a task.
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S - T |

Toolbar:  Customize |

2 B (& SASUSER.PROFILEANALYST
Title: |545 Tools

Gox g e e 4 BRM

Command IHEW

Help Text |Ereate a new table

Tip Text INew

(=1 = E] =] (=24
545 file - Open
[ zave - Save cument table - Save
& pritit - Print data table - Print

a print_presviess - Preview before printing - Print Preview

2 open_host - Open a

l% gort_colg - Sort table - Saort table
E-E gubszet - Apply aWhere clause to subset the data - Subset Data LI

Figure 17.2. Customize Tab

For more information about editing the Toolbar, click on Help button in

the Customize Tools dialog.

In order to add a task to the toolbar, you need to know the Analyst command
for that task. The following tables list the command that is associated with
each task.



Table 17.1. File Commands

Customize Tab

Task Command

New NEW

Close END

Open OPENLHOST
Open By SAS Name OPEN_SAS

Open With New Query QUERY_WINDOW
Open With Existing Query QUERY_LIST
Save SAVE

Save As SAVEAS_HOST
Save As By SAS Name SAVEAS_SAS

Projects

New NEW_PROJECT
Open OPEN_PROJECT
Save SAVE_PROJECT
Save As SAVE_PROJECTAS
Delete DELETE_PROJECT
Print Preview PRINT_PREVIEW
Print Setup PRINT_SETUP
Print PRINT
Table 17.2. Edit Commands
Task Command
Insert Columns ADDCOLS
Add Rows ADDROWS
Duplicate DUPLICATE
Delete DELETE
Rename RENAME
Mode
Browse BROWSE_MODE
Edit EDIT_MEMBER_MODE
Shared Edit EDIT_RECORD_MODE

L
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Table 17.3. View Commands

Task Command

Columns
Move MOVE_COLS
Hide HIDE_COLS
Unhide UNHIDE_COLS
Hold HOLD_COLS
Labels SHOW_LABELS

Table Attributes TABATTRS

Table 17.4. Tools Commands

Task Command

Titles STITLES

Sample Data SAMPLE_DATA

Viewer Settings PREFS

Graph Settings GRAPH_PREFS

New Library LIB_ASSIGN

Table 17.5. Data Commands

Task Command

Filter
None SUBSET.CLEAR
Subset Data SUBSET

Sort SORT_COLS

Transform
Compute COMPUTEDL_COLUMN
Rank RANK
Standardize STANDARDIZE
Recode Values RECODE_VALUES
Recode Ranges RECODE_RANGES
Convert Type CONVERT_TYPE
Log(Y) TRN_LOG
Sqrt(Y) TRN_SQRT
1Y TRN_RECIP
Y*Y TRN_SQUARE




Table 17.5. (continued)

Customize Tab

Task Command
Exp(Y) TRN_EXP

Random Variates
Normal RV_NORMAL
Uniform RV_UNI
Binomial RV_BIN
Chi-Square RV_CHI
Poisson RV_POIS
Beta RV_BETA
Exponential RV_EXP
Gamma RV_GAMMA
Geometric RV_GEOM
Extreme Value RV_EXTREME

Summarize By Group
Combine Tables

SUM_BY_GROUP

Merge By Columns MERGE
Concatenate By Rows CONCATENATE
Stack Columns STACK
Split Columns SPLIT
Transpose TRANSPOSE
Random Sample RANDSAMP
Column Properties COLATTRS
Table 17.6. Reports Commands
Task Command
List Data LIST_DATA
Tables TABLES
Table 17.7. Graphs Commands
Task Command
Bar Chart
Horizontal HBAR
Vertical VBAR
Pie Chart PIECHART

L
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Table 17.7. (continued)
Task Command
Histogram HIST
Box Plot BOX
Probability Plot NORMPLOT
Scatter Plot
Two-Dimensional SCAT2D
Three-Dimensional SCAT3D
Contour Plot CONTOUR
Surface Plot SURFACE
Table 17.8. Statistics Commands
Task Command
Descriptive
Summary Statistics SUMMARY
Distributions DISTRIB
Correlations CORR
Frequency Counts COUNTS
Table Analysis TABLANAL
Hypothesis Tests
One-Sample Z-test for a Mean HT1Z
One-Sample t-test for a Mean HT1T
One-Sample Test for a Proportion HT1P
One-Sample Test for a Variance HT1V
Two-Sample t-test for Means HT2T
Two-Sample Paired t-test for Means | HT2PT
Two-Sample Test for Proportions HT2P
Two-Sample Test for Variances HT2V
ANOVA
One-Way ANOVA ONEANOVA
Nonparametric One-Way ANOVA NONPARAM
Factorial ANOVA FACANOVA
Linear Models LINMOD
Repeated Measures RMANOVA
Mixed Models MIXED

Regression




Resetting and Sharing Task Options

Table 17.8. (continued)

Task Command
Simple SIMPREGR
Linear LINREGR
Logistic LOGREGR

Multivariate
Principal Components PRINCOMP
Canonical Correlation CANCORR

Survival
Life Tables LIFETEST
Proportional Hazards PHREG

Sample Size
One-Sample t-test SSPMEANLT
One-Sample Confidence Interval SSPMEAN1CI
One-Sample Equivalence SSPMEANL1E
Paired t-test SSPMEANPT
Paired Confidence Interval SSPMEANPCI
Paired Equivalence SSPMEANPE
Two-Sample t-test SSPMEAN2T
Two-Sample Confidence Interval SSPMEAN2CI
Two-Sample Equivalence SSPMEANZ2E
One-Way ANOVA SSPMEAN1A

Index INDEX

Table 17.9. Help Command
Task Command
Using This Window window_help

Resetting and Sharing Task Options

When you click on th&ave Optionsbutton in a task dialog, the options that
you set in that task are saved to an SLIST in 8&8SUSER._APPTSKS
catalog. To restore all task settings to their defaults, remove the
SASUSER._APPTSKS catalog. This removes any changes in options that
you have made to all tasks. You can reset the options for a particular task

L
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to their defaults by removing the SLIST from tSASUSER._APPTSKS
catalog.

You can share your saved options by putting yYSAWSUSER._APPTSKS
catalog in a location where it can be copied. Other users who copy this
catalog to theirSASUSER directory have the same options set for all of
their Analyst tasks.
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Appendix A
Summary of Tasks

The following tables provide a list of capabilities available in the reporting,
graphical, and statistical tasks in the Analyst Application. In each table, the
Dialog column indicates the dialog in which the corresponding capability
appears. Capabilities with an entryddfaultin the Dialog column are those
that the task produces automatically.

Note that Analyst also provides an online index of its statistical features. You
can view the index by clicking on th@tatisticsmenu and selectingpdex.

Reporting Tasks

The following tables provide a list of capabilities available in the Analyst
Application reporting tasks€Reports menu).

Table A.1. Capabilities in the List Data Task

Capability Dialog
Column heading split character Options
Column heading style Options
Column values, row identifier Main
Double spacing Options
Sequence numbers, row identifier Options
Single spacing Options
Sum selected columns Options
Total number of observations Options

Table A.2. Capabilities in the Tables Tasks

Capability Dialog
Cell format Options
Formats for class values and statistics, supplied Options

Formats for class values and statistics, user-defined Option$
Headings, empty class value combinations Options
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Table A.2. (continued)

Capability Dialog
Labels, variables, and statistics Options
Missing values as valid class levels Options
Number of spaces, row titles Options
Ordering, class values Options
Summary column position Options
Summary row position Options
Text, empty cells Options

Graphical Tasks

The following tables provide a list of capabilities available in the Analyst
Application graphical task€3raphs menu).

Table A.3. Capabilities in the Bar Chart Tasks

Capability Dialog
Analysis variable Options
Bar appearance Options
Bar outline color and width Options
Bar text color, size, and font Options
Frame options Options
Horizontal bar statistics, display options Options
Number of bars Options
Order of bars Options
Reference lines Options
Statistic to chart, average Options
Statistic to chart, cumulative frequency Options
Statistic to chart, cumulative percent Options
Statistic to chart, frequency Options
Statistic to chart, percent Options
Statistic to chart, sum Options
Three-dimensional chart Main
Two-dimensional chart Main
Vertical bar statistics, display options Options




Table A.4. Capabilities in the Pie Chart Task

Capability Dialog
Analysis variable Options
Frequency variable Options
Missing values Options
Number of slices Options
"Other" slice Options
Slice and outline colors Options
Slice angle Options
Slice explosion Options
Slice label type and placement Options
Slice text color, size, and font Options
Statistic to chart, average Options
Statistic to chart, frequency Options
Statistic to chart, percent Options
Statistic to chart, sum Options
Three-dimensional chart Main
Two-dimensional chart Main

Table A.5. Capabilities in the Histogram Task

Capability Dialog

Bar and outline colors Display
Bar pattern Display
Exponential, fitted curve Fit

Fitted curve colors Display
Lognormal, fitted curve Fit
Midpoints for histogram intervals Display
Normal, fitted curve Fit
Number of observations, vertical axis scale Display
Percent of observations, vertical axis scale Display
Proportion of observations, vertical axis scale Display
Weibull, fitted curve Fit
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Table A.6. Capabilities in the Box Plot Task

Capability Dialog
Box and outline colors Display
Constant, box width Display
Notches Display
Point color and symbol Display
Proportional to,/n, box width Display
Proportional tdog (n), box width Display
Proportional to sample size box width Display
Schematic style Display
Skeletal style Display

Table A.7. Capabilities in the Probability Plot Task

Capability Dialog
Exponential, fitted curve Main
Fitted curve color Display
Fitted curve style and width Display
Grid lines at percentiles Display
Lognormal, fitted curve Main
Normal, fitted curve Main
Point color and symbol Display
Weibull, fitted curve Main

Table A.8. Capabilities in the Scatter Plot: Two-Dimensional Task

Capability Dialog
Line color Display
Line style and width Display
Point color and symbol Display
Points connected tg = 0 Display
Points connected with straight lines Display
Reference lines Display




Table A.9. Capabilities in the Scatter Plot: Three-Dimensional Task
Capability Dialog
Point color and symbol Display
Paints connected to-y plane Display
Reference lines Display
Rotation angle Display
Tilt angle Display

Table A.10. Capabilities in the Contour Plot Task
Capability Dialog
Bivariate interpolation Interpolate
Contour line labeling Display
Interpolation / smoothing Interpolate
Legend display Display
Linear interpolation Interpolate
Number of levels Display
Partial spline interpolation Interpolate
Pattern line density and angle Display
Pattern outline color Display
Pattern style Display
Spline interpolation Interpolate

Table A.11. Capabilities in the Surface Plot Task

Capability Dialog
Bivariate interpolation Interpolate
Interpolation / smoothing Interpolate
Linear interpolation Interpolate
Partial spline interpolation Interpolate
Reference lines Display
Rotation angle Display
Spline interpolation Interpolate
Surface colors Display
Surface side walls Display

Tilt angle

Display
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Statistical Tasks

The following tables provide a list of capabilities available in the Analyst
Application statistical tasksStatisticsmenu).

Table A.12. Capabilities in the Descriptive: Summary Statistics Task

Capability Dialog
Box-and-whisker plot Plots
Coefficient of variation Statistics
Corrected sum of squares Statistics
Histogram Plots
Kurtosis Statistics
Maximum Statistics
Mean Statistics
Median Statistics
Minimum Statistics
Number of missing observations Statistics
Number of observations Statistics
Output appearance Output
Probability oft Statistics
Range Statistics
Skewness Statistics
Standard deviation Statistics
Standard error Statistics
Student'st Statistics
Sum Statistics
Uncorrected sum of squares Statistics
Variance Statistics

Table A.13. Capabilities in the Descriptive: Distributions Task

Capability Dialog
Box-and-whisker plot Plots
Descriptive statistics default
Exponential, fitted distribution Fit
Extreme observations default
Histogram Plots




Table A.13. (continued)

Capability Dialog
Lognormal, fitted distribution Fit
Median default
Moments default
Normal, fitted distribution Fit
Percentiles default
Probability plot Plots
Quantile-quantile plot Plots
Quantiles default
Sign statistic default
Signed rank statistic default
Tests for location default
Weibull, fitted distribution Fit

Table A.14. Capabilities in the Descriptive: Correlations Task

Capability Dialog
Confidence ellipses Plots
Corrected SSCP matrix Options
Covariances Options
Cronbach’s alpha Options
Descriptive statistics Options
Hoeffding’'s D Options
Kendall's taub Options
p-values Options
Pearson correlations Options
Scatter plots Plots
Spearman correlations Options
SSCP matrix Options

Table A.15. Capabilities in the Descriptive: Frequency Counts Task

Capability Dialog
Bar charts Plots
Cumulative frequencies Tables
Cumulative percentages Tables
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Table A.15. (continued)

Capability Dialog
Frequencies Tables
Order, variable levels Input
Percentages Tables

Table A.16. Capabilities in the Table Analysis Task

Capability Dialog
Chi-square statistics Statistics
Fisher’s exact test farx c tables Statistics
Frequencies Tables
Likelihood ratio chi-square Statistics
Mantel-Haenszel statistics Statistics
McNemar’s test foR x 2 tables Statistics
Measures of agreement Statistics
Measures of association Statistics
Odds ratios foR2 x 2 tables Statistics
Order, variable levels Input
Pearson chi-square Statistics
Pearson correlation coefficient Statistics
Percentages Tables
Simple kappa coefficient Statistics
Spearman correlation coefficient Statistics
Weighted kappa coefficient Statistics

Table A.17. Capabilities in the Hypothesis Tests: One-Sample Z-test for a

Mean Task
Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Normal distribution plot Plots

Population standard deviation Main




Table A.17. (continued)
Capability Dialog
Population variance Main
Power analysis Tests
Table A.18. Capabilities in the Hypothesis Tests: One-Sample t-test for a
Mean Task
Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Power analysis Tests
t distribution plot Plots
Table A.19. Capabilities in the Hypothesis Tests: One-Sample Test for a
Proportion Task
Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Confidence intervals Tests
Normal distribution plot Plots
Table A.20. Capabilities in the Hypothesis Tests: One-Sample Test for a

Variance Task

Capability Dialog
Alternative hypotheses Main
Box-and-whisker plot Plots
Confidence intervals Tests
Probability distribution plot Plots
Variance comparison value Main
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Table A.21. Capabilities in the Hypothesis Tests: Two-Sample t-test for

Means Task
Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Means plot Plots
Power analysis Tests
Stacked data Main
t distribution plot Plots
Unstacked data Main

Table A.22. Capabilities in the Hypothesis Tests: Two-Sample Paired
t-test for Means Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Box-and-whisker plot Plots
Confidence intervals Tests
Mean comparison value Main
Means plot Plots
Power analysis Tests
t distribution plot Plots

Table A.23. Capabilities in the Hypothesis Tests: Two-Sample Test for
Proportions Task

Capability Dialog
Alternative hypotheses Main
Bar chart Plots
Confidence intervals Tests
Normal distribution plot Plots
Stacked data Main
Unstacked data Main
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Table A.24. Capabilities in the Hypothesis Tests: Two-Sample Test for
Variances Task

Capability Dialog
Alternative hypotheses Main
Box-and-whisker plot Plots
Confidence intervals Tests
Probability distribution plot Plots
Stacked data Main
Unstacked data Main

Table A.25. Capabilities in the ANOVA: One-Way ANOVA Task

Capability Dialog
Bonferronit-test Means
Box and whisker plot Plots
Duncan multiple-range test Means
Means comparisons Means
Means plots Plots
Power analysis Tests
R-square statistic default
Residual plots Plots
Tests of homogeneity of variance Tests
Tukey HSD test Means
Welch’s variance-weighted ANOVA Tests

Table A.26. Capabilities in the ANOVA: Nonparametric One-Way ANOVA

Task
Capability Dialog
Ansari-Bradley test Tests
Exactp-values Tests
Klotz test Tests
Kruskal-Wallis test Tests
Median test Tests
Mood test Tests
Savage test Tests
Siegel-Tukey test Tests
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Table A.26. (continued)

Capability Dialog
Van der Waerden test Tests
Wilcoxon test Tests

Table A.27. Capabilities in the ANOVA: Factorial ANOVA Task

Capability Dialog
Adjusted R-square statistic default
Bonferronit-test Means
Covariance ratio Plots
Crossed effects Model
DFFITS Plots
Duncan multiple-range test Means
Factorial models Model
Influence plots Plots
Interaction effects Model
Least-squares means Means
Leverage Plots
Means comparisons Means
Means plots Plots
Model building Model
Power analysis Tests
Predicted values Predictions
Prediction limits Predictions
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Tukey HSD test Means
Type 1, 2, 3, 4 sum of squares Statistics
Weighted least squares Tests




Table A.28. Capabilities in the ANOVA: Linear Models Task

Capability Dialog
Adjusted R-square statistic default
Bonferronit-test Means
Classification effects Main
Covariance ratio Plots
Crossed effects Model
DFFITS Plots
Duncan multiple-range test Means
Factorial models Model
Influence plots Plots
Interaction effects Model
Intercept Model
Least-squares means Means
Leverage Plots
Means comparisons Means
Means plots Plots
Model building Model
Multivariate tests Tests
Nested effects Model
Parameter estimates Statistics
Polynomial effects Model
Power analysis Tests
Predicted plots Plots
Predicted values Predictions
Prediction limits Predictions
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Tukey HSD test Means
Type 1, 2, 3, 4 sum of squares Statistics
Weighted least squares Tests
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Table A.29. Capabilities in the ANOVA: Repeated Measures Task
Capability Dialog
Ante-dependence covariances, first order Model
Autoregressive covariances, first order Model
Chi-square test, likelihood ratio Statistics
Classification effects Main
Compound symmetry covariances Model
Confidence limits, covariance estimates Statistics
Confidence limits, parameter estimates Statistics
Covariance structures Model
Crossed effects Model
Factorial models Model
Fitting information default
Huynh-Feldt covariances Model
Information criteria summary Model
Interaction effects Model
Intercept Model
Least-squares means Means
Likelihood ratio test default
Means plots Plots
Model building Model
Nested effects Model
Parameter estimates Statistics
Polynomial effects Model
Predicted plots Plots
Predicted values Predictions
Prediction limits Predictions
Repeated effect Model
Residual plots Plots
Residual values Predictions
Scatter plots Plots
Subiject effect Model
Toeplitz covariances Model
Type 1, 2, 3 sum of squares Statistics
Unstructured covariances Model
Variance components structure Model




Table A.30. Capabilities in the ANOVA: Mixed Models Task
Capability Dialog
Classification effects Main
Confidence level Options
Confidence limits, covariance parameter estimates default
Confidence limits, fixed effects estimates Options
Confidence limits, random effects estimates Options
Covariance parameter estimates default
Crossed effects Model
Estimation methods Options
Factorial models Model
Fitting information default
Fixed effects Model
Interaction effects Model
Intercept, fixed effects Model
Least-squares means Means
Main effects Model
Maximum likelihood estimation Options
Means plots, fixed effects Plots
Minimum variance quadratic unbiased estimation Options
Model building Model
Nested effects Model
Polynomial effects Model
Predicted means Predictions
Predicted value plots Plots
Predicted values, including random effects Prediction
Random effects Model
REML Options
Residual maximum likelihood estimation Options
Residual plots Plots
Satterthwaite method, fixed effects default
Scatter plots Plots
Solution, fixed effects parameters Options
Solution, random effects parameters Options
Types 1, 2, 3 estimation Options
Types 1, 2, 3 tests, fixed effects Tests
Variance components tests Tests

S
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Table A.31. Capabilities in the Regression: Simple Task
Capability Dialog
Adjusted R-square statistic default
Coefficient of variation default
Confidence limits Plots
Confidence limits for estimates Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Covariance ratio Plots
Cubic model Main
DFFITS Plots
Influence plots Plots
Leverage Plots
Normal probability-probability plot Plots
Normal quantile-quantile plot Plots
Power analysis Tests
Predicted values Predictions
Prediction limits Plots
Quadratic model Main
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Standardized regression coefficients Statistics

Table A.32. Capabilities in the Regression: Linear Task
Capability Dialog
Adjusted R-square model selection Model
Adjusted R-square statistic default
Akaike’s information criterion Model
Amemiya’s prediction criterion Model
Asymptotic covariance matrix Statistics

Backward elimination model selection

Model




Table A.32. (continued)

Capability Dialog
Bayesian information criterion Model
Coefficient of variation default
Collinearity analysis Statistics
Confidence limits for estimates Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Covariance ratio Plots
DFFITS Plots
Durbin-Watson statistic Statistics
Forward model selection Model
Heteroscedasticity test Statistics
Influence plots Plots
Intercept Model
Leverage Plots
Mallows’ Cp model selection Model
Mallows’ Cp statistic Model
Maximum R-square improvement model selection Model
Minimum R-square improvement model selection Model
Multivariate statistics Statistics
Normal probability-probability plot Plots
Normal guantile-quantile plot Plots
Partial correlations Statistics
Power analysis Tests
Predicted values Predictions
Prediction limits Plots
R-square model selection Model
R-square statistic default
Residual plots Plots
Residual values Predictions
Residuals, ordinary Plots
Residuals, standardized Plots
Residuals, studentized Plots
Scatter plots Plots
Schwarz’s bayesian criterion Model
Semi-partial correlations Statistics
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Table A.32. (continued)

Capability Dialog
Standardized regression coefficients Statistics
Stepwise model selection Model
Stepwise regression Model
Tolerance values for estimates Statistics
Type 1 sum of squares Statistics
Type 2 sum of squares Statistics
Variance inflation factors Statistics
Weighted least squares Tests

Table A.33. Capabilities in the Regression: Logistic Task
Capability Dialog
Assaociation of predicted probabilities default
and observed responses
Backward elimination model selection Model
Best subset model selection Model
Cl displacement Plots
Classification effects Main
Classification table Statistics
Conditional odds ratios Statistics
Confidence limits Statistics
Correlation matrix of estimates Statistics
Covariance matrix of estimates Statistics
Crossed effects Model
Deviance residuals Plots
DFBetas Plots
Difference in chi-square residuals Plots
Difference in deviance residuals Plots
Dispersion parameter Statistics
Factorial models Model
Fit statistics default
Forward model selection Model
Goodness-of-fit statistics Statistics
Influence plots Plots

Interaction effects

Model




Table A.33. (continued)

Capability Dialog
Leverage Plots
Likelihood ratio default
Odds ratio estimates default
Pearson residuals Plots
Polynomial effects Model
Predicted values Predictions
Prior probabilities Statistics
Probability cutpoints Statistics
Profile likelihood limits Statistics
Residual plots Plots
Residual values Predictions
Response profile default
ROC curve Plots
Standardized estimates default
Stepwise model selection Model
Wald limits Statistics

Table A.34. Capabilities in the Multivariate: PrincipalComponents Task

Capability Dialog
Analysis of correlation matrix Statistics
Analysis of covariance matrix Statistics
Analysis of uncorrected matrices Statistics
Principal component scores Save Data
Principal components plot Plots
Scree plot Plots

Table A.35. Capabilities in the Multivariate: CanonicalCorrelation Task

Capability Dialog
Canonical redundancy statistics Statistics
Canonical variable plot Plots
Canonical variable scores Save Data
Correlations of regression coefficients Statistics
Number of canonical variables Statistics
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Table A.35. (continued)

Capability Dialog
Partial correlations Statistics
Partial variables Variables
Regression analysis Statistics
Semi-partial correlations Statistics
Squared multiple correlation Statistics
Standard error of coefficients Statistics
Standardized regression coefficients Statistics
t statistic and probability Statistics

Table A.36. Capabilities in the Survival: Life Tables Task
Capability Dialog
Censoring values Main
Confidence intervals Methodsg
Hazard function plots Plots
Life table method Methods
Probability density function plots Plots
Product-limit estimation method Methods
Strata endpoints Plots
Survival estimates default
Survival function plots Plots

Table A.37. Capabilities in the Survival: Proportional Hazards Task
Capability Dialog
Backward elimination model selection Model
Best subset model selection Model
Censoring values Main
Confidence limits of hazard ratio Methods
Correlations of parameter estimates Methods
Covariances of parameter estimates Methods
Failure time ties, Breslow approximate likelihood method Methods
Failure time ties, discrete logistic model method Methods
Failure time ties, Efron approximate likelihood method Methods
Failure time ties, exact conditional probability method Methods
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Table A.37. (continued)

Capability Dialog
Forward model selection Model
Global hypothesis test default
Stepwise model selection Model
Survival function plots Plots

The Sample Size tasks provide sample size and power calculations for several
types of analyses and study designs. Power curves are available with each
task. The types of sample size analyses available in the Analyst Application
are as follows:

e one-sample-test

e one-sample confidence interval
e one-sample equivalence

e pairedt-test

e paired confidence interval

e paired equivalence

e two-sample-test

e two-sample confidence interval
e two-sample equivalence

e one-way ANOVA
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Subject Index

A

actuarial method,
See survival
method
adding rows41
agreement261
air quality data se70
alphabetical orde®2
alternative hypothesig11
analysis of variance&69
factorial ANOVA, 270, 284
linear models270 290
mixed models270
multiple classification variable284
nonparametric one-way ANOVA69
one-way ANOVA,269 273
power analysis292, 295
guantitative variable90
repeated measurez/0
specifying interaction286, 291
analysis results,printing’8
ANOVA, 22,
See analysis of variance
association, 22 table,238
axis lines 97

B

Bandaid data se239

bar charts
analysis variabled,13
bar values113
colors,114
creating,111
fonts,114
frame options117

analysis,

life-table

frequency countsl.86, 189
number of bars]12
reference lines117
statistics 113 115
three-dimensionall. 12
two-dimensionall12
variables118

barcharts
titles, 117

bars, options96

between-subject effectd15

box-and-whisker plots
distributions, 196, 199
one-way ANOVA,275 279
paired t-test219 222
summary statistics,91, 194
two-sample test for variances29,

231
browse mode33
Bthdth92 data sef,84, 212 218

C
canonical coefficientg§72
canonical correlation£3, 357, 367, 373
eigenvalues368 370
likelihood ratios, 368 371
plots,369, 375
canonical variables372
catalog entries,saving,/
censored observation3g2
changing titles98
charts
bar,111
pie, 128
classification variable<gi4
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distributions, 199

summary statistics,90
code

copying to Program Editoi74

editing, 74

printing, 78

saving,74

source93

submitting,74

viewing, 73
color

in bar charts114

in pie charts 131

in scatter plots142
columns

classes]167

deleting,39

displaying labels39

duplicating,38

hiding, 35

holding, 36

inserting,37

menu,34

merging,49

moving, 35

properties of40

sorting,38

splitting, 51
combining tables48
commands, toolba#42
component loading865
component plots, principal components,

360, 364

computing new variableg,3
concatenating rowgi8
confidence intervals

one-sample t-tes14, 216

power calculations333 348

sample size calculation333 348
continuous variablegi4
Coronary?2 data seBl17
correlations22, 184, 200

repeated measures analygi$g 432

scatter plots203 206

types of,184, 200

covariance estimates, mixed modef)3
409
covariance matrix, principal components,
359
covariance types
first-order autoregressivé32 434
repeated measures analy€igy, 432
Cox regression380, 390,
See also proportional hazards regres-
sion
creating projects9
Cronbach’s alphal 84
cumulative frequencies and percentages,
184,188
customizing toolbarg9, 439

D

data
sorting,42
data files, large91
Data menul7
computing log transformationdy
computing new variableg,3
generating random variate$/
recoding range<i4
data sets
air quality,270
bandaid 239
birth and infant mortality rates] 84,
212 218
cereal judgingb3
coronary,317
fitness,200, 308
gym, 245
height,405
houses302
infant mortality,184, 212, 218
jobs,367
opening,28
protein,358
rats survival 381, 388
search algorithm224
split plot, 397
taste tests3
test score227
weightlifting, 416



data table14
edit mode 90
font, 90
modifying, 32
size of,89
data views, opening8
data, editing33
deleting
columns,39
project nodes72
projects,73
rows,42
descriptive statistics,83
correlations 184, 200
distributions, 184, 195
frequency countsl84
summary statistics,83 190
distributions,22, 184, 195
box-and-whisker plots] 96, 199
classification variable4,99
goodness of fit196, 198
histograms196, 199
duplicating
columns,38
rows,41

E
Edit menu,17
edit mode 33, 90
editing code/4
eigenvalues
canonical correlatior368 370
principal components359, 363
eigenvectors, principal component859,
363
equivalence tests, sample size and power,
338 339
additive model338 351
equivalence bound840
multiplicative model 339, 352
power calculations339
exact test245 251
exponential43
Exposed data se381
expressions43

Subject Index

F
factorial ANOVA, 270, 284
means plots287, 289
specifying interaction286
fifth report style,168
File menu,16
file size,91
files
local, 28
opening,28
first report style 162
Fitness data se?,00, 308
fixed effects,
See mixed models
folders
project,13
renaming,72
fonts,90
format, listing report154
fourth report style167
frequency count22, 184, 188

G

goodness of fit, distribution496, 198

Gpa data seR27

graph files, saving/6

graph output93

Graph Settings94

graphs
axis lines 97
bar options96
point display,94
printing, 78
rectangle optionH6
text options 97
types of,20

Graphs menul7

Gym data set245

H
Heights data seti05

Help menul7

help, accessind,9

hiding columns35

histograms, distribution4,96, 199
Hoeffding’s D statistic]184
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Subject Index

holding columns36
homogeneity tests, survival analysi330,
386

Houses data se302

HTML output, 93

hypothesis test®2, 211
alternative hypothesi11
one-sample t-tesp12
paired t-test218
power calculations346
sample size calculation346
two-sample test for proportion824
two-sample test for variancez27

I

icons,439

index,17

inserting columns37

J
Jobs data se867
JRATING data set$H3

K

Kaplan-Meier method,

See survival analysis, product-limit

method
Kendall's taub, 184

L
labels
displaying,39
variables 92
large data files91
least-squares means
defined 400
mixed models404
life table method23, 380, 383 385
likelihood ratios, canonical correlatioR68
371
linear models270, 290
power analysis292, 295
scatter plots293 297
specifying interaction91
linear regressior3
lines, in scatter plotsl42

listing reports
creating,153
format, 154
variables, 156
log transformations47
logarithm,47
logistic regression?3, 316,
See also regression
specifying interactions318
longitudinal data, repeated measures analy-
sis, 415

M
means comparison test
one-way ANOVA,274, 278
Tukey’s studentized range testy4,
278
means plots
factorial ANOVA, 287, 289
mixed models406, 410
paired t-test219, 223
menu
column,34
Data,17
Edit, 17
File, 16
Graphs17
Help, 17
Reports 17
Statistics 17
Tools, 17
View, 17
merging columns49
mixed models270, 395
clustered dataj05
compared to standard linear model,
395
covariance estimate$03 409
estimation method96
fixed effects 395
least-squares mean&)0, 404
means plots406, 410
plots available396
random effects395
restricted maximum likelihood
(REML) estimation 396, 402



specifying,398 406
split plot design397
moving columns35
multiple linear regressiorg07,
See also regression
collinearity analysis310, 314
confidence limits310, 313
residuals312
scatter plots311, 315
multiple output,93
multivariate analysis357

N

names of variable$2

nodes]14, 16, 72

nonparametric one-way ANOVA69

@)
one-sample t-tesf12

confidence interval14, 216

t distribution plots215 217
one-sample test for a proportic232
one-sample test for a varian@32
one-sample Z-test for a mea2i 2 231
one-way ANOVA,269 273

box-and-whisker plot75, 279

means comparison tef74, 278

power calculations343, 345, 348

sample size calculation343, 348
opening

local files,28

projects,73

SAS data set£8, 29

SAS data views28, 29
options

copying,448

resetting 448

saving,98, 448
output

graphs93

HTML, 93

multiple, 93

P

paired samples, define?18

Subject Index

paired t-test218
box-and-whisker plot219, 222
means plots219 223
partial correlation, principal components,
359
Pearson correlation$34
pie charts
colors,131
creating,128
fonts, 131
frequency 129
labels,130
line width, 131
number of slices]29
percent]129
slice values129
three-dimensionall.28
titles, 134
two-dimensional128
variables 134
point display,94
power analysis, define@92
power calculations327
confidence intervals333 348
details,346
equivalence test839 350
hypothesis test829, 333 346
one-way ANOVA,343 345 348
precision, defined334
power of a test, define@27
principal component3, 357, 358
component plots360, 364
eigenvalues, eigenvecto359, 363
partial correlation359
scree plots359, 364
the covariance matrix359
printing
code results78
graphs,78
results,78
probability plots, 184
project tree, size 089
projects,12
creating,69
deleting,73

L

ar7
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deleting nodes72

folder, 13

node,14, 16

opening,73

renaming,71

saving,70

saving under another namél,

tree,12
proportional hazards regressio3, 380,

388 390

model selection technique330

Protein data se858

Q

quantile-quantile plotsl 84
Query window,29

R
random effects,
See mixed models
random samplet3
random variates}7
ranges, recodingi4
ranking,43
Rats data se88
reciprocal 43
recode values, examplé20
recoding range<i4
recoding values43
rectangles, option96
regression301
collinearity analysis310, 314
confidence limits305, 310, 313
cubic model 304
linear,23
logistic, 23, 316
multiple linear,307
quadratic model304
residuals, types o812
restricted maximum likelihood
(REML) estimation 396
scatter plots305, 306, 311, 315
simple linear302
renaming
folders,72
projects,71

repeated measures analy&ig0, 415
between-subject effectd 15
compound symmetry15 430
covariance types}27, 432
data format417
model specificatior424
plots available416
selecting appropriate covariance struc-

ture, 435
within-subject effects415
report styles

fifth, 168

first, 162

fourth, 167

second,165

third, 166

reports
analysis variables,63
column classes,67
listing, 153
tabular,162
titles, 156
types of,20

Reports menul.7

requirements, Analyst Applicatioi

restricted maximum likelihood (REML) es-

timation, 396, 402

results
printing, 78
saving,75

rotation angle, of scatter plots44

row classes] 66

rows
adding41
concatenating48
deleting,42
duplicating,41

S

sample size23

sample size calculation827
confidence interval§33 348
equivalence test839, 350
hypothesis test829, 333 346
one-way ANOVA,343 348

SAS data sets, opening3, 29



SAS data views, opening8, 29
saving
catalog entries/7
code, 74
graph files,76
options,98
projects,70
results,75
text files,76
scatter plots
connecting lines142
correlations203 206
creating,141
linear models293 297
multiple linear regressiorg11, 315
point appearancéd 44
point color,142
predicted versus observez3 297
rotation angle144
simple linear regressio05, 306
three-dimensionall41
tick marks,142 144
tilt angle, 144
titles, 145
two-dimensional141
variables 145
scree plots, principal componeng§9, 364
Search data se224
second report styl€,65
shared edit mod&3
simple linear regressio302,
See also regression
confidence limits305
cubic model 304
guadratic model304
scatter plots305, 306
size, of data files91
software requirementsj
sorting
columns,38
data,42
variables 92
source code93
Spearman correlation$84
Split data set397

Subject Index

splitting columns51

SQL query,29

square43

square root43

stack columns, examplé18

standardizatior43

statistical tasks
ANOVA, 22,269
canonical correlatior23, 367
correlations22, 200
descriptive 22, 183
distributions,22, 195
frequency count22, 184
hypothesis test22, 211
life tables,23, 380
linear regressior?3, 302 303 307
logistic regression?3, 316
multivariate,23, 357
power,328
principal component23, 358
proportional hazard®3, 380
repeated measure$l5
sample size23, 328
summary statistic®2, 190
survival,23, 379
table analysis22
types of,21

Statistics menul.7

styles
fifth report,168
first report,162
fourth report,167
second report] 65
third report,166

submitting code74

subsetting dat&2

summarizing data43

summary statistic®2, 183 190
box-and-whisker plots] 91, 194
classification variable<,90

survival analysis23, 379
censored observation379, 382
component lifetimes379
hazards ratio390
life table method380, 383 385

L
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Subject Index

Mantel-Haenszel tesB90
plots available380
product limit method379, 380

proportional hazards regressiosg0,

388 390
risk ratio, 390

SDF, survival distribution function,

379
survivor function plot383 387
test for homogeneityd80, 386
survival distribution function (SDFB79
survivor function plot383 387

T

T distribution plots
one-sample t-tes15 217

table analysis?22, 237
agreement263
association240, 247, 254
association in sets of tablez51
chi-square tes40, 247, 254
exact test249
Mantel-Haenszel statistic851
measures of associatio?h 1
odds ratio251

tables48, 162

tabular reports
creating,162
fifth report style, 168
first report style 162
fourth report style167
second report style,65
third report style,166

tasks
accessing from indexX,7
accessing from toolbat8
statistical 21

text files, saving76

text, in graphs97

third report style 166

three-dimensional bar charts] 2

tick marks,142 144

tilt angle, of scatter plotsl44

titles
changing98

toolbar,18

commands442

customizing 89, 439
toolbox,18
Tools menul7

Graph Settings94

Viewer Settings89
tooltips,439
transposing datai3
Tukey'’s studentized range te&f4, 278
two-dimensional bar chart§12
two-dimensional pie chart428
two-sample t-test for meang32
two-sample test for proportiong24
two-sample test for variance®27

Vv

variable labels, displayin®2

variable names, displaying9, 92

variables
adding and removingdl6
classification44
computing 43
continuous44
converting type43
display of,92
sorting,92

View menu,17

Viewer Settings89

viewing code,73

W

Weights data set}16
window layout,89
within-subject effects415
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