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Chapter 1
Getting Started

SAS/INSIGHT software is a tool for data exploration and analysis. With it you can
explore data through graphs and analyses linked across multiple windows. You can
analyze univariate distributions, investigate multivariate distributions, and fit explana-
tory models using analysis of variance, regression, and the generalized linear model.

This introduction summarizes important features, describes how to use the product,
and explains how to learn more about SAS/INSIGHT software.

SAS: SASUSER.BASEBALL

File Edit HAnalyze Yohles fHraphs Levves VYars Help

2 snulaé:t‘un_lll:;;‘ e iom SAS: Distribution SASUSER.BASEBALL

= 195] 490,009 38 :Hulliniks, Rance File Edit HAnalyze Tables Graphs Curves ¥ars Help
L 5]  600.000 94 ‘Humphrey, Jerry - - - - - - -
u| 197|1900.0600 163 i Hurphy, Dale

=| 138| boo.000 63 :Hurphy, Dwayne [»] R_sALARY

*® 2460.000 Hurray, Eddie =

m| 2008| 266.606 Hettles, Graiq

SAS: Fit SASUSER.BASEBALL
Tables

File Edit Hfnalyze Graphs Curves Vars

Help

Frrrrs] M s s @ s ][99

(| SALARY = HO_HITS
Response Distribution: Hormal
Link Function: Identity

Hodel Equation |
25.2743 5.1411 Nl]_HITSl

i3]

| SALARY

+

¥133

-500

1] 500

R_SALARY

1006 1560

R_SALARY

Parametric Density Estimation

Figure 1.1.

-

Brushing Observations in SAS/INSIGHT Software

2] Parametric Regression Fit Distribution : Hethod : Hean/Theta
Hodel Error Hormal | Sample | 1.3822E-13 | 1l = 399.3
Curve Degree{Polynomial} OF Mean Square OF  : Hean
1 il = 1| 13402507.4 261 | 1529 | |




Introduction + Getting Started

Summary of Features

SAS/INSIGHT software provides a comprehensive set of exploratory and analytical

tools.

To explore data, you can

identify observations in plots

brush observations in linked scatter plots, histograms, box plots, line plots,
contour plots, and three-dimensional rotating plots

exclude observations from graphs and analyses
search, sort, and edit data
transform variables

color observations based on the value of a variable

To analyze distributions, you can

compute descriptive statistics
create quantile-quantile plots
create mosaic plots of cross-classified data

fit parametric (normal, lognormal, exponential, Weibull) and kernel density
estimates for distributions

fit parametric and empirical cumulative distribution functions

test hypotheses of completely specified (known parameters) or specific (un-
known parameters) parametric distributions based on Kolmogorov’s D statistic

To analyze relationships between a response variable and a set of explanatory vari-
ables, you can

fit curves with polynomials, kernels, and smoothing splines

fit curves with nonparametric local polynomial smoothers using either a fixed
bandwidth or loess smoothing

add confidence bands for mean and predicted values
fit surfaces with polynomials, kernels, and smoothing splines
create residual and leverage plots

fit the general linear model, including classification effects for analysis of vari-
ance and analysis of covariance

fit the generalized linear model, including logistic regression, Poisson regres-
sion, and other models



Summary of Features

To analyze relationships between variables, you can

e calculate correlation matrices and scatter plot matrices with confidence ellipses
for relationships among pairs of variables

e reduce dimensionality of interval variables with principal component analysis

e cxamine relationships between two sets of interval variables with canonical
correlation analysis and maximum redundancy analysis

e examine relationships between a nominal variable and a set of interval variables
with canonical discriminant analysis

In addition, you can

e process data by groups

e process multiple data sets

e store option settings to customize SAS/INSIGHT operation

e store results as SAS data sets, SAS/GRAPH catalogs, and text files
record and submit SAS/INSIGHT statements

obtain context-sensitive help

Finally, because it is a part of the SAS System, you can use SAS/INSIGHT soft-
ware to explore results from any SAS procedure. Conversely, you can use any SAS
procedure to analyze results from SAS/INSIGHT software.
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Of Mice and Menus

This section describes how to operate SAS/INSIGHT software and defines terms used
in the rest of this book.

Some details depend on your host, the specific system of computing hardware and
software you use. For example, all hosts present SAS/INSIGHT software in a system
of windows on the host’s display, but the appearance of your windows may differ
from the figures in this book. You can find more information in the SAS companion
for your host and in your host system documentation. On most hosts, you can point
to objects on the display by using a mouse. A mouse is a physical device that controls
the location of a cursor, a small moveable symbol on the display. The mouse also has
buttons that work like keys on the computer keyboard. By pointing with the mouse
and clicking a button, you can indicate any object on the display. In SAS/INSIGHT
software, all operations you may want to perform are listed in menus. So to perform
any task, you point with the mouse and click the buttons to select objects and choose
operations from menus.

Selecting Objects

Objects you can use in SAS/INSIGHT software include variables, observations, val-
ues, graphs, curves, and tables. You select an object to indicate that it is an object
you want to work with. On most hosts, you can select an object by pointing to it
and clicking the leftmost button on the mouse. To click, press the button down and
release it without moving the mouse. Figure 1.2 illustrates the selection of a variable
by pointing and clicking.
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Figure 1.2. Selecting by Clicking

You can select multiple objects by dragging the mouse. To drag, press the leftmost
mouse button down, move the mouse across the objects of interest, then release the
mouse button. This selects the object at the cursor location when you pressed the
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mouse button, the object where you released the button, and all objects in between.
Figure 1.3 illustrates the selection of three variables by pointing and dragging.

SAS: SASUSER.BASEBALL

File Edit Hnalyze Ysbiss Brapbs Luerves ¥ers Help

:

[ Int
HO_HOHE

[ Int
HO_HITS

3 Hom Hor [Int|
HAME TEAH NO_ATBA

Aldvete, Mike

SanFrancisco

216

Allanson, fAndy

Cleveland

293

Almon, Bill

Pittsburgh

136

Anderson, Dave

LosAngeles

216

Armas, Tony

Boston

425

—

Ashby, Alan

Houston

315

Backman, Hally

HewYork

367

Baines, Harold

Chicago

570

[nt]

Baker, Dusty

Dakland

242

Balboni, Steve

KansasCity

912

M

Bando, Chris

Cleveland

254

1
2
3
4
5
6
7
8
3
16
11
12

Barfield, Jesse

Toronto

283

L H - R e N L N N |

-

o
J mmm|nm | l|R

A

Figure 1.3. Selecting by Dragging

When objects are far apart, it is convenient to use modifier keys with the mouse button.
On many hosts, you can use the Shift key to extend a selection. In Figure 1.4, the first
observation was clicked on, then the one hundredth observation was clicked on while
holding down the Shift key. This selects the first observation, the one hundredth
observation, and all observations in between.
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Figure 1.4. Extended Selection

On many hosts, you can use the Ctrl key to make a noncontiguous selection — that is,
a selection of multiple objects not located next to each other. In Figure 1.5, the first
observation was clicked on, then the fifth observation was clicked on while holding
down the Ctrl key. This selects the first observation and the fifth observation without
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selecting the observations in between.
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Figure 1.5. Noncontiguous Selection

Some hosts use different modifier keys instead of the Shift and Ctrl keys, so these
names do not appear in the remainder of this book. Instead, the terms extended se-
lection and noncontiguous selection are used. Using single, multiple, extended, and
noncontiguous selection, you can precisely indicate the objects you want to work
with.

Choosing from Menus

In SAS/INSIGHT software, operations you can perform include creating
graphs and analyses, transforming variables, fitting curves, and saving re-
sults.  On most hosts, you can choose these operations by pulling down
a menu from a menu bar. To pull down a menu, press the left mouse
button and hold it down while you drag the cursor across the menu.
Figure 1.6 shows the Analyze menu pulled down to create a scatter plot.

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X))
Contour Plot (ZY X)
Rotating Plot (ZY X)
Distribution (Y')

Fit (Y X)

Multivariate (Y X)

Figure 1.6. Analyze Menu

Depending on your host, each window may display its own menu bar or all windows
may share a single menu bar. Workstations with large displays usually provide mul-

10
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tiple menu bars. Personal computers with small displays may allow only one menu
bar.

Your host may provide additional choices on the menu bar and within the File and
Help menus. These additional menu choices, if present, are described in the SAS
companion for your host.

Pop-up Menus

Pop-up menus enable fast action by providing choices appropriate for the object you
point to. Pop-up menus operate on all appropriate selected objects. If no objects are
selected, they operate on the object at the cursor location.

Pop-up menus are displayed when you click on menu buttons in the data window
and in the corners of graphs and tables. On some hosts, you can also display pop-up
menus by pressing the right mouse button.

The data window displays a variety of pop-up menus. To display the pop-up menu
for data, either click the left mouse button in the upper left corner, as in Figure 1.7,
or click and hold the right mouse button anywhere in the data window. See Chapter
31, “Data Windows,” for a complete description of the pop-up menu choices in the
data window.
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Figure 1.7. Data Pop-up Menu

To display pop-up menus in a graph or table, either click and hold the right mouse
button anywhere in the graph or table, or click on the menu button in the corner of the
graph or table. Figure 1.8 shows the pop-up menu for a histogram in a distribution
analysis.

11
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Figure 1.8. Histogram Pop-up Menu

When you are not pointing at a table, graph, or other object, the right mouse button
displays the central menu bar, as in Figure 1.9. For more information on pop-up menu
choices, see the chapter for the graph or table of interest in the Reference part of this

manual.

File >
Edit >
Analyze »
Tables »
Graphs »
Curves »
Vars >
Help »

Figure 1.9. Default Pop-up Menu
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Menu State Indicators

Menu state indicators are either check marks or radio marks. The graphic represen-
tation of these marks depends on your host.

Menus with check marks always act as toggles: they turn a feature on or off. The
presence of a check mark indicates the presence of that feature. Toggles are especially
useful in graphs, since most graphic features are either on or off.

Menus with radio marks do not toggle; they indicate the current state among multiple
choices. As with check marks, radio marks help when the current state is not obvious.

13
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For example, the pop-up menu in Figure 1.10 is from a scatter plot. The check marks
indicate that axes and observations are displayed and that the marker size is chosen
automatically to fit the graph. The radio mark indicates that the current marker size
is 4.

Ticks...

v Axes

v Observations
Reference Lines
Marker Sizes >

0 N[O O [ (W IN[—=

v Size to Fit

Figure 1.10. Scatter Plot Pop-up Menu

14



Learning More

Learning More

Using This Manual

The remainder of this manual is divided into two parts: Techniques and Reference.

Techniques are instructional chapters that explain how to accomplish particular tasks.
These chapters use sample data sets shipped with the product, so you can read the
techniques and follow the steps on your host at the same time. For more information
about sample data sets, see the “Sample Data Sets” section in this chapter.

Reference chapters provide comprehensive descriptions of data, graphs, and analyses
in SAS/INSIGHT software. Use these chapters to answer specific questions about
product features.

If you are experienced with SAS/INSIGHT software or experienced using mice and
menus, you may learn most quickly by just invoking SAS/INSIGHT software and
exploring its capabilities. Use the Table of Contents and the Index to find specific
techniques and reference information.

Conventions

This user’s guide employs three special symbols:

—> This symbol and font marks one step in a technique.
@ Related Reading: This symbol and label marks a reference to a related chapter.
1 Note: This symbol and label marks an important note or performance tip.

This user’s guide employs four special typefaces:

Bold is used for steps in techniques.

Italic is used for definitions and for emphasis.

Helvetica is used for words you see on the display.

e Courier is used for examples of SAS statements.

Menu items in this user’s guide are separated by colons. For example, the Bar Chart
(Y ) item in the Analyze menu is written as Analyze:Bar Chart (Y ).

Getting Help

Both beginning and expert users can take advantage of SAS/INSIGHT software’s
context-sensitive help system. To receive context-sensitive help, select any graph or
table by clicking on its border. Then choose Help:Help on Selection, as illustrated
in Figure 1.11. Figure 1.12 shows the context-sensitive help when the Quantiles table
is selected.

15
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Figure 1.11. Help Menu
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Figure 1.12. Context Sensitive Help

You can also get context-sensitive help with the SAS System Help key. This key, usu-
ally F1 on your keyboard, displays help on the object at your present cursor position.
You can get context-sensitive help in any SAS/INSIGHT data or analysis window by
simply placing the cursor on the item of interest and pressing the Help key. Within
any help window, you can point and click on individual topics to get further informa-
tion.

16



Learning More

The Help menu entries correspond to parts of this manual. Choose
Help:Introduction to learn about SAS/INSIGHT software; Help:Techniques
to learn how to perform a particular task; Help:Reference to look up detailed
information; or Help:lndex to see an index of all SAS/INSIGHT topics.

SAS System Help

File Edit Bookmark Help

Gontents | search]| k] Forwars | History | << | >3 | snapshot] Fna|
SAS/INSIGHT: Master Index

2dding and deleting graphs and tables
2dding Variables and Cbservaticns
2djusting 2D &xes
2djusting 3D &xes
2djusting curve fits with sliders
Adjusting marker size
Adjusting Ticks
Aligning graphs
2nalysis of wvariance/deviance table
2nalysis of wariance techniques
Analyze menu
Animating graphs
A2nimating Selection of Chservations
AZnimating Selected Graphs
Anzcombe residual cutput variakle
Arranging wvariables in the data window
arrow tool
Assigning formats
Assigning measurement levels
Assumptions for the Statistical Model

Bandwidth for kernel fits
Bar charts

Figure 1.13. Help Index

Choose Help:SAS System to see a general index of SAS System topics. Choose
Help:Create Samples to create sample data sets; examples throughout this manual
refer to these data sets. See the following section for more information.

17
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Getting Started

Sample Data Sets

The following sample data sets are included with SAS/INSIGHT software.

The AIR data set contains measurements of pollutant concentrations from a city in
Germany during a week in November 1989. Variables are

DATETIME
DAY
HOUR

Cco

o3

S02

NO

DUST
WIND

date and hour in SAS DATETIME format
day of the week

hour of the day

carbon monoxide concentration

ozone concentration

sulfur dioxide concentration

nitrogen oxide concentration

dust concentration

wind speed

The BASEBALL data set contains performance measures and salary levels for reg-
ular hitters and leading substitute hitters in major league baseball for the year 1986
(Collier 1987). There is one observation per hitter. Variables are

NAME
NO_ATBAT
NO_HITS
NO_HOME
NO_RUNS
NO_RBI
NO_BB
YR_MAJOR
CR_ATBAT
CR_HITS
CR_HOME
CR_RUNS
CR_RBI
CR_BB
LEAGUE
DIVISION

the player’s name

number of times at bat in 1986
number of hits in 1986

number of home runs in 1986
number of runs in 1986

number of runs batted in in 1986
number of bases on balls in 1986
years in the major leagues

career at bats

career hits

career home runs

career runs

career runs batted in

career bases on balls

player’s league at the end of 1986
player’s division at the end of 1986

18
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TEAM player’s team at the end of 1986
POSITION positions played in 1986
NO_OUTS number of put outs in 1986
NO_ASSTS  number of assists in 1986
NO_ERROR  number of errors in 1986
SALARY salary in thousands of dollars

The POSITION variable in the BASEBALL data set is encoded as follows:

13 first base, third base CS center field, shortstop
1B first base DH designated hitter
10 first base, outfield DO designated hitter, outfield
23 second base, third base LF left field
2B second base Ol outfield, first base
2S  second base, shortstop OD outfield, designated hitter
32 third base, second base OF outfield
3B third base OS outfield, shortstop
30 third base, outfield RF right field
3S third base, shortstop S3  shortstop, third base
C catcher SS  shortstop

CD center field, designated hitter UT utility
CF center field

The BUSINESS data set contains information on publicly-held German, Japanese,
and U.S. companies in the automotive, chemical, electronics, and oil refining indus-
tries. There is one observation for each company. Variables are

NATION the nationality of the company
INDUSTRY the company’s principal business
EMPLOYS the number of employees

SALES sales for 1991 in millions of dollars
PROFITS profits for 1991 in millions of dollars

The DRUG data set contains results of an experiment to evaluate drug effectiveness
(Afifi and Azen 1972). Four drugs were tested against three diseases on six subjects;
there is one observation for each test. Variables are

DRUG the drug used in treatment
DISEASE the disease present
CHANG_BP the change in systolic blood pressure due to treatment

19
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The GPA data set contains data collected to determine which applicants at a large
midwestern university were likely to succeed in its computer science program
(Campbell and McCabe 1984). There is one observation per student. Variables are

GPA the grade point average of students in the computer science pro-
gram

HSM the average high school grade in mathematics

HSE the average high school grade in English

HSS the average high school grade in science

SATM the score on the mathematics portion of the SAT exam

SATV the score on the verbal portion of the SAT exam

SEX the student’s gender

The IRIS data set is Fisher’s Iris data (Fisher 1936). Sepal and petal size were mea-
sured for fifty specimens from each of three species of iris. There is one observation
per specimen. Variables are

SEPALLEN sepal length in millimeters
SEPALWID sepal width in millimeters

PETALLEN petal length in millimeters
PETALWID petal width in millimeters

SPECIES the species

The MINING data set contains results of an experiment to determine whether drilling
time was faster for wet drilling or dry drilling (Penner and Watts 1991). Tests were
replicated three times for each method at different test holes. There is one observation
per five-foot interval for each replication. Variables are

DRILTIME the time in minutes to drill the last five feet of the current depth
METHOD the drilling method, wet or dry

REP the replicate number

DEPTH the depth of the hole in feet

The MININGX data set is a subset of the MINING data set. It contains data from only
one of the test holes.
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The PATIENT data set contains data collected on cancer patients (Lee 1974). There
is one observation per patient. Variables are

REMISS 1 if remission occurred and 0 otherwise
CELL

SMEAR

INFIL

LI

TEMP

BLAST measures of patient characteristics

The SHIP data set contains data from an investigation of wave damage to cargo ships
(McCullagh and Nelder 1989). The purpose of the investigation was to set standards
for future hull construction. There is one observation per ship. Variables are

Y the number of damage incidents
YEAR year of construction

TYPE the type of ship

PERIOD the period of operation
MONTHS the aggregate months of service

Choose Help:Create Samples to create the sample data sets in your sasuser
directory. When you have created the sample data sets, turn to the Techniques part of
this manual to learn how to enter your data and begin exploring it with SAS/INSIGHT
software.

1 Note: If you have an existing data set in your sasuser library with the same name
as a sample data set, it will be overwritten if you create the sample.
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Chapter 2
Entering Data

A SAS data set consists of variables and observations. Variables are quantities or
characteristics being measured. Observations are sets of variable values for a single
entity.

In SAS/INSIGHT software, your data are presented in a window with variables dis-
played in columns and observations displayed in rows, as in Figure 2.1. You can enter
data directly in the data window.

File Edit HAnalyze Ysbies braphs ZLarses ¥Yars Help
_[Mom|  (Ene| | | | | | | ] | A

Bob 200000

e

i
=
|
|
|
|
-]

Figure 2.1. Entering Data in the Data Window
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Invoking SAS/INSIGHT Software

You can invoke SAS/INSIGHT software in any of three ways.

= You can type insight on the command line.

ToolBox: Program Editor—Untitled

-

=
] o i ] e e 5 2 _|_|_|_|_|_|

Figure 2.2. Command Line

— If you have menus, you can choose Solutions:Analyze:Interactive Data

Analysis.

- Run Solutions Help

Analysis

Reporting
Accessories
ASSIST
Desktop

Development & Programming

EIS / OLAP Application Builder

YYVYY

Figure 2.3. SAS Analysis Menu

3D Visual Analysis

Analyst

Design of Experiments
Geographic Information Systems
Guided Data Analysis
Interactive Data Analysis
Investment Analysis

Market Research

Project Management

Quality Improvement

Queueing Simulations

Time Series Forecasting System
Time Series Viewer

—> You can invoke SAS/INSIGHT software as a SAS procedure.
Choose Run:Submit to submit the procedure statement in the Program Editor.
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Invoking SAS/INSIGHT Software

— SAS: Program Editor—Untitled =

File Edit ¥iew Tools Hun Solutions Help

00001 proc insight; vun;|]
0HOH2
0003
Vo004
D005
00006
0007

L1

[~ | -

Figure 2.4. Entering a PROC Statement
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You may want to access SAS data sets that are located in different libraries than
the standard ones. As an example, if you have SAS data sets in a directory named
mypath, then enter the lines

libname mylib 'mypath’;
proc insight;
run;

in the Program Editor window and choose Run:Submit. The data set dialog (dis-
cussed later) will contain an additional library mylib to choose from.

You can invoke SAS/INSIGHT software from the Program Editor window and auto-
matically open a new data window. Enter the lines

proc insight data;
run;

in the Program Editor window and choose Run:Submit. The data set dialog is
skipped and a new data window appears.

You can specify a data set directly. For example, if you have a SAS data set named
mydata in the mylib directory, enter the lines

libname mylib 'mypath’;
proc insight data=mylib.mydata;
run;

in the Program Editor window and choose Run:Submit. Again the data set dialog
is skipped and a data window appears with the specified SAS data set.

Finally, if you have raw data that you want to analyze, you most likely need to use the
INFILE and INPUT statements in a DATA step. Refer to SAS Language Reference:
Dictionary for information on how to read in raw data.

T Note: It is best to invoke SAS/INSIGHT software from the command line or from the
Solutions menu. This enables you to use SAS/INSIGHT software simultaneously
with other components in the SAS System. If you invoke it as a procedure, you cannot
use any other SAS component until you exit SAS/INSIGHT.

Upon invoking SAS/INSIGHT software, you are prompted with a data set dialog.
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Invoking SAS/INSIGHT Software

SAS2: SAS/INSIGHT: Open

Figure 2.5. Data Set Dialog

= Click the New button.
This opens a new data window in which you can enter data.

OR
File Edit HAnalyze Yabiss Droephs ZLarves Yere Help

=!rll-m--ﬂ--ﬂ--m-lm-IIA

Fa [T

Figure 2.6. New Data Window
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Entering Values

By default, the first value in a new data window is selected and is displayed with a
frame around it. This active value marks your current location in the data window.
To enter data, simply begin typing.

— Enter the name “Bob”’ in the active value.

|

ile Edit HAnalyze Yshiss Graphs Lerves Yers Help
Y55 S S [ S Y
obll

e

i IIIIIH

Figure 2.7. Entering a Value

As you type, variables and observations are created for you. The count of variables
and observations is shown in the upper left of the data window.

= Press the Tab key.
This moves the active value one position to the right.

—> Enter the salary “200000” in the active value.
Again, a variable is created.

OR
File Edit Hnalyze Yshiss Grephs Leeves ¥Yars  Help

_[Mow|  [Ene| | | | [ [
Bob 000000

il IIIIIH

Figure 2.8. A Second Value
—> Press the down arrow key, then press the left arrow key.
This moves the active value to the first column of the second row.

— Enter the name “Sue” in the active value.
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Entering Values

File Edit Hnalyze Yobles Graphs Zfaerves Yars Help

M 2| [Nom|  [Iee| [ [ || ] A
] Bob 200000

. uell

C

C

] /
| [

Figure 2.9. A New Observation

A new observation is created, increasing the observations count to 2. The period (.)
in the second value indicates a missing value for the numeric variable.

= Press the Tab key to move to the right.

—> Enter the salary “300000” to replace the missing value. Then press the down
arrow key.

SAS2: WORK. A

File Edit HAnalyze Ysbies braphs ZLarses ¥Yars Help

200000
300000

Figure 2.10. Replacing the Missing Value
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Navigating the Data Window

You can use Tab, BackTab, Enter, Return, and arrow keys to navigate the data win-
dow. Tab moves the active value to the right. BackTab, usually defined as Shift-Tab,
moves the active value to the left. Enter or Return moves the active value down. Up
and down arrow keys move the active value up or down.

When you are not editing any value, left and right arrow keys move the active value
left and right. When you are editing a value, left and right arrow keys move the cursor
within the active value.

When you have values, variables, or observations selected, the Tab, BackTab, and
Return keys navigate within the selected area. This reduces keystrokes when you
enter data.

—> Drag a rectangle through several values to select them.

SASZ2: WORK. A

Edit HAnalyze Tablies GLraphs Luerves Vars Help

| Hom | Int | | | |
A B
Bob 200000 |
Sue {EEDLDTIO

Figure 2.11. Selected Range
—> Press Tab repeatedly.
— Press Return repeatedly.

The active value moves within the range you selected. By default, the Tab key navi-
gates horizontally, and the Return key navigates vertically.

1 Note: See the section “Data Options” at the end of this chapter for information on
defining the direction of Tab and Enter keys.
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Adding Variables and Observations

When you have a lot of data to enter, it is more efficient to specify the approximate
number of observations rather than to create them one at a time.

—> Click in the upper left corner of the data window.
This displays the data pop-up menu.

Find Next

Move to First
Move to Last
Sort...

New Observations
New Variables
Define Variables...
Fill Values...
Extract

Data Options...

Figure 2.12. Data Pop-up Menu

—> Choose New Observations from the pop-up menu.
This displays a dialog to prompt you for the number of observations to create.

—> Enter “10” in the observations dialog, then click OK.

SAS2: New Ohservations

Dbservations: 10 ||

Cancel I

Figure 2.13. Observations Dialog

Observations with missing values are added at the bottom of the data window, increas-
ing the observations count to 12. In the new observations, character values default to
blank, while numeric values default to missing.
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OF
File Edit Hnalyze Yabiss Grephs Leeves VYaers  Help
=!!.....-m-....“.“....-ﬂ- u

[Bob] 200000
Sue 300000

JRILICICICIEY

Figure 2.14. New Observations

The New Variables menu works like the New Observations menu. You can
choose New Variables to create several variables at once.
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Defining Variables

Each variable has a measurement level shown in the upper right portion of the column
header. By default, numeric values are assigned an inferval (Int) measurement level,
indicating values that vary across a continuous range. Character values default to a
nominal (Nom) measurement level, indicating a discrete set of values.

= Click on the Int measurement level indicator for variable B.
This displays a pop-up menu.

eInterval
Nominal

Figure 2.15. Measurement Levels Menu

The radio mark beside Interval shows the current measurement level. Because B is
a numeric variable, it can have either interval or nominal measurement level.

= Choose Nominal in the pop-up menu to change B’s measurement level.

SASZ2: WORK.A

Analyze Yebios Graphs Lurwes Yars Help

I
(%]

 Hom | | | |

B
200000
300000

—
P
U'I-FLAJN'—‘/

Z[m|m|mm]m

Figure 2.16. Nominal B

You can adjust other variable properties as well. Click in the upper left corner of the
data window to display the data pop-up menu.

Find Next

Move to First
Move to Last
Sort...

New Observations
New Variables
Define Variables...
Fill Values...
Extract

Data Options...
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Figure 2.17. Data Pop-up Menu

— Choose Define Variables from the pop-up menu.
This displays a dialog. Using this dialog, you can assign variable storage type, mea-
surement level, default roles, name, and label.

SAS2; Define Yariables

e

Figure 2.18. Define Variables Dialog
— Enter “NAME” for the name of variable A.

= Click the Apply button.
In the data window, the variable receives the name you entered.

File Edit Hnalyze

»| 2| |Hom|  |Hom|
n 1[imy | 260000

m_ 2|5ue 366000

u] .

I]

.

]

Figure 2.19. Naming a Variable

— Select B in the variables list at the left.
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Defining Variables

=— Enter “SALARY?” for the name of variable B.

= Click the Interval measurement level.
Interval measurement level is appropriate for a variable like salary.

= Click the OK button.
This closes the dialog. In the data window, the variable receives the name and mea-
surement level you entered.

OF
File Edit Hnalyze Yobles Graphs Zfaerves Yars Help
=!!.....-m-..-ﬂ-..“-“-.-.

Bob] 200000
Sue 300600

L__L-

FAIDICICICICN

Figure 2.20. Name and Measurement Level Assigned
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Fast Data Entry

When you have a lot of data to enter, it is important to be able to do it quickly. Using
information from the preceding sections, here is the fastest way to enter data.

=—> Open a new data window.
You can do this when you invoke SAS/INSIGHT software, or you can choose
File:New.

OR
File Edit HAnalyze Tablss brephs Lerves Yaers Help

H------------ A

£

Figure 2.21. New Data Window

—> Create all variables.
The easiest way to do this is to enter the first observation. Variable types and mea-
surement levels are assigned automatically.

OR

File Edit Hnalyze Tabiss GBraphs Lurves ¥ers Help

_[Inx| [Int| |Ine| | [ | 0 |
1 2 3

, IIIIIH

Figure 2.22. Variables Created Automatically

An alternate way to create variables and assign types and measurement levels yourself
is by using the data pop-up menu.

= Click in the upper left corner of the data window.
This displays the data pop-up menu.
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Fast Data Entry

Find Next

Move to First
Move to Last
Sort...

New Observations
New Variables
Define Variables...
Fill Values...
Extract

Data Options...

Figure 2.23. Data Pop-up Menu

= Choose New Variables from the pop-up menu.
This displays a dialog to prompt you for the number of variables to create.

— Enter “3” in the New Variables dialog, then click OK.

SAS: New Variahles

IR =

Figure 2.24. New Variables Dialog

The data window should appear as shown in the next figure.

SAS: WORK. A

File Edit Hnalyze Yasblos Sraphbs Durves ¥ars

Figure 2.25. Variables Created Manually

The variable names and measurement levels can be selected as shown in the last
section.

You can create observations using the following steps.
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= Click in the upper left corner of the data window.
This displays the data pop-up menu.

Find Next

Move to First
Move to Last
Sort...

New Observations
New Variables
Define Variables...
Fill Values...
Extract

Data Options...

Figure 2.26. Data Pop-up Menu

= Choose New Observations.
This displays a dialog prompting you for the number of observations to create.

S5AS5: New Observations

TER ==y

Figure 2.27. Observations Dialog

Enter the number of observations, then click OK. If you don’t know the number
of observations, make it a little larger than you will need. You can delete unused
observations later.

SASZ2: WORK. A

Edit HAnalyze Tablos braphs Lerves VYors

Figure 2.28. Observations Created
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= Select all variables.
Click the variable count in the upper left corner of the data window.

SASZ2: WORK.A

Edit HAnalyze Yabies Graphs Lovwss ¥ars Help

Figure 2.29. Variables Selected

= Select the active cell.
Use Ctrl-click to avoid deselecting the variables.

SASZ2: WORK.A

File Edit HAnalyze Yabies Grapbs Lurvss Yars Help

Figure 2.30. Active Value Selected

Now you can enter data, using Tab and BackTab to navigate within the selected vari-
ables. You can also fill in blocks of values by using the Fill Values option described
in the next section. If your keyboard has a numeric keypad, this method enables you
to enter numeric data without moving your hand from the keypad.

On some keyboards, the Enter key is easier to hit than the Tab key. So, you may be
able to optimize data entry a bit further by defining the direction of the Tab and Enter
keys. You can do this by setting the Data Options described in the next section.
With these options, you can tailor SAS/INSIGHT’s data entry to suit your keyboard.

When you have finished entering data, delete any unused observations by selecting
them and choosing Edit:Delete. If you have not already done so, assign variable
names, labels, and other information by choosing Define Variables.
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Other Options

The pop-up data menu has a couple of useful options for filling in blocks of data and
for selecting the actions taken by the Enter and Tab keys.

Click on the button at the upper left corner of the data window to display the data
pop-up menu. Choose Fill Values to modify selected values in the data window. If
you have variables, observations, or values selected, you are prompted to specify a
Value and an Increment. If you have no selections, you are prompted to specify
variables and observations.

SAS: Fill

J T |

Figure 2.31. Fill Values Dialog

In the Fill Values dialog, the Value field can be either character or numeric. If the
value is numeric, you can use the Increment field to specify an increment or step
value. For example, to fill 10 values with ordinals 1 through 10, you can select the
values, choose Fill Values, and enter 1 for both Value and Increment.

Choose Data Options in the data pop-up menu to set options that control the ap-
pearance and operation of the data window. This displays the Data Options dialog,

SAS: Data Options

Figure 2.32. Data Options

The dialog contains the following options:

Show Variable Labels
This option controls whether variable labels are displayed. The default is off. If you
turn on this option, variable labels are displayed.
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Other Options

Direction of “Enter”
This option controls the interpretation of the Enter and Return keys in the data win-
dow. By default, the Enter key moves the active value one position down. If you
choose Right, the Enter key moves one position to the right. If you choose Down
and Left, the Enter key moves one position down, and left to the first position.

Direction of “Tab”
This option controls the interpretation of the Tab and BackTab keys in the data win-
dow. By default, the Tab key moves the active value one position to the right. If you
choose Down, the Tab key moves one position down. If you choose Right and Up,
the Tab key moves one position to the right, and up to the first position.

The options Down and Left and Right and Up were added in Release 6.11. Not
all hosts define a BackTab key, and not all hosts define Enter and Return as the same
key. Consult your host documentation for information on key definitions.

You can save data window options by choosing File:Save:Options. This enables
you to use your preferred option settings as defaults in future SAS/INSIGHT sessions.
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Chapter 3
Examining Data

SAS/INSIGHT software displays your data as a table of rows and columns in which
the rows represent observations and the columns represent variables. You can use
SAS/INSIGHT software to view your data, arrange variables, sort observations, and
find and examine observations of interest.

SAS: SASUSER.BASEBALL

Edit HAnalyze Yobles DLrephs Luvwes Vers Help

| Hom | Hom [ Int | Int [ Int

NAHE TEAH NO_ATBAT | HO_HITS | RO_HOHE
Aldvete, Hike SanFrancisco 216
Allanson, Andy Cleveland 233
Almon, Bill Pittsburgh 196
Anderson, Dave LosAngeles 216
Armas, Tony Boston 425
Ashby, Alan Houston 315
Backman, Hally HewYork 387
Baines, Harold Chicago 570
Baker, Dusty Oakland 242
Balboni, Steve KansasCity 512
Bando, Chris Cleveland 254
Barfield, Jesse Toronto 583
Barrett, Harty Boston 625
Bass, Kevin Houston 591
Baylor, Don Boston 585
Beane, Billy Hinneapolis 183
Bell, Buddy Cincinnati 568
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Figure 3.1. Data Window
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Invoking SAS/INSIGHT Software

Using one of the methods mentioned in Chapter 2, “Entering Data,” invoke
SAS/INSIGHT software to display the data set dialog. = In the dialog, point
and click to choose a library and data set.

A library is a location where data sets are stored. Point to the list on the left and click
on any library to see a list of data sets stored there. Point to the list on the right and
click on any data set to select it for opening. Then click on Open to open a window
on the data.

3A5: SAS/INSIGHT: Open

Figure 3.2. Data Set Dialog

As a shortcut, you can click twice rapidly on the data set (a double-click) instead of
clicking once on the data set and once on the Open button.

— SAS: SASUSER.BASEBALL e ||

50

File Edit fAnalyze Yabiss Hraphs GCuress Yare Help
H_-_------ S
. Aldrete, Hike SanfFrancisco 216 54 2
u| Allanson, Andy Cleveland 293 66 1
] Almon, Bill Fittsburgh 136 43 7
m| Anderson, Dave Losfingeles 216 53 1
u| Armas, Tony Boston 425 112 11
u| Ashby, Alan Houston 315 81 7
m| Backman, Hally HewYork 387 124 1
u| Baines, Harold Chicago 570 169 21
u| Baker, Dusty Dakland 242 58 4
] Balboni, Steve KansasCity 512 117 29
m| Bando, Chris Cleveland 254 68 2
. Barfield, Jesse Toronto 583 170 40| /
- | =



Scrolling the Data Window

Figure 3.3. Data Window

Each variable in SAS/INSIGHT software has a measurement level that determines
the way it is treated in graphs and analyses. The measurement level for each variable
appears above the variable name. You can assign two measurement levels: interval
and nominal.

Interval variables contain values that vary across a continuous range. For
example, NO_ATBAT is an interval variable in Figure 3.3.

Nominal variables contain a discrete set of values. For example, NAME is a
nominal variable in Figure 3.3.

Each observation in SAS/INSIGHT software has a marker, a graphic shape that iden-
tifies the observation in graphs. The marker for each observation appears to the left
of the observation number.

The number of observations and the number of variables in the data set appear in
the upper left corner of the data window. The data window in Figure 3.3 shows that
SASUSER.BASEBALL has 322 observations and 22 variables.

Scrolling the Data Window

Most data sets are too large to fit in a data window, so the window contains scroll
bars to scroll the data through the window. The appearance of scroll bars varies
depending on your host. Most scroll bars have small arrow buttons at the ends and
a slider between the buttons to indicate the current position and relative size of the
displayed area.

= Click the arrow button at the bottom of the vertical scroll bar.
This scrolls down one observation.

SAS: SASUSER.BASEBALL

Edit Analyze Yobies Braphs Lerves ¥ees Help

| Hom | Hom | Int | Int | Int

NAME TEAH NO_ATBAT | NO_HITS | HO_HOHE
Allanson, Andy Cleveland 293
Almon, Bill Pittsburgh 196
Anderson, Dave LosfAngeles 216
Armas, Tony Boston 425
Ashby, Alan Houston 315
Backman, Hally HewYork 387
Baines, Harold Chicago 570
Baker, Dusty Oakland 242
Balboni, Steve KansasCity 512
Bando, Chris Cleveland 254
Barfield, Jesse Toronto 589
Barrett, Marty Boston 625

|

J|m(m|mmmnmn

Figure 3.4. Scrolling Down One Observation
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=—> Drag the slider on the vertical scroll bar all the way down.
This scrolls to the last observation.

SAS: SASUSER.BASEBALL

Edit Analyze Yables &rssbe Lerves VYers Help

| Hom | Hom [Int [Int [Int

NAME TEAH NO_ATEAT | HO_HITS| HO_HOME
Hilliams, Reggie ilLosfingeles 303 g4 4
Hilson, Glenn Philadelphia 584 158 15
Hilson, Hookie HewYork 381 110
Hilson, Hillie KansasCity 631
Hinfield, Dave HewYork 565
Hinningham, Herm :Montreal 185
Hynegar, Butch HewYork 194
Hynne, Harwvell Sanliego 288
Young, Hike Baltimore 3619
Youngblood, Joel SanFrancisco 184
Yount, Robin Hi lwaukee 522

il

Figure 3.5. Scrolling to the Last Observation

Similarly, clicking the arrow button at the top of the vertical scroll bar scrolls up
one observation, and dragging the slider all the way to the top scrolls to the first
observation. The horizontal scroll bar works the same way, except that it moves the
data by variable instead of by observation.

1 Note: On many hosts you can click within the scroll bar to scroll the width or height
of the window. Some hosts offer additional buttons on the scroll bars, and some hosts
respond to more than one button on the mouse. Refer to your host documentation for
details and experiment by clicking on the scroll bars in the data window.

Arranging Variables

Using scroll bars, you can view all of your data, but the variables and observations
may not always be arranged as you would like. For example, suppose you are inter-
ested in the salaries of the players in the data set SASUSER.BASEBALL. To move
the SALARY variable to the first position in the data window, follow these steps.

= Scroll the data window to the SALARY variable.
SALARY is the last variable, so drag the slider on the horizontal scroll bar all the
way to the right.

— Point to the SALARY variable name.
Then click with the mouse to select the variable SALARY. The variable becomes
highlighted when you select it.
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Arranging Variables

SAS: SASUSER.BASEBALL

File Edit Hnalyze Ysbiss Brapbs Luerves ¥ers Help

SALARY

Figure 3.6. Selecting the Last Variable

= Click on the menu button in the upper left corner.
This opens the data pop-up menu. Click on Move to First.

SAS: SASUSER.BASEBALL

File Edit Hnalyze ¥obiss Graphs fuvves VYarvs Help

4 .

Find Hext
322 o
I Hove 1o First
.I Hove to Last

.I Em‘t. .

.I New Obserwvations
LI -

|| Hew ¥ariables

Hi Define Variables...
m|_ Fill Values...

-] Data Options...

Figure 3.7. Data Pop-up Menu

This moves the selected variable to the first position. Note that the Data menu also
has a Move to Last choice, so you can easily move variables to the last position.
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SAS: SASUSER.BASEBALL

File Edit HAnalyze Ysbise SHeraphs Lurves VYars Help

Int | Hom | Hom [ Int
NAHE TEAH HO_ATBAT

75.000 Aldvete, Hike SanFrancisco 216
- Allanson, Andy Cleveland 233
240.000 ;i Almon, Bill Pittsburgh 196
225.000 i Anderson, Dave LosAngeles 216
- Armas, Tony Boston 425
475.000  Ashby, Alan Houston 315
550.000 | Backman, Hally HewYork 387
950.000 | Baines, Harold Chicago 570
. Baker, Dusty Oakland 247
100,000 Balboni, Steve KansasCity 512
305.000  Bando, Chris Cleveland 254
1237.500 Barfield, Jesse Toronto 589

|

Jm|m[m|m|m|m|m|m|mmm [

Figure 3.8. Variable in First Position
You can also move individual variables to different locations by using the hand tool.

= Choose Edit:Windows:Tools.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables > | Copy Window
Observations » | Align

Formats » | Animate...

Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 3.9. Edit:Windows Menu

The tools window is shown in the next figure.
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Arranging Variables

S5AS: Tools

Figure 3.10. Tools Window

— Click the Hand tool at the top of the Tools window.
The cursor changes to a hand. Move the hand to the variable named Salary.

—> Press the left mouse button and hold it down.
A dotted rectangle should appear as the outline of the variable column.

— Drag the rectangle so that its middle is on the border between Name and Team.

— Release the left mouse button.
The Salary variable has become the second variable in the data window.
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BAS: SASUSER.BASEBALL

Edit Analyze Yabiss Grophs Luress Yars Help

| Hom Int | Hom [Int

HAHE TEAH NO_ATBAT
Aldrete, Mike 000 : SanFrancisco 216
Allanson, Andy . Cleveland 293
Almon, Bill 000 :Pittsburgh 196
Anderson, Dave .000 : LosAngeles 216
Armas, Tony . Boston 425
Ashby, Alan .800 : Houston 315
Backman, Hally .000  HewYork 387
Baines, Harold .000 :Chicaqo 570
Baker, Dusty . Oakland 242
Balboni, Steve .000 : KansasCity 512
Bando, Chris 800 :Cleveland 254
Barfield, Jesse 500 Tovonto 583
Barrett, Harty .800 : Boston 625
Bass, Kevin .000 : Houston 591
Baylor, Don . Boston 585

Beane, Billy . Hinneapolis 183
Reall HIII"I"III ARG Cincinnati LR

Figure 3.11. Variable in Second Position
—> Use the Hand tool to move Salary back to the first position.

— Click the arrow tool in the Tools window to restore the cursor.

Sorting Observations

It is often useful to examine data ordered by the values of a variable. Suppose you
want to sort the baseball data by players’ salaries stored in the SALARY variable.
Follow these steps.

— Point and click to select the SALARY variable.
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SAS2: SASUSER.BASEBALL

Analyze Yabios

Aldrete, Hike

Lraphs  Lurwves  Yars

SanFrancisco

Help

Sorting Observations

Allanson, Andy

Cleveland

Almon, Bill

Pittsburgh

Anderson, Dave

LosfAngeles

Armas, Tony

Boston

Ashby, Alan

Houston

Backman, Hally

HewYork

Baines, Harvold

Chicago

Baker, Dusty

Dakland

Balboni, Steve

KansasCity

Bando, Chris Cleveland

Toronto

Barfield, Jesse

Figure 3.12. Selecting a Variable

—> Click on the menu button in the upper left corner.
This opens the data pop-up menu. Click on Sort.

SASZ: SASUSER.BASEBALL

File Edit Hnalyze %¥shise Graphs GLaerves Vers

Ml F;ng Hext

. SanFrancisco

322 .
I Hove to First
n, Andy Cleveland

I Move to Last
- Bill Pittsburgh

[ Sert... n, Dave LosAngeles

Tony Boston

Hi Hew Observations
= -

Alan Houston

m| Hew Variables

, Hally HewYork

Chicago

[ Define Variables... Harold

Dusty Oakland

m| Fill Values...

. Steve KansasCity

Chris Cleveland

d, Jesse Toronto

-|]_ Data Options...

Figure 3.13. Sorting Observations

The data are now sorted by SALARY in ascending order.
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|
= SA32: SASUSER.BASEBALL = ]

-n

ile Edit HAnalyze Tablss Brophs Lurvss Yars Help

LA  |Wom|  JHom|  [Int| |Int| .
SALARY =
u] Thon, Dickie Houston 278
m| Krenchicki, Hayne Hontreal 221
u] Kutcher, Randy SanFrancisco 186 44
m| Kingman, Dave Oakland 561 118
u] Cabell, Enos LosAngeles 277 71
m| Jones, Ruppert California 333 30
u] Johnson, Cliff Toronto 336 34
m| Law, Rudy KansaslLity 3a7 g0
u] Lynn, Fred Baltimore 397 114
m| Brown, Hike Pittsburgh 243 53
u] Heacham, Bobby HewYork 161 36
m| Hoore, Charlie Hilwaukee 235 617 7
- | -

Figure 3.14. Sorted Data

The periods (.) displayed in the observations for SALARY are missing values.
Missing values are placeholders that indicate no data are available. Missing values
are treated as less than any other value, so when the data are sorted, missing values
appear first. If you scroll the data, you can see that the missing values are followed
by the smallest salaries.

|
= SAS2: SASUSER.BASEBALL s

-

ile Edit fAnalyze %¥abies Grophs Lurses VYars Help

SoiE  |Mom|  [Mom|  |Int| |Int| .
u] Rayford, Floyd Baltimore 218 37
m| Oglivie, Ben Hilwaukee 346 98 |-
u] - Boone, Bob California 442 S ]
m| 67.580 Robidoux, Billy Jo Hilwaukee 181 41
u] 68.000 Kingery, Mike KansasCity 209 54
m| 70.000 Hewmnan, Al Hontreal 185 37
u] 70.000 Ford, Curt StlLouis 214 53
m| 70.000 Syeum, Dale Hilwaukee 317 78
u] 70.000 Braggs, Glenn Hilwaukee 215 51
m| 70.000 Quinones, Rey Boston 312 68
u] 75.000 S5tillwell, Kurt Cincinnati 279 64
m| 75.000 Thomas, Andres Atlanta 323 81 7
~ | -

Figure 3.15. Sorted Data, Missing and Nonmissing
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Finding Observations

Finding Observations

Sometimes you want to find observations that share some characteristic. For example,
you might want to find all the baseball players who primarily played first base. To do
so, follow these steps. The figures in this section are based on the NAME variable
appearing as the first variable. If you just completed the previous two sections on
moving variables and sorting observations, move the SALARY variable to the last
position and sort the observations on NAME. Make sure no variables are selected.

= Choose Edit:Observations:Find.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations » | Find...

Formats > | Examine...
Copy Label in Plots
Delete Unlabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 3.16. Finding Observations
This displays the Find Observations dialog.

SA82: Find Observations

Figure 3.17. Find Observations Dialog
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Techniques + Examining Data

— Select the POSITION variable.
Scroll the list of variables at the left to see the POSITION variable. Then point and
click to select POSITION. Notice that the list of values at the right now contains all
the unique values of the POSITION variable. By default, the equal (=) test and the
first value are selected.

SAS2: Find Observations

Figure 3.18. Selecting POSITION

— Select the values 13, 1B, and 10.
On most hosts, you can either Shift-click or CTRL-click to select these values. The
players selected primarily played first base. Note that players with POSITION = O1
also played some first base, but they played primarily in the outfield.

= Click the Apply button to find the data.
This selects observations without closing the Find Observations dialog. Clicking
the OK button closes the Find Observations dialog after selecting the observa-
tions.

SA52: Find Observations

Figure 3.19. Selecting First Basemen
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Finding Observations

Now all observations where POSITION is 13, 1B, or 10 are highlighted.

SAS2: SASUSER.BASEBAL L
Tables

Lraphs Laevwes  Vars

Help

fAldrete, Hike

SanFrancisco

Allanson, Andy

Cleveland

Almon, Bill

Pittsburgh

finderson, Dave

Losfingeles

Armas, Tony

Boston

—

Ashby, Alan

Houston

Backman, Hally

HewYork

Baines, Harold

Chicago

M

Baker, Dusty

Oakland

Balboni, Steve

KansasCity

M

Bando, Chris

Cleveland

(U N-HE Nl i Y ol Y HY ] oY ]

Barfield, Jesse

Toronto

S
=

Figure 3.20. First Basemen Found

— SASZ2: SASUSER.BASEBALL

File Edit Hnalyze

Tabias

Lraphs

Lavwas

= Choose Find Next from the data pop-up menu.
The data window scrolls so the next observation with POSITION =13, 1B, or 10
is at the top.

Yars

Help

A

vJ22l  |Wem|  |Hom| _ |Tnt| |Int| IInt| .

Figure 3.21.

Finding the Next Observation

= Choose Move to First from the data pop-up menu.

JUl Balboni, Steve KansasCity 512 117 29
m| Bando, Chris Cleveland 254 68 2
u| Barfield, Jesse Toronto 589 170 40
u| Barvett, Harty Boston 625 179 4
u| Bass, Kewin Houston 531 164 20
u| Baylor, Don Boston 585 139 31
u| Beane, Billy Hinneapolis 1683 39 3
u| Bell, Buddy Cincinnati 568 158 20
u| Bell, George Toronto 641 198 31
u| Belliard, Rafael Pittsburgh 3eg 72 5]
u| Beniquez, Juan Baltimore 343 163 [
u| Bernazard, Tony Cleveland 562 169 173 7
- | L

This enables you to see all the selected observations in one place, in this case at the

top of the data window.
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BAS: SASUSER.BASEBALL

File Edit Analyze Yabiss Grephs Luress Yars Help

| Hom | Hom [ Int [Int

[In

HAHE TEAH HO_ATBAT | HO_HITS

HO_HOH

SanfFrancisco 216 54

KansasCity 512 117

Dakland 407 104

Pittsburgh 522 140

LosAngeles 325 76

Boston 629 168

LosAngeles 277 71

StLouis 232 55

SanfFrancisco 408 117

Milwaukee 542 140

Alan Seattle 479 138

Davis, Glenn Houston 574 152

Chicago 484

Cincinnati 336

Detroit 567

Montreal 321

SanDiego 557

Figure 3.22. Collecting the Selected Observations
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Examining Observations

You can examine selected observations in detail by following these steps. The figures
in this section are based on the data being sorted on the NAME variable and the
observations selected where POSITION is 13, 1B, or 10. The previous sections on
sorting and finding observations provide examples of how to sort and select.

— Choose Edit:Observations:Examine.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
QObservations » | Find...

Formats > | Examine...
Copy Label in Plots
Delete Unlabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 3.23. Finding Observations

This displays the Examine Observations dialog. The list on the left shows the
observation number for the selected observations: first basemen. The list on the right
displays the variable values for the highlighted observation.

63



Techniques ¢+ Examining Data

SAS2: Examine Observations

ﬂ:ulg
|

Figure 3.24. Examine Observations Dialog

Scroll down the list on the right to see the rest of Mike Aldrete’s statistics. Point and
click on observation number 58 to see Will Clark’s statistics. Scroll down the list on
the left until you can point and click on observation number 246 to see Pete Rose’s
statistics. Click OK to close the dialog.

You can also use the Examine Observations dialog directly from a graph or chart.
To examine observations from a box plot of player salaries, follow these steps.

— Choose Analyze:Box Plot/Mosaic Plot ( Y ).
This calls up the Box Plot/Mosaic Plot dialog.

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot ( Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X))

Figure 3.25. Creating a Box Plot

= Assign SALARY the Y role and LEAGUE the X role.
Click on SALARY in the variable list on the left, then click on Y at the top. Similarly,
click on LEAGUE in the list on the left, then click on X at the top.

— Click OK to create a box plot of SALARY by LEAGUE.
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Examining Observations

SAS2: Box Plot/Mosaic Plot [ ¥ )

JESSE |
il i

sz |

Jree | Pt Een
I | I |

J— P et s e

Figure 3.26. Box Plot Variable Roles

= Double-click on the marker representing the highest salary in the National
League.

SAS2: Box Plot 1 SASUSER.BASEBALL

Edit HAnalyze Tobles Sraphbs ZLurves ¥ers Help

American Hational

LEAGUE

Figure 3.27. Box Plot of SALARY by LEAGUE

Clicking on the observation identifies the point in the graph with its observation num-
ber. Double-clicking displays the Examine Observations dialog for the selected
observation. In 1986, Mike Schmidt had the highest salary in the National League.
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Techniques + Examining Data

SAS2: Examine Observations

Figure 3.28. Examining Observations

= Double-click on the upper whisker for the American League.
This displays the values for all observations within the whisker. Then click in the
Observation list to see the values for each observation.

SAS2: Box Plot 1 SASUSER.BASEBALL

Edit Analyze ¥abies GLraphs Lurves ¥Yars Help

American National

Figure 3.29. Examining Whisker Observations

— Click OK to close the dialog.
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Closing the Data Window

Closing the Data Window

There are several other features of the data window, and you can find them by explor-
ing the data pop-up menu on your own. For detailed information, see Chapter 31,
“Data Windows,” in the Reference part of this manual. One more feature important
enough to describe here concerns what happens when you close a data window.

T Note: When you close the data window, you close all windows using that data set.
When you close all your data windows, you exit SAS/INSIGHT software.

You can open as many data windows as you like by choosing File:Open. You can
close any window by choosing File:End. Depending on your host, there may be
other ways to close windows as well.

You will be prompted with a dialog to confirm that you want to close the data window.
In the Confirm dialog, you can click OK to close the data window, or you can click
Cancel to abort the action and leave the data window open. Try it to be sure you
know how to exit SAS/INSIGHT software when you are ready, but click Cancel in
the Confirm dialog to abort the closing.

= Choose File:End.

LEiIe Edit Analyze Tables Graphs Curves Vars Help
New

Open...

Save >
Print...

Print setup...
Print preview
End

Figure 3.30. File Menu

Choosing File:End displays the Confirm dialog.

Exit SAS/INSIGHT?

0K Cancel I

Figure 3.31. Confirm Dialog

= Click Cancel.

This aborts the closing and returns you to the data window. If you had clicked OK,
you would have closed the data window and exited SAS/INSIGHT software.
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Techniques ¢+ Examining Data
Now that you know how to examine data in a data window, turn to the next chapter

to learn how to explore data in one dimension.

@ Related Reading: Data Windows, Chapter 31.
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Chapter 4
Exploring Data in One Dimension

In SAS/INSIGHT software, you can explore distributions of one variable using bar
charts and box plots. Bar charts display distributions of interval or nominal variables.
Box plots display concise summaries of interval variable distributions and show ex-
treme values.

SAS2: Histogram SASUSER.BASEBALL
File Edit Analyze Yables Braphs ZLurves ¥Yers Help

6O

s L0="T

26

6 250 500 750 1000 1250 1500 1750 2000 2250
SALARY

SAS2: Box Plot SASUSER.BASEBALL

Edit Analyze Tabies Graphs Lurvss Vars Help

T T
American Hational

LEAGUE

Figure 4.1. A Bar Chart and Box Plot
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Bar Charts

Interval variables contain values distributed over a continuous range. For example,
in Figure 4.2 baseball players’ salaries are stored in SALARY, an interval variable.
To create a bar chart of players’ salaries, follow these steps.

— Select SALARY in the data window.
Scroll all the way to the right to find the SALARY variable. Point and click on the
variable name.

SAS2: SASUSER.BASEBALL

File Edit HAnalyze ¥aobias Hraphs Lurves Vars Help

b | 22 [Int [Int [ Int Int | |
322 | HD_DUTS| HO_ASSTS| HO_ERROR
317 36 1 .Go0
446 33 20 .
a0 45 8 . 000
73 152 11 . GoG
247 4 8 .
632 43 16 .Goo
186 296 17 . Goe
295 15 5 .Goe
96 4 0] B
1236 98 18 .0oe
359 30 4 . GO0
368 20 3 . 500

LX-N1--Ria V- RN, U S REHY N

/AN N N(NNEN®NENNNN

Figure 4.2. Selecting the SALARY Variable

— Choose Histogram/Bar Chart ( Y ) from the Analyze menu.

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X))

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X))

Figure 4.3. Creating a Bar Chart

This creates a bar chart, as shown in Figure 4.4.
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Bar Charts

SAS: Histogram SASUSER.BASEBALL

File Edit HAnalyze Fablies Grophs Lurves Yers Help

EnIas o=

250 500 750 1000 1250 1500 1750 2000 2250
SALARY

Figure 4.4. Bar Chart

—> Point and click on any bar
This labels the bar with its frequency and selects all the observations in the bar.

SAS: Histogram SASUSER.BASEBALL

File Edit HAnalyze fablies Sropbs LDurves ¥ars Help

[Tl B N B Ry |

1008 1250 1500 1750 2000 2250
SALARY

Figure 4.5. Clicking on a Bar
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Techniques ¢+ Exploring Data in One Dimension

Notice that the observations are selected in the data window as well as in the bar chart
window. Windows in SAS/INSIGHT software are just different views of the same
data, so observations you select in one window are selected in all other windows.

5A52: Histogram SASUSER.BASEBALL

File Edit HAnalyze Yables Braphs Lerves Vars Help

SAS2: SASUSER.BASEBALL

File Edit fnalyze Yables Sraphs ULurves Yars Help

| Hom | Int | Int | Int | Int

POSITION| HO_OUTS| HO_ASSTS | HO_ERROR| SALARY
317 36 /5,000
446 33 .

80 45 240 _000

73 152 225000
247 4 .
632 43 475
186 290 550
295 15

96 4 .
1236 98 108,
359 30 305,
368 20 1237.

Ensasso=mT

P (= Bl LD (20| ™ |5 @R

——

259 500 750 1000 1250
SALARY

Figure 4.6. Selecting Observations in Multiple Windows

From this bar chart, you can see that the distribution of players’ salaries is skewed
to the right, with a few players earning high salaries. To find the number of players
making the highest salaries, you can label all bars with their heights.

= Click on the menu button in the bottom left corner of the chart.
This displays the bar chart pop-up menu in Figure 4.7. Click on Values.

Ticks...

v Axes

v Observations
Values
Reference Lines

Figure 4.7. Bar Chart Pop-up Menu.

This toggles the display of values for all bar heights. There are three players making
salaries above $2,000,000.
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File

SAS: Histogram SASUSER.BASEBALL

Edit HAnalyze fobles Graphs

Lurves Yers Help

EnIas o=

250 500 750 1000 1250 1500 1750 2000 2250
SALARY

Figure 4.8. Bar Heights

Bar Charts

It would be interesting to determine whether salaries differ in the American and
National leagues. To compare the distribution of salaries from both leagues, follow
these steps.

= Select LEAGUE in the data window.

File

Edit fAnalyze Yahies Graphs

SAS: SASUSER.BASEBALL

furvas  Yars

Help

> |2z

[¥L]
P
P

[Int

[ Int

[Int

HNom

CR_ATBAT

CR_HOHME

CR_BB

216

2

Hational

DIy
Hes

233

1

14

American

Easg

3231

36

2308

Hational

Eas

326

9

114

Hational

Hes

4513

224

230

American

Eas

3443

63

375

Hational

Hes

1775

134

Hational

Eas

(==HE N NI=r Ui S g N S TER] N

3754

263

American

Hes

7117

American

Hes

American

Hes

American

Eas

American

Eas /

[ m|mmmmmm | m|m

Figure 4.9. Selecting LEAGUE

=

Note that LEAGUE is a nominal variable. Nominal variables contain a discrete set of
values. For example, LEAGUE contains only two values, American and National,

for the American and National leagues.
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Techniques ¢+ Exploring Data in One Dimension

= Choose Histogram/Bar Chart ( Y ) from the Analyze menu.
From the bar chart in Figure 4.10 you can see that the BASEBALL data set has more
observations from the American League.

SAS: Bar Chart 1 SASUSER.BASEBALL

File Edit Hnalyze Tsbiss Graphs Turves ¥ars Help

F
*
e
q
u
(=]
n
[
4

American Hational

LEAGUE

Figure 4.10. Bar Chart of LEAGUE

— Select Values from the bar chart pop-up menu in the new bar chart.
This displays the frequencies for each of the leagues at the top of the bars on the bar
chart.
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Bar Charts

SAS: Bar Chart 1 SASUSER.BASEBALL

File Edit HAnalyze Fablies Grophs Lurves Yers Help

EnIasSe=m

American Hational

LEAGUE

Figure 4.11. Bar Chart with Frequency Values
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Techniques ¢+ Exploring Data in One Dimension

—> Arrange the windows so you can see both bar charts.

— Click on the bar that represents the American League.
This selects all observations for players in the American League.

SAS: Bar Chart 1 SASUSER.BASEBALL

Analyze Tabies Brophs Lurves Vors Help

File Edit

SAS: Bar Chart SASUSER.

File Edit

Analyze Tabliosw Braphs Lo

LY F-T R

LERGUE

EnIeEaa=mT

500 750 1000 1250 1500 1750 2000 2250
SALARY

250

Figure 4.12. Selecting American League Observations

—> Click on the bar that represents the National League.
This selects all observations for players in the National League.
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Bar Charts

SAS: Bar Chart 1 SASUSER.BASEBALL

File Edit HAnalyze ¥shlss SHrephs Lurves Yars Help

SAS: Bar Chart SASUSER.

File Edit Analyze TYeblos Hraphs Oy

LY F-T R

American Hational
LERGUE

sozmcoo=T

SALARY

Figure 4.13. Selecting National League Observations

Both leagues have a broad distribution of SALARY with most players earning below
$1,000,000 and a few earning much more.

You can examine the distributions in more detail by creating box plots.

@ Related Reading: Bar Charts, Chapter 32.
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Box Plots

Box plots are an effective way to compare distributions of interval data. To create
side-by-side box plots comparing the distributions of salaries for the American and
National Leagues, follow these steps.

— Choose Analyze:Box Plot/Mosaic Plot ( Y ).

File Edit Analyze Tables Graphs Curves Vars Help
HistogramBar Chart (YY)
Box PlotMosaic Plot ( Y')
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X)
Distribution (Y')

Fit (Y X)

Multivariate (Y X)
Figure 4.14. Creating a Box Plot

The ( Y ) in the Box Plot/Mosaic Plot ( Y ) menu indicates that a Y variable is
required to create a box plot. Since you have no variables selected, a variables dialog
prompts you to select at least one Y variable. Selecting a nominal variable for Y
creates a mosaic plot; selecting an interval variable for Y creates a box plot.

Y is one of several roles you can assign to variables in analyses. The variables dialog
shows that box plots and mosaic plots can also use X, Group, Label, and Freq
variables.

SAS: Box Plot/Mosaic Plot{ ¥ )

— = |
A

sz |

Figure 4.15. Box Plot Variables Dialog
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Box Plots

T Note: You can select variables before choosing from the Analyze menu, or you can
choose from the Analyze menu before selecting variables. Selecting variables first
is faster. If you select variables first, they are assigned to the required variable roles
listed in the Analyze menu. Choosing the analysis first gives you more flexibility. If
you choose the analysis first, you can assign optional variable roles such as Group
and Label.

= Select SALARY in the list at the left, then click the Y button.
This assigns the Y role to SALARY. The box plot displays the distribution of the Y
variable.

— Select LEAGUE in the list at the left, then click the X button.
This assigns the X role to LEAGUE. The box plot displays one schematic distribution
plot side-by-side for each unique value of the X variable.

— Select NAME in the list at the left, then click the Label button.
This assigns the Label role to NAME. The label variable is used to identify extreme
values in the box plot.

SAS: Box Plot/Mosaic Plot{ Y )

JE |
ol el

s |

T WSS R
I | (T )

S G| e ey

Figure 4.16. Assigning Variable Roles
= Click OK to create the Box Plot.

The box plot gives a concise picture of the distributions and places them side-by-side
for easy comparison. The horizontal line in the middle of a box marks the median or
50th percentile. The top and bottom edges of a box mark the guartiles, or the 25th and
75th percentiles. The narrow boxes extending above and below are called whiskers.
Whiskers extend from the quartiles to the farthest observation not farther than 1.5
times the distance between the quartiles. More extreme data values are plotted with
individual markers.

The box plot shows long whiskers above with individual observations beyond the
whiskers indicating severe skewness. These are the players making extremely high
salaries.
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SAS: Box Plot SASUSER.BASEBALL

Edit Hnalyze Yables GBraphbs Lerves ¥Yers Help

. .
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Figure 4.17. Side-By-Side Box Plots

—> Point and click at the extreme values to identify them.
Eddie Murray and Jim Rice were the highest paid players in the American league,
while Mike Schmidt was the highest paid player in the National League.

SAS: Box Plot SASUSER.BASEBALL

Edit HAnalyze Yables Braphs Lerves Yoers Help
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Figure 4.18. Identifying Extreme Values
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You can also use a box plot to see the sample mean of a distribution.

= Click on the menu button in the lower left corner of the plot.
This displays the box plot pop-up menu. Click on Means.

Ticks...
v Axes
v Observations
Means
Comparison Circles
Serifs
Values
Reference Lines
Marker Sizes >

Figure 4.19. Box Plot Pop-up Menu

This toggles the display of mean diamonds on the box plot.

SAS: Box Plot SASUSER.BASEBALL
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Figure 4.20. Box Plot with Mean Diamonds

The horizontal line in a mean diamond marks the mean salary for each league. The
height of a mean diamond is two standard deviations (one on either side of the mean).
In this case, the means and standard deviations for each league are almost identical.
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You can use other choices on the box plot pop-up menu to adjust axis tick marks and
marker sizes and to toggle the display of observations, axes, serifs, and values. When
there are two or more categories, you can toggle the display of comparison circles,
which enable you to graphically compare the means of multiple categories.

@ Related Reading: Box Plots, Chapter 33.
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Chapter 5
Exploring Data in Two Dimensions

SAS/INSIGHT software provides mosaic plots, scatter plots, and line plots for ex-
ploring data in two dimensions. Mosaic plots are pictorial representations of fre-
quency counts of nominal variables. Scatter plots are graphic representations of the
relationship between two interval variables. Line plots show the relationships of mul-
tiple Y variables to a single X variable.

SAS: Scatter Plot SASUSER.GPA
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Mosaic Plots
This example illustrates how to create mosaic plots for the BASEBALL data cross-
classified by LEAGUE and DIVISION.
— Open the BASEBALL data set.
— Choose Analyze:Box Plot/Mosaic Plot ( Y ).
— Assign LEAGUE the Y role and DIVISION the X role. Then click OK.

SAS: Box Plot/Mosaic Plot [ ¥ )
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Figure 5.2. Assigning Variables for a Mosaic Plot

This creates a mosaic plot containing four boxes. The areas of the boxes in the mosaic
plot are proportional to the number of observations in each category. You can see that,
for these data, there are more players in the American League than in the National
League and about the same number of players in the East and West Divisions.

You can find out more about specific categories by selecting the boxes.

—> Click on the box at the lower left (American League East).
This selects all the observations in the box and labels the box with its frequency and
percentage. For this data, there are 85 players from the East Division of the American
League, and these are 26.4% of the total.
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S5AS: Mosaic Plot SASUSER.BASEBALL

File Edit HAnalyze Yoblies Sroepbs Lurves ¥ers Help

Hationaf

DIVISION

Figure 5.3. Clicking on a Box

= Double-click on the box to examine the observations.
This selects all the observations in the box and displays the Examine Observations
dialog. By clicking in the Examine Observations dialog, you can get detailed infor-
mation on all the selected observations.

SAS: Examine Observations

e

Figure 5.4. Examine Observation Dialog

You can add more information to the mosaic plot by displaying frequency counts and
percentages.

= Choose Values from the pop-up menu.
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Ticks...
v Axes
v Observations
Means
Comparison Circles
Serifs
Values
Reference Lines
Marker Sizes >

Figure 5.5. Mosaic Plot Pop-up Menu

This toggles the display of frequencies and percentages for all boxes in the mosaic
plot.

SAS: Mosaic Plot SASUSER.BASEBALL
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Figure 5.6. Mosaic Plot with Frequencies and Percentages
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Scatter Plots

Scatter plots show the relationship between two variables. For example, you can
explore the relationship between students’ scores on standardized tests of math and
verbal ability by following these steps.

—> Open the GPA data set.

— Select both the SATM and SATYV variables.
To select both variables, press the mouse button on SATM, move the mouse to SATV,
then release the mouse button.
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Figure 5.7. Selecting Two Variables

— Choose Analyze:Scatter Plot (Y X ).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X))
Contour Plot (ZY X)
Rotating Plot (ZY X))
Distribution (Y))

Fit (Y X)

Multivariate (Y X))

Figure 5.8. Creating a Scatter Plot

91



Techniques ¢+ Exploring Data in Two Dimensions

This creates a scatter plot, as shown in Figure 5.9. Note that the first variable you
selected, SATM, is plotted on the Y axis, while the second variable selected, SATV,
is plotted on the X axis.

SAS: Scatter Plot SASUSER.GPA

File Edit Hnalyze Tsbiss Graphs Turves ¥ars Help

800-

Figure 5.9. Scatter Plot Each marker in the scatter plot represents an observation,
and its position shows the values of SATM and SATV for that observation. You can
click on any marker to determine which observation it represents.

= Click on a marker.
This selects the marker and displays its observation number. For example, observa-
tion 20 is selected in Figure 5.10.

Clicking also selects the observation in the data window because windows are linked
to their data. Any change to the data is automatically reflected in all windows.
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SAS: SASUSER. GPA
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Figure 5.10. Selecting Observations in Multiple Windows

= Double-click on a marker.
This selects the marker and displays the Examine Observation dialog. You can ex-
amine the values of all variables for the selected observation.

SAS: Examine Observations

Figure 5.11. Examine Observations Dialog
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Scatter Plot Matrices

A scatter plot matrix shows relationships among several variables taken two at a time.
Scatter plot matrices can reveal a wealth of information, including dependencies,

clusters, and outliers.

You can explore the relationships among students’ college grade point averages and
standardized test scores by following these steps.

— Select SATM, SATV, and GPA in the data window.
To select these variables, use noncontiguous selection. On most hosts, you can use
the Ctrl key to make a noncontiguous selection, as described in Chapter 1, “Getting

Started.”
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Figure 5.12. Selecting Three Variables

— Choose Analyze:Scatter Plot (Y X).
This creates the scatter plot matrix shown in Figure 5.13.
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Scatter Plot Matrices

SAS: Scatter Plot 1 SASUSER.GPA
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Figure 5.13. Scatter Plot Matrix

The plots are organized in a matrix of all pairwise combinations of the variables
SATM, SATV, and GPA. Plots are arranged so that adjacent plots share a common
axis. All plots in a row share a common Y axis, and all plots in a column share a
common X axis. The diagonal cells of the matrix contain the names of the variables
and their minimum and maximum values.

= Click on a marker in any scatter plot.
The observation label is displayed and corresponding markers in all scatter plots are
selected, as shown in Figure 5.14. This enables you to explore observations to see,
for example, if an outlier in one scatter plot is an outlier in other scatter plots.
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SAS: Scatter Plot 1 SASUSER.GPA
File Edit HAnalyze Tabies &raphs Lurves Yars Help

LI filels)

Figure 5.14. Selecting Observations in a Scatter Plot Matrix

Brushing Observations

Brushing is a dynamic method of selecting groups of observations simultaneously in
all views of the data. Brushing is an effective technique for investigating multivariate
data (Becker, Cleveland, and Wilks, 1987). For example, you can use brushing to
find students who performed poorly on their SAT's but still had relatively high grade
point averages.

— Select observations with low values for SATM and SATV.
Press the mouse button down, move the mouse, then release the mouse button to
create a rectangle in the plot of SATM by SATV. This rectangle is your brush. The
observations in the rectangle are selected. Notice that corresponding observations are
also highlighted in the other plots.
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SAS: Scatter Plot 1 SASUSER.GPA

File Edit Analyze Yoblos Draphs Lurves ¥Yers Help
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Figure 5.15. Brushing in a Scatter Plot Matrix

Examine one of the scatter plots involving GPA. Several of the selected observations
have GPA values of 4 or above, indicating that SAT scores are not always good
indicators of success in the school’s computer science program.

You can change the size of your brush to select different observations.

—> Place the cursor on the corner of the brush and drag the cursor.
The brush changes size as you drag until you release the mouse button.
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SAS: Scatter Plot 1 SASUSER.GPA

File Edit HAnalyze ¥aobies SHraphs fwrves Yars Help

» 800

Figure 5.16. Changing the Size of a Brush
You can move the brush to select observations dynamically.

—> Place the cursor in the brush and drag the brush across the plot.
As observations enter the brush they become selected, and as they leave they are
deselected. The corresponding observations in all the other scatter plots are also
selected and deselected as you move the brush.

If you release the mouse button while you are moving the brush, the brush continues
to move. Throwing the brush in this way removes the burden of eye-hand coordina-
tion, enabling you to take your eyes off the brush and more easily see its effect in
other plots.

You can also brush with extended selection. This is a convenient way to select a set of
observations that does not fit the rectangular shape of the brush. Extended selection,
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Scatter Plot Matrices

described in Chapter 1, uses the Shift key on most hosts.

—> Using extended selection, create another brush.
The observations that were in the previous brush remain selected.

—> Using extended selection, move the brush.
Observations become selected as they enter the brush, but they are not deselected
when they leave the brush, as illustrated in Figure 5.17.

SAS: Scatter Plot 1 SASUSER.GPA

File Edit HAnalyze Yobiow Draphs Lurves Yers Help

LI 800

Figure 5.17. Brushing with Extended Selection

—> To remove the brush, click in any empty area of the window.
Clicking on nothing deselects all selected objects.

@ Related Reading: Scatter Plots, Chapter 35.
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Line Plots

Line plots are often used to show trends over time. For example, you can explore the
patterns in pollutant concentrations in the AIR data set by following these steps.

— Open the AIR data set.
This data set contains measurements of air quality as indicated by concentrations of

various pollutants. Among the pollutants are carbon monoxide (CO), ozone (O3),
sulfur dioxide (802), nitrogen oxide (NO), and DUST.
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Figure 5.18. AIR Data

— Choose Analyze:Line Plot (Y X).
This displays the line plot variables dialog.

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y')
Box Plot/Mosaic Plot (Y)
Line Plot (Y X))

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X)

Figure 5.19. Creating a Line Plot

— Assign CO and SO2 the Y role, and DATETIME the X role.
—> Assign DATETIME the Label role also. Then click OK.
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Figure 5.20. Assigning Line Plot Variables

This creates a line plot with one line for each Y variable.

SAS2: Line Plot SASUSER.AIR
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Figure 5.21. Line Plot
To associate lines with variables, simply select the variable.

— Click on the SO2 variable.
This highlights both the variable and the corresponding line.
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SAS2: Line Plot SASUSER.AIR
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Figure 5.22. SO2 Selected

By clicking on the variables, you can see that the SO2 concentration rises to a peak
on the 17th of November and then falls. The CO concentration shows a regular
pattern of peaks and valleys up until the 16th; then it falls also.

To show more information, you can add observation markers to the line plot.

—> Click on the menu button in the lower left corner of the plot. Choose
Observations.

Ticks...

v Axes
Observations
Reference Lines
Marker Sizes >

Figure 5.23. Line Plot Pop-up Menu

This displays the line plot with observation markers.
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SAS2: Line Plot SASUSER.AIR
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Figure 5.24. Line Plot with Observations

—> Point and click to identify observations with the highest pollutant concentra-
tions.

SAS2: Line Plot SASUSER.AIR
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Figure 5.25. Identifying Observations
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Most of the peaks for CO occur in the morning and evening, around hours 08:00 or
18:00. Carbon monoxide pollution is often caused by automobiles, so these peaks
might be caused by rush-hour traffic.

The SO2 concentration follows a different pattern. Sulfur dioxide is a pollutant given
off by power plants. Perhaps there was a peak demand for electricity on the 17th.

The drop in pollutants after the 17th can be partly explained by noting that the 18th
and 19th were Saturday and Sunday. The weekend eliminates rush-hour traffic pat-
terns. However, the CO level dropped on the 16th also, which was Thursday. There
is an additional factor at work here.

= Choose Edit:Windows:Renew to re-create the line plot.
— Add WIND to the Y variable list. Then click OK.

SASZ: Line Plot [ ¥ )
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Figure 5.26. Adding WIND Variable
— In the line plot, click on the WIND variable.
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SAS2: Line Plot SASUSER.AIR
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Figure 5.27. WIND Speed

Not only were the 18th and 19th a weekend, but there were high winds on the 16th,
17th, 18th, and 19th. These winds cleared much of the pollutants from the local
atmosphere.

@ Related Reading: Mosaic Plots, Chapter 33.
@ Related Reading: Scatter Plots, Chapter 35.
@ Related Reading: Line Plots, Chapter 34.
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Chapter 6
Exploring Data in Three Dimensions

SAS/INSIGHT software provides rotating plots, surface plots, and contour plots for
exploring data in three dimensions. A rotating plot is a three-dimensional scatter
plot, so it shows a graphic representation of the relationship among three interval
variables. A surface plot is a rotating plot with a surface that models a third variable
as a function of two other variables. A contour plot shows how the values of one
variable may depend on the values of two other variables.
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Figure 6.1. A Rotating Plot, Surface Plot, and Contour Plot
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Rotating Plots

Using rotation you can obtain unique views into the data that can reveal structure not
visible with static plots or not detectable with analytic methods.

Follow these steps to explore the relationships among students’ SAT verbal scores,
SAT math scores, and college grade point averages.

— Open the GPA data set.
—> Choose Analyze:Rotating Plot (Z Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X)

Figure 6.2. Creating a Rotating Plot

A rotating plot variables dialog appears, as shown in Figure 6.3. The (Z Y X ) in the
menu indicates that Z, Y, and X variables are required to create the rotating plot.

= Select GPA in the variables list at the left. Then click Z.
This assigns the Z role to the GPA variable. Using the same method, assign SATM
the Y role and SATV the X role.

SAS: Rotating Plot{ Z ¥ X )
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Figure 6.3. Rotating Plot Variables Dialog
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— Click OK to create a rotating plot.
The GPA axis is not visible when the rotating plot first appears on the display because
the Z dimension is projected into the X-Y plane.

SAS: Rotating Plot SASUSER. GPA

File Edit HAnalyze Yoblies Sroepbs Lurves ¥ers Help

:‘:_
5
i

Figure 6.4. Rotating Plot

SAS/INSIGHT software provides both control buttons and a hand tool to rotate the
plot. First, examine the control buttons at the left of the plot. The top two buttons
rotate the plot up and down. The next two buttons rotate the plot left and right. The
last two buttons rotate the plot clockwise and counter-clockwise. You can use these
buttons by clicking, pressing, Shift-clicking, and Ctrl-clicking.

= Click the top rotation button and release it.
The plot rotates a small increment and stops when you release the button.

= Press the clockwise rotation button and hold it down.
The plot rotates clockwise as long as you hold the button down.

—> Press the Shift key and click any of the buttons.
The plot rotates continuously until you click another button.

= Press the Ctrl key and click any of the buttons.
This also rotates the plot continuously until you click another button.

Below the directional buttons is a slider to control the speed of rotation. When the
slider is at the top, rotation is at maximum speed.

= Drag the slider, then try the control buttons again to rotate at different speeds.
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SAS: Rotating Plot SASUSER.GPA

File Edit Hnalyze ¥sbiss OGraphs Lurves Yars Help

Figure 6.5. Slider at Maximum

The buttons offer precise control of rotation, but the hand tool offers greater flexibil-
ity. Using the hand tool, you can rotate about any axis.

= Choose Edit:Windows:Tools to display the tools window.

Figure 6.6. Tools Window
= Click the Hand tool at the top of the Tools window.
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The cursor changes to a hand.

= Click and drag the hand in the rotating plot.

When you use the hand tool, the plot acts as a freely rotating sphere. When you click
with the hand, the plot rotates a small increment. When you drag the hand, the plot
follows your motion. The plot rotates as long as you press the mouse button and hold

it down. If you release the button while you are dragging the hand, the plot continues
rotating in the direction you were dragging.

You can use the hand without displaying the Tools window. The hand is active in
each corner of the plot.

= Click the Arrow tool at the top of the Tools window.
The cursor changes to an arrow.

=—> Move the Arrow tool to any corner of the rotating plot.
The cursor changes to a hand. Click or drag the hand to rotate the plot.

SAS: Rotating Plot SASUSER. GPA
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Figure 6.7. Hand Tool

= Click on the button in the lower left corner of the plot.

This calls up the rotating plot pop-up menu. You can customize the appearance of the
rotating plot with the choices on this menu.

= Choose Cube.
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Marker Sizes »

Figure 6.8. Rotating Plot Pop-up Menu

This draws a cube around the point cloud. The cube shows the range of the data and
aids in maintaining visual orientation.

SAS: Rotating Plot SASUSER.GPA
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Figure 6.9. Rotating Plot with Bounding Cube

= Choose Depth from the pop-up menu.

This draws distant markers smaller than near markers to serve as a visual cue for
depth perception.
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SAS: Rotating Plot SASUSER. GPA
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Figure 6.10. Depth Cueing

Both the Cube and the Depth choices serve as toggles, so you can choose them
again to remove the cube or to return all markers to the same size. You can use other
choices on the pop-up menu to toggle the display of observations and rays and to set
ticks, axes, and marker sizes.

You can create a matrix of rotating plots just as you created a matrix of scatter plots
in the preceding chapter. If you select more than three variables in the data window
and then choose Analyze:Rotating Plot (Z Y X ), you create a matrix containing
one rotating plot for every unique combination of three variables.

You can also identify observations in rotating plots just as in other plots. Click once
on an observation marker to select it and to see its label. Double-click on an observa-
tion marker to display the examine observations dialog.

@ Related Reading: Rotating Plots, Chapter 37.
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Rotating Plot with Fitted Surface

When you suspect that the values of one variable may be predicted by the values of
two other variables, you can choose to fit a response surface to your data.

Follow these steps to explore how dust concentration varies with the wind speed and
with the time of day in the AIR data set.

= Open the AIR data set.
—> Choose Analyze:Rotating Plot (Z Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X)

Figure 6.11. Creating a Rotating Plot with Fitted Surface

A rotating plot variables dialog appears, as shown in Figure 6.12.

— Select DUST in the variables list at the left. Then click Z.
This assigns the Z role to the DUST variable. Similarly, assign HOUR the Y role
and WIND the X role.

SAS: Rotating Plot { Z ¥ X )

Figure 6.12. Rotating Plot Variables Dialog
= Click Output to display the Output dialog, as shown in Figure 6.13.
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Rotating Plot with Fitted Surface

[ m ] [ Gt |

Figure 6.13. Output Dialog for Rotating Plot
— Select Fit Surface and click OK.

—> Click Method to display the Method dialog, as shown in Figure 6.14.

[ @ [ St |

Figure 6.14. Method Dialog for Rotating Plot
— Select Fit:Thin-Plate Smoothing Spline and click OK.
— Click OK to create a surface plot.

= Click on the menu button in the lower left corner of the plot.
Choose Drawing Modes:Smooth Color and Axes:At Minima.
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—> Rotate the plot as described in the previous section.

You see a surface that models the response of dust concentration as a function of the
wind speed and the time of day.

I.
—| SAS: Rotating Plot 2 SASUSER.AIR | ]
File Edit Analyze ‘Tablies Grephe Curvss Yars Help
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Figure 6.15. Rotating Plot with Fitted Surface

Contour Plots

The contour plot provides an alternative graphical method for examining the vari-
ations of a response surface. The contour plot displays the geometric features of

the response surface as a family of contours or level sets lying in the domain of the
predictor variables.

If the AIR data set is not already open, open it now.

— Choose Analyze:Contour Plot (Z Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X))
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y)

Fit (Y X)

Multivariate (Y X))

Figure 6.16. Creating a Contour Plot
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Contour Plots

A contour plot variables dialog appears, as shown in Figure 6.17.

—> Assign the Z role to the DUST variable, assign HOUR the Y role, and assign
WIND the X role.

SAS: Contour Plot{ Z ¥ X )

Figure 6.17. Contour Plot Variables Dialog

= Click Method to display the Method dialog.
This dialog looks exactly like the Method dialog for the rotating plot, as shown in
Figure 6.14.

—> Select Fit:Thin-Plate Smoothing Spline and click OK.
— Click OK to create a contour plot.

—> Click on the menu button in the lower left corner of the plot. Choose
Observations.
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I. I.
—| SAS: Contour Plot SASUSER. AIR |- ]
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Figure 6.18. Contour Plot

By default, the contour lines of the response surface are evenly spaced in the units of
the response variable. For this example, each contour represents about 1.3 units of
change in the dust concentration. Note that regions where the contour lines are close
together indicate regions in which small changes in the wind speed or the time of day
will lead to relatively large changes in the modeled response for dust.

The response model indicates that peak dust concentrations for this data primarily
occur when there are only gentle winds during the mid-morning and late afternoon.
To see if this prediction qualitatively fits the AIR data set, you can examine the ob-
servations with high dust values.

— Select Edit:Observations:Find .
The Find Observations dialog appears.
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SAS: Find Observations

Figure 6.19. Find Observations dialog

Contour Plots

— Select DUST in the left-hand column, the greater-than test (>) in the middle
column, and the value 6.763 in the right-hand column.
This selects all observations that have dust values greater than 6.763.

—| SAS: Contour Plot SASUSER.AIR [
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Figure 6.20. Selecting High DUST Values
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All but one of the selected observations occur in the mid-morning or late afternoon on
days with light winds. However, note that there are also observations in those regions
that have small dust concentration values.

Consult Chapter 39, “Fit Analyses,” to determine whether a model response surface
provides a good quantitative fit to your data.

@ Related Reading: Contour Plots, Chapter 36.
@ Related Reading: Fit Analysis, Chapter 39.
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Chapter 7
Adjusting Axes and Ticks

With SAS/INSIGHT software, you have control over the appearance of axes. In all
graphs, you can specify major and minor tick marks. In two-dimensional graphs, you
can adjust axis position dynamically. In three-dimensional graphs, you can place axes
at the center or the minimum of the data range.

SAS: Ticks

e

#

SAS: Histogram SASUSER.GPA

Analyze ¥abies Hraphs Zurves ¥ars Help

File Edit

soSoEL@o=mT

Figure 7.1. Adjusting Histogram Ticks
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Adjusting Ticks

Major tick marks have an associated tick label, if space permits. Minor tick marks are
smaller marks evenly spaced between the major tick marks. By default, the number
of minor tick marks is 0.

You can change the default tick marks in a histogram of verbal SAT scores by follow-
ing these steps.

— Open the GPA data set and create a histogram of verbal SAT scores.

— Select the variable on the axis of interest.

SAS: Histogram SASUSER. GPA

File Edit Hnalyze ¥sbiss OGraphs Lurves Yars Help

iR - B |

Figure 7.2. Selecting Variable SATV

= Click on the button in the lower left corner to display the histogram pop-up
menu.
Choose Ticks from the pop-up menu to display the Ticks dialog.

Ticks...

v Axes

v Observations
Values

Figure 7.3. Histogram Pop-up Menu
Figure 7.4 shows the Ticks dialog for the SATV axis in the histogram.
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Adjusting Ticks

SAS: Ticks

Figure 7.4. Ticks Dialog

—> Change the values in the Ticks dialog.
Set the first tick to 200, the last tick to 800, the axis minimum to 175, and the axis
maximum to 825.

8AS5: Ticks

Figure 7.5. Changing Ticks

— Click OK to redraw the histogram with the new tick specifications.
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SAS: Histogram SASUSER. GPA

File Edit Hnalyze ¥sbiss OGraphs Lurves Yars Help
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Figure 7.6. Histogram with New Ticks

You can use the Ticks dialog similarly to scale axes in all other two-dimensional and
three-dimensional graphs.
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Adjusting 2D Axes

You can adjust horizontal and vertical axes in all two-dimensional graphs. For exam-
ple, Figure 7.7 shows tick labels truncated because the axis does not have space to
show them completely. To increase the axis space, point to the axis with the mouse.
Note that the cursor changes to a hand when it is positioned over the axis.

SAS: Mosaic Plot SASUSER.BASEBALL

File Edit HAnalyze ¥obles Hroephs Lurves ¥Yars Help

Hationaf

DIVISION

Figure 7.7. Adjusting an Axis

Press the mouse button and drag the axis to a new position. When you release the
mouse button, the axis moves to its new position.
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SAS: Mosaic Plot SASUSER.BASEBALL

File Edit Hnalyze ¥sbiss OGraphs Lurves Yars Help
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Figure 7.8. Axis at New Position
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Adjusting 3D Axes

The rotating plot pop-up menu provides control over the position of the axes. Display
the pop-up menu and choose from the AXes submenu.

Ticks...
Axes > | «At Midpoints
v Observations At Minima

Rays Off

Cube

Depth

Fast Draw
Marker Sizes »

Figure 7.9. Rotating Plot Pop-up Menu

If you are doing exploratory work and are primarily interested in the shape of the
point cloud, choose Axes:At Midpoints to display the axes centered in the plot.
This display minimizes interference of the axes with your view of the data, in part
because tick marks and tick labels are not displayed.

Choose Axes:At Minima to display axes at the minimum data values if you have
spatial data and are interested in observation positions. These axes span the range of
the data. All tick marks and tick labels are also displayed.

SAS: Rotating Plot SASUSER.GPA

Im
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o
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Figure 7.10. Axes at Midpoints and at Minima
Axes:At Midpoints is the default setting. To change the default, click the Output
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button in the Rotating Plot Variables dialog and set the Axes:At Minima option.
Choose File:Save:Options to save your options.
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Chapter 8
Labeling Observations

Labels identify observations in plots. You can label observations by number or by the
value of a variable. You can assign temporary or permanent labels.

SAS: Scatter Plot SASUSER.GPA

Edit Analyze Yobies Braphs furves ¥Yare Help
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Figure 8.1. Labeling Observations
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Temporary and Permanent Labels

When you click on an observation, you display its temporary label. To see this, follow
these steps.

= Open the GPA data set.

— Choose Analyze:Scatter Plot (Y X).
This displays a scatter plot variables dialog, as shown in Figure 8.2.

—> Select SATM and SATYV as X variables and GPA as the Y variable.

SAS: Scatter Plot [ ¥ X )
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Figure 8.2. Scatter Plot Variables Dialog

= Click the OK button.
This creates two scatter plots, as shown in Figure 8.3.

—> Click on an observation in one of the plots.
The observation is highlighted in both plots, and a label appears beside the observa-
tion in the plot in which you clicked. This label is temporary; it disappears when you
deselect the observation.
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Temporary and Permanent Labels

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥abiss Graphs Luvves ¥ars Help

B e ow . B

Figure 8.3. Temporary Label
You can turn this label into a permanent label.

—> Choose Edit:Observations:Label in Plots.

This labels the observation in all plots, and the label remains if you deselect the
observation.

File Edit Analyze Tables Graphs Curves Vars Help

Windows »

Variables »

Observations » | Find...

Formats » Examine...
Copy Label in Plots
Delete UnLabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 8.4. Edit: Observations Menu
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SAS: SASUSER.GPA

File Edit HfAnalyze ¥ables &Graphe LDuress Yars

File Edit HAnalyze ¥abies

Figure 8.5. Permanently Labeled Observations

Notice in the data window that the observation is displayed with a picture of a label.
This indicates that a label will always be displayed for this observation in all plots.

If you change your mind, you can remove the permanent label by choosing
Edit:Observations:UnLabel in Plots.

138



Using Label Variables

Using Label Variables

SAS/INSIGHT software shows the observation number as the label by default. You
can choose a variable to supply the label text by specifying a label variable.

— Choose Edit:Windows:Renew to redisplay the scatter plot variables dialog.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Benew...
Variables » Copy Window
Observations » | Align
Formats » Animate...
Copy Freeze
Delete Select All
Tools
Fonts
Display Options...
Window Options...
Graph Options...

Figure 8.6. Edit:Windows Menu
—> In the dialog, select SEX and then click the Label button.
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Figure 8.7. Assigning Label Role
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= Click the OK button.

Now the value of SEX, instead of the observation number, labels the observation.

SAS: Scatter Plot SASUSER.GPA

File Edit Analyze Yables Grapbs Lurves ¥Yers Help

BFemale Female®

600 ] ' 400 500
SATH SATV

Figure 8.8. Observation Labeled by SEX
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Setting a Default Label Variable

Setting a Default Label Variable

In addition to specifying label variables for individual plots, you can specify a label
variable that will automatically be used in all future plots.

= Click on the upper left corner of the variable SEX in the data window.
This displays a pop-up menu. Choose Label from the pop-up menu.

Group
Label
Freq
Weight

Figure 8.9. Variable Role Pop-up Menu

Now SEX is the default label variable, and future plots will use SEX for labels. In the
data window, the word Label appears above the variable name, as shown in Figure

8.10.
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Figure 8.10. Label Variable Role

@ Related Reading: Variable Roles, Chapter 31, “Data Windows.”
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Chapter 9
Hiding Observations

You can hide observations to prevent them from appearing in graphs. You can toggle
the display of observations to keep them from appearing in a graph unless they are
selected. You can slice observations by dynamically toggling their display. These
techniques are useful for adjusting the range of data displayed and for showing sub-
sets of your data.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Yebiss Graphs Lerves ¥are Help

800

Figure 9.1. Slicing Observations
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Hiding Individual Observations

You can adjust the range of data displayed and show subsets of your data by hiding
observations.

1 Note: Hiding observations in graphs does not exclude them from calculations. To
exclude observations from calculations, see Chapter 21, “Comparing Analyses.”

— Open the GPA data set.

— Create a scatter plot of SATM versus SATV.
Use the techniques described in Chapter 5, “Exploring Data in Two Dimensions.”

— Select the two observations with values of SATM below 400.
Use extended selection or drag a rectangle around both observations.

SAS: Scatter Plot SASUSER. GPA

File Edit Hnalyze ¥abiss Graphs Lurves ¥ars Help

800-

Figure 9.2. Observations Selected

— Choose Edit:Observations:Hide in Graphs.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations » | Find...

Formats > | Examine...
Copy Label in Plots
Delete UnLabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 9.3. Edit: Observations Menu

This causes the selected observations to disappear from the graph. The graph rescales
automatically. The new SATM axis starts at 400.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥obles Hraephs Lurves VYars Help

§00

Figure 9.4. Observations Hidden

= Choose Find Next from the data window pop-up menu.
This scrolls to the next selected observation and shows that the hidden observation
has no marker. The absence of the marker in the data window indicates that the
observation is hidden in all graphs.
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SAS: SASUSER.GPA
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Figure 9.5. Data Window after Hiding Observations

— Choose Edit:Observations:Show in Graphs.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations » | Find...

Formats > | Examine...
Copy Label in Plots
Delete UnLabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 9.6. Edit: Observations Menu

This makes the observations visible again. The scatter plot rescales.

148



Toggling the Display of Observations

Toggling the Display of Observations
You can show subsets of your data by toggling the display of observations. This
causes observations to be displayed only when they are selected.
= Deselect all observations by clicking in any open area of a graph.

—> Choose Edit:Windows:Renew to redisplay the scatter plot variables dialog.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew..
Variables ! Copy Window
Observations » | Align
Formats > | Animate...
Copy Freeze
Delete Select All
Tools
Fonts
Display Options...
Window Options...
Graph Options...

Figure 9.7. Edit:Windows Menu

— Click on GPA in the variables list and then click on the X button.
This adds GPA to the X variables list.
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Figure 9.8. Variable Roles Assigned
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= Click the OK button.
This creates two scatter plots, as shown in Figure 9.9.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥ablos Draphs Lurves  Yaers

ilcle]

Figure 9.9. Scatter Plots

—> Click on the button at the lower left to display the scatter plot pop-up menu.
Choose Observations to turn off the display of observations in the scatter plot.

Ticks...

v Axes

v Observations
Reference Lines
Marker Sizes >

Figure 9.10. Scatter Plot Pop-up Menu

Do the same thing for the scatter plot on the right side. All the observation markers
disappear, as shown in Figure 9.11.
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Toggling the Display of Observations

SAS: Scatter Plot SASUSER.GPA

File Edit Analyze Tabios Graphs ferves ¥ers  Help

8604

Figure 9.11. Turning Off Observations Display

— Choose Edit:Observations:Find
This displays the Find Observations dialog. Select the variable SEX. With the default
values in the other lists, this creates a test for SEX = Female.

—
SAS: Find Observations

e

Figure 9.12. Find Observations Dialog

— Click the OK button.
This selects all Female observations and displays them in the scatter plots.
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SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥abiss Deaphs Lerses Yers  Help

800

Figure 9.13. Female Observations

— Choose Edit:Observations:Invert Selection.
Invert Selection deselects all selected observations and selects all deselected ob-
servations. Now the scatter plots show all observations where SEX is Male.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥ables Draphs Lerses Yars Help

800

Figure 9.14. Male Observations

Toggling observations in the scatter plots shows there are more females than males in
these data. The female students appear to have slightly higher scores on the mathe-
matics portion of the SAT exam.
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Slicing

Slicing is a dynamic technique for subsetting your data based on a range of values for
one variable. You can create a brush both to restrict the range of values in one plot and
to select observations in all plots. You can slice dynamically to explore relationships
in more than two dimensions.

Follow these steps to see how GPA is related to the two SAT scores.

—> Drag a rectangle with the mouse in the scatter plot of SATM versus GPA.
This selects the observations within the rectangle and creates a rectangular brush.

= Move the brush by dragging with the mouse inside the brush.
Observations that are selected by the brush become visible in both scatter plots. The
second plot shows the conditional distribution of the data as restricted by the position
of the brush in the first plot.

SASB: Scatter Plot SASUSER.GPA

File Edit Analyze Tabiow GBrephs Derves Vars
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Figure 9.15. Brushing Invisible Observations

= Drag the corners of the brush to make it tall and thin.
This restricts selected observations to a narrow range of values for GPA.

= Move the brush to the left and right.
The scatter plot of SATM versus SATV in Figure 9.16 shows the joint distribution of
the two SAT scores when GPA is near 4.0. By sliding the brush, you can see whether
the distributions change significantly as GPA increases or decreases.
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SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze ¥abiss Deaphs Lerses Yers  Help
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Figure 9.16. Slicing Observations

—> Use the scatter plot pop-up menu to make observations visible again.

Ticks...

v Axes

v Observations
Reference Lines
Marker Sizes >

Figure 9.17. Scatter Plot Pop-up Menu
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Chapter 10
Marking Observations

You can assign markers to use for displaying observations in box plots, scatter plots,
and rotating plots. The markers appear with each observation in the data window.
You can assign markers for observations you select, and you can let SAS/INSIGHT
software assign markers automatically based on the value of a variable. You can
control the size of the markers in any plot.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Tobles Graphs Lerves Vars

SAS: Tools

800

Figure 10.1. Marking Observations
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Marking Individual Observations

You can set the marker shape for any observations you select.
= Open the GPA data set.

— Create a scatter plot of SATM versus SATV.
Use the techniques described in Chapter 5, “Exploring Data in Two Dimensions.”

— Click on an observation to select it.

SAS: Scatter Plot SASUSER. GPA

File Edit Hnalyze ¥sbins GDraphs Lurves ¥ars Help
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Figure 10.2. Scatter Plot
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Marking Individual Observations

—> Choose Edit:Windows:Tools.
This toggles the display of the tools window, as shown in Figure 10.4.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables > | Copy Window
Observations » | Align

Formats > | Animate...

Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 10.3. Edit:Windows Menu

= Click on the upward-pointing triangle in the tools window.
This changes the marker for the selected observation from a square to a triangle. The
marker also changes to a triangle in the data window and in any other windows.
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Figure 10.4. Changing a Marker

Similarly, you can select a group of observations in a brush and assign markers for the
group. Markers provide a convenient way to track observations across multiple win-
dows. They also enable you to keep track of observations when they are deselected.
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Marking by Nominal Variable

You can assign markers automatically based on the value of a nominal variable. This
is a good way to distinguish quickly between groups of observations.

= Select SEX in the data window.

= Click on the multiple markers button at the bottom of the markers window.
SAS/INSIGHT software assigns a different marker for each value of the nominal
variable. In this case, observations with a value of MALE are displayed with crosses,
and observations with a value of FEMALE are displayed with squares.

SAS: SASUSER.GPA
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Figure 10.5. Assigning Markers by SEX
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Marking by Interval Variable

You can also assign markers based on the value of an interval variable.
— Select GPA in the data window.

= Click on the multiple markers button at the bottom of the markers window.

SAS/INSIGHT software assigns three markers to the observations depending on the
value of GPA for that observation. Observations with values in the upper third of the
range of GPA are assigned upward-pointing triangles. Observations with values in
the middle third of the range of GPA are assigned squares. Observations with values
in the lower third of the range of GPA are assigned downward-pointing triangles.
These markers show a rough picture of the correlation between grade point average
and SAT scores.

SAS: SASUSER.GPA

File Edit Hnalyze Yablss Graphbs Lurves ¥ars Help rJ
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Figure 10.6. Assigning Markers by GPA
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Adjusting Marker Size

You can adjust marker size by using the scatter plot pop-up menu.

= Click on the button in the lower left corner of the scatter plot.
Choose Marker Sizes:1. This assigns markers their minimum size.

Ticks...
v Axes
v Observations
Marker Sizes » 1
2
3
4
5
*6
7
8
Size to Fit

Figure 10.7. Marker Sizes Menu

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze TYables Grephs Lurves ¥ers Help

500,

Figure 10.8. Markers at Minimum Size
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= Choose Marker Sizes:8 from the pop-up menu.
This assigns markers their maximum size.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Fabies SHrophs Lurves ¥ers  Help

Adjusting Marker Size

Figure 10.9. Markers at Maximum Size

— Choose Marker Sizes:Size to Fit from the pop-up menu.
This assigns markers their default size.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Yoblies Sroepbs Lurves ¥ers Help

8060
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Figure 10.10. Default Marker Size
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Adjusting Marker Size

The default marker size is determined by the size of your graph, the resolution of
your display, and the setting of the Marker Size option. You can set the Marker
Size option as described in Chapter 29, “Configuring SAS/INSIGHT Software.”

7 Note: For large data sets, markers require plenty of memory. If your data set contains
hundreds of observations and your host has insufficient memory, you can improve
performance by using the default square marker for all observations.

If you have a color display, it is often clearer to distinguish observations by color.
Turn to the next chapter to see how to assign colors.
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Chapter 11
Coloring Observations

You can assign the colors for displaying observations in plots. You can assign colors
for the observations you select, and you can let SAS/INSIGHT software assign colors
automatically based on the value of a variable.

SAS: Scatter Plot 1 SASUSER.GPA

| E—]
SAS: Tools

File Edit Analyze ¥ables Grapghs Lerves Yaes Help

B

Figure 11.1. Coloring Observations
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Coloring Individual Observations

You can set the color for any observations you select.
= Open the GPA data set.

— Create a scatter plot of SATM versus SATV.
Use the techniques described in Chapter 5, “Exploring Data in Two Dimensions.”

— Click on an observation to select it.

SAS: Scatter Plot SASUSER. GPA

File Edit Hnalyze ¥sbins GDraphs Lurves ¥ars Help

800-

Figure 11.2. Scatter Plot
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—> Choose Edit:Windows:Tools.
This toggles the display of the tools window, shown in Figure 11.4.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables > | Copy Window
Observations » | Align
Formats > | Animate...
Copy Freeze
Delete Select All
Tools
Fonts
Display Options...
Window Options...
Graph Options...

Figure 11.3. Edit:Windows Menu

— Click on the red button in the tools window.
This causes the selected observation to turn red. The marker also becomes red in the
data window and in any other windows.

SAS: SASUSER.GPA

| —
SAS: Tools

=
/=

File Edit HMAnalyze Yables Graphs Lerves Vers Help

I
P
-

[t
L 3Tt

800

—_
[13]

=
~ o

—_
[==]

3

—_
=]

[at]
-

I
M

[at
[¥%)

| [

P
-

Figure 11.4. Changing a Color

You can similarly select a group of observations in a brush and assign colors for the
group. Colors, like markers, provide a convenient way to track observations through
multiple windows.
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Coloring by Nominal Variable

You can set observation colors based on the value of a nominal variable. This is a
good way to display subsets of the data.

— Click on SEX in the data window.

= Click on the large multiple colors button in the tools window.
SAS/INSIGHT software automatically assigns a different color for each value of the
nominal variable.

SAS: SASUSER.GPA

File Edit HfAnalyze Yables Graphs Lerves Yars Help

File Edit Mfnalyze Yables Graphs Luerves ¥Yars Help SS

800

Figure 11.5. Assigning Colors by SEX
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Coloring by Interval Variable

You can also set the marker colors based on the value of an interval variable.
= Click on GPA in the data window.

= Click on the large multiple colors button in the tools window.
SAS/INSIGHT software assigns a color to each observation depending on the value
of GPA for that observation. The color varies smoothly between the two colors at the
ends of the button. This use of color adds an extra dimension to the plot.

|
= SAS5: SASUSER.GPA
File Edit SAS: Scatter Plot SASUSER.GPA i
ﬁ 7 Int File Edit fAnalyze ¥abies GLraphs furses ¥ars Help SAS: Tools
1| 5.32
u 2| L.14 860-
= 3| 3.84
4| 5.34
u 5| 4.26
= 6| 4.35
7|l 5.33
L] 8| 4.85
= 9| 4.76
18| 5.72
u 11| 4.98
12| 5.38

Figure 11.6. Assigning Colors by GPA

1 Note: Some hosts do not support color blending. On these hosts, SAS/INSIGHT
software uses a discrete set of colors instead of a smooth blend. You may also see
this behavior when running multiple applications that do not share color resources.
When the host does not support blending, or insufficient colors are available, the
multiple colors button shows discrete bands of colors instead of a smooth blend.

On hosts that support color blending, you can choose the range over which the color
varies. The left end of the multiple colors button defaults to white or black, whichever
contrasts with the background color. The right end of the multiple colors button
defaults to red. To use a range from blue to red, follow these steps.

= Place the cursor on the blue button in the tools window.

= Drag the blue color down to the left end of the large button.
Then release the mouse button. The colors in the button change to a smooth blend
between blue and red.
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You can also drag colors to the right side of the button to make other blends. This
lets you choose colors that have meaning for your data, for example, blue-to-red for
cold-to-hot or brown-to-green for arid-to-tropical.

Multiple Color Blends

Color blending applies to all observations if none are selected. If observations are
selected, color blending applies only to the selected observations. This enables you
to assign multiple color blends for a single variable.

= Create a scatter plot of GPA versus SATV.

—> Create a blue-to-yellow blend in the tools window.
Drag the blue color to the left end of the multiple colors button, and drag the yellow
color to the right end.

— Select observations with values of GPA less than or equal to 4.

SAS: Scatter Plot 1 SASUSER.GPA

File Edit HRnalyze Tabies Sraphs Lurves Vere Help

ﬁ_

Figure 11.7. Selecting Observations Where GPA<4

— Click the multiple colors button.
This displays a variables dialog, as shown in Figure 11.8.
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Multiple Color Blends

SAS: Color Observations

J

| B

Figure 11.8. Variables Dialog

— In the variables dialog, select GPA, then click OK.
This assigns the blue-to-yellow blend to observations with values of GPA less than
or equal to 4.

You can use similar steps to assign a yellow-to-red blend to all observations with
values of GPA greater than 4. To save time, select both observations and variables
using extended selection instead of using the variables dialog.

= Create a yellow-to-red blend in the tools window.
Drag the yellow color to the left end of the multiple colors button, and drag the red
color to the right end.

— Select observations with values of GPA greater than or equal to 4.

— Using extended selection, select the variable GPA.
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SAS: Scatter Plot 1 SASUSER.GPA
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Figure 11.9. Selecting Variable GPA and Observations Where GPA>4

—> Click the multiple colors button.
This assigns the yellow-to-red blend to observations with values of GPA greater than
or equal to 4. Now all observations are assigned a color based on their value for GPA,
with colors smoothly blended from blue through yellow to red.

1 Note: In addition to the two-color blends described above, you can create a blended
color strip based on the interpolation of up to five colors.
To do this, follow these steps:

e Bring up the tools window by using Edit:Window:Tools.

e Choose a color in the tools window and place the cursor over that color button.
For the sake of this example, choose the white button.

e Hold down the shift key.
e Shift-drag the white button onto the large multiple colors button.

e Release the mouse button while the cursor is in the middle of the multiple
colors button. One of the existing colors that make up the multiple color button
is replaced by white.

e You can further modify the color strip by shift-dragging other color buttons to
varying positions along the length of the multiple color button.
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Chapter 12
Examining Distributions

In Chapter 4, “Exploring Data in One Dimension,” you examined distributions using
bar charts and box plots. In this chapter, you examine the distribution of an interval
variable using graphs and statistical tables.

You can examine box plots and histograms of the data along with Moments and
Quantiles tables. You can superimpose density curves on the histogram. You can
carry out tests to determine whether the data are from specific parametric distribu-
tions, such as normal or lognormal.

SAS: Distribution SASUSER.GPA

File Edit HfAnalyze Tables Graphs Curves ¥ars Help
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Kernel Density Estimation
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Figure 12.1. Distribution Analysis
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Creating the Distribution Analysis

The distribution of a variable is the pattern of variation of its numerical values (Moore
and McCabe 1989). In this example, you examine a distribution of scores on the
mathematics portion of the SAT exam.

— Open the GPA data set.

— Select the variable SATM by clicking on its name in the data window.
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Figure 12.2. Data Window with SATM Selected

— Choose Analyze:Distribution (Y ).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X)
Distribution (Y')

Fit (Y X)

Multivariate (Y X)

Figure 12.3. Analyze Menu

This creates a distribution window, as shown in Figure 12.4. A box plot, histogram,
Moments table, and Quantiles table appear by default. With these graphs and
tables, you can examine important features of a distribution.
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— SAS: Distribution SASUSER. GPA (T
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Figure 12.4. Distribution Analysis

182



Creating the Distribution Analysis

Box Plot

A box plot is a schematic representation of a distribution. The vertical lines in the
box mark the 25th, 50th, and 75th percentiles of the data. The pth percentile of a
distribution is the value such that p percent of the observations fall at or below it. The
50th percentile is also called the median, and the 25th and 75th percentiles are called
quartiles.

The narrow boxes extending to the left and right are called whiskers. Whiskers extend
from the quartiles to the farthest observation not farther than 1.5 times the distance
between the quartiles (the interquartile range). Beyond the whiskers, extreme obser-
vations are plotted individually.

The box plot gives a concise picture of the distribution and emphasizes any extreme
values. This particular box plot appears fairly symmetric, with median around 600.
You can see two extreme values.

—> Identify the extreme observations by clicking on them.

SAS: Distribution SASUSER.GPA

Edit Hnalyze Tables Graphs Curves ¥ors Help

40 m217

Figure 12.5. Identifying Extreme Observations

These are observations 40 and 217. When you click on them, the observations are
selected in the box plot, the histogram, and the data window as well.

@ Related Reading: Box Plots, Chapter 33.
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= Click in the upper left corner of the data window.
This displays the data pop-up menu.

Find Next

Move to First
Move to Last
Sort...

New Observations
New Variables
Define Variables...
Fill Values...
Extract

Data Options...

Figure 12.6. Data Pop-up Menu

= Choose Find Next from the pop-up menu.
This scrolls the data window to the next selected observation, as shown in Figure
12.7. By choosing Find Next again, you can examine all values for the extreme
observations.
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Figure 12.7. Extreme Observation in Data Window
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Histogram

A histogram is a bar chart of an interval variable. In a histogram, the interval repre-
sented by a bar is called a bin. Instead of a frequency axis, histograms in a distribution
analysis use a density axis to measure the fractional distribution over a given interval.

Examine the histogram of SATM. The shape of the distribution is fairly symmetric
except for slight skewing in the left tail. The distribution’s center is around 600.

SAS: Distribution SASUSER. GPA
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Figure 12.8. Histogram of SATM

A histogram is a good tool for visually examining the distribution. However, changes
in the width and position of the bars can greatly affect your perception of the shape of
the distribution. The histogram illustrated in Figure 12.8 is only one representation
of the distribution of SATM. It is easy to change the bar widths and positions with
SAS/INSIGHT software to explore many different histograms.

—> Choose Edit:Windows:Tools.
This displays the tools window, as shown in Figure 12.9.

= Click on the hand in the tools window.
The cursor changes shape from an arrow to a hand.
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Figure 12.9. Tools Window

—> Move the cursor back to the distribution window and click on the histogram.
This changes the width of the bars in proportion to the distance of the hand tool from
the base of the bars. If the hand tool is close to the base of the bars, the bars are wide,
as shown in Figure 12.10.

SAS: Distribution SASUSER. GPA

File Edit Hnalyze Tables Graphs Curves ¥ars Help
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Figure 12.10. Clicking Close to the Base of the Bars

If the hand tool is far from the base of the bars, clicking makes the bars narrow, as
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shown in Figure 12.11.

SAS: Distribution SASUSER. GPA

File Edit HAnalyze Tables Graphs Curves ¥ses Help

Figure 12.11. Clicking Far from the Base of the Bars

—> Press the mouse button and hold it down as you move horizontally over the bars.
Notice how the histogram changes as you move the hand. As you move horizontally,
the bin width does not change, but the bins start at different locations. When the hand
is at the left of the histogram, the bins start at an integral multiple of the bin width.
When the hand moves toward the right, the bins are offset an amount proportional to
the distance of the hand across the histogram.

—> Drag the hand horizontally and vertically in the histogram.
Release the mouse button when you find a histogram that captures the dominant shape
of the distribution.

= Click on the arrow in the tools window before proceeding.

@ Related Reading: Bar Charts, Chapter 32.
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Moments and Quantiles Tables

The Moments and Quantiles tables give descriptive information that quantifies
what you observe in the box plot and histogram.

SAS: Distribution SASUSER. GPA
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Figure 12.12. Moments and Quantiles Tables

In the Moments table, N is the number of nonmissing observations, Mean is the
arithmetic mean, Std Dev is the standard deviation, and Variance is the variance.
Skewness and Kurtosis are both measures of the shape of the distribution.

Skewness is a measure of the tendency of the deviations from the mean to be larger
in one direction than in the other. A positive value for Skewness indicates that the
data are skewed to the right. A negative value indicates that the data are skewed to
the left. The distribution of SATM is skewed slightly to the left, as you observed
previously; thus, the value for Skewness is negative.

Kurtosis is primarily a measure of the heaviness of the tails of a distribution. Large
values of Kurtosis indicate that the distribution has heavy tails. This statistic is
standardized so that a normal distribution has a kurtosis of 0.

The Quantiles table gives information about the variability in the data as well as
about the center of the data. Two distributions having the same center can look quite
different if the variability in the two distributions is different. This variability is
shown by the percentiles in the Quantiles table. The Quantiles table also shows
the Range of the data, the interquartile range Q3-Q1, and the Mode.
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Adding Density Estimates

A cumulative distribution function gives the proportion of the data less than each
possible value. A density function is the derivative of the cumulative distribution
function. Density estimation is the construction of an estimate of the density function
from the observed data.

Histograms are one type of density estimation. You can also plot the density function
to construct density curves. Density curves are sometimes preferred because they do
not contain the discontinuous steps present in histograms.

Distribution ( Y ) provides two types of density estimation: parametric and ker-
nel. In parametric estimation, the data are assumed to be from a known parametric
family of distributions. The normal distribution is one of the most commonly used
parametric distributions. Others include lognormal, exponential, and Weibull.

In kernel estimation, little is assumed about the functional form of the data. The data
more completely determine the shape of the density curve. Kernel estimation is a
type of nonparametric estimation.

Normal Density Curve

Begin by adding a normal density curve.

— Choose Curves:Parametric Density.

File Edit Analyze Tables Graphs Curves Vars Help

Parametric Density...

Kernel Density...

Empirical CDF

CDF Confidence Band >
Parametric CDF...

Test for a Specific Distribution...
Test for Distribution...

QQ Ref Line...

Figure 12.13. Normal Density Menu

This displays the parametric density estimation dialog in Figure 12.14. You can select
one of four distribution families, and you can use sample parameter estimates or you
can specify your own.
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SAS: Parametric Density Estimation

Figure 12.14. Parametric Density Estimation Dialog

— Click OK in the dialog.

This requests the default density estimate: a normal distribution using the sample
estimates as parameter values. The density curve is superimposed on the histogram,

as illustrated in Figure 12.15.

SAS: Distribution SASUSER.GPA
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Figure 12.15. Parametric Normal Density Estimation

In addition, a Parametric Density Estimation table that contains parameter in-
formation appears in the window. You can change the specified parameters and the

corresponding curve using the sliders next to the parameter values.
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Note that the values of Mean / Theta and Sigma are equal to the sample Mean and
Std Dev displayed in the Moments table illustrated in Figure 12.12. The density
curve follows the shape of the distribution fairly well.

= Select the density curve.
You can select the curve by clicking on either the curve in the histogram or the legend
on the table. Both the curve and the legend become highlighted.

= Choose Edit:Delete.

The selected curve and its associated table are deleted from the window.

Kernel Density Curve

A kernel density curve may follow the shape of the distribution more closely. To
construct a normal kernel density curve, one parameter is required: the bandwidth
A. The value of A\ determines the degree of smoothing in the estimate of the density
function. You can either specify a value of A, or you can let SAS/INSIGHT software
find a value based on minimizing an estimate of the mean integrated square error
(MISE).

= Choose Curves:Kernel Density.

3AS: Kernel Density Estimation

hd
g

| e

Figure 12.16. Kernel Density Estimation Dialog
= Click OK in the dialog.

The kernel density curve is constructed with a bandwidth based on the approximated
mean integrated square error (AMISE), and it provides a good visual representation
of the distribution, as illustrated in Figure 12.17. A table containing the bandwidth
and the AMISE is also added to the window.
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SAS: Distribution SASUSER.GPA
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Figure 12.17. Kernel Density Estimate

The C Value slider in the table can be used to change the C value of the kernel
estimate. You can use the slider in three ways:

e click the arrow buttons
e click within the slider

e drag within the slider

= Click the left arrow button in the slider.
This decreases the C value by half. As the C value decreases, the density estimate
becomes less smooth, as illustrated in Figure 12.18.

= Click within the slider, just to the right of the slider control.
This moves the slider control to the position where you click. The C value is set
to a value proportional to the slider position. On most personal computers, clicking
within the slider is the fastest way to adjust a curve.

= Drag the slider control left and right.
When you drag the slider, its speed depends on the number of data points, the type
of curve, and the speed of your host. Depending on your host, you may be able to
improve the speed of the dynamic graphics with an alternate drawing algorithm. To
try this, choose Edit:Windows:Graph Options, and set the Fast Draw option.
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SAS: Distribution SASUSER.GPA

File Edit HfAnalyze Tables Graphs Curves ¥ers Help
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Figure 12.18. Kernel Density Estimate with a Smaller C Value
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Testing Distributions

You can add a graph to examine the cumulative distribution function, and you can
test for distributions by using the Kolmogorov statistic.

— Choose Curves:CDF Confidence Band:95%.

File Edit Analyze Tables Graphs Curves Vars Help

Parametric Density...
Kernel Density...

Empirical CDF
CDF Confidence Band

Parametric CDF...
Test for a Specific Distribution...
Test for Distribution...

QQ Ref Line...

Figure 12.19. Confidence Band Menu

99%
98%
95%
90%
80%
Other...

This adds a graph of the cumulative distribution function with 95% confidence bands,

as illustrated in Figure 12.20.
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SAS: Distribution SASUSER.GPA
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Figure 12.20. Cumulative Distribution Function

— Choose Curves:Test for Distribution.
This displays the test for distribution dialog. The default settings test whether the
data are from a normal distribution.

SAS: Test for Distribution

Figure 12.21. Test for Distribution Dialog

= Click OK in the dialog.
This adds a curve to the graph and a Test for Distribution table to the window, as
illustrated in Figure 12.22.
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SAS: Distribution SASUSER.GPA
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Distribution  Hean/Theta Sigma Kolmogorov D
Normal 595.2857 86.4014 0.6501

Figure 12.22. Test for Normal Distribution

The smooth curve in the graph represents the fitted normal distribution. It lies quite
close to the irregular curve representing the empirical distribution function. The Test
for Distribution table contains the mean (Mean / Theta) and standard deviation
(Sigma) for the data along with the results of Kolmogorov’s test for normality. This
tests the null hypothesis that the data come from a normal distribution with unknown
mean and variance. The p-value (Prob > D), also referred to as the probability value
or observed significance level, is the probability of obtaining a D statistic greater than
the computed D statistic when the null hypothesis is true. The smaller the p-value,
the stronger the evidence against the null hypothesis. The computed p-value is large
(>0.15), so there is no reason to conclude that these data are not normally distributed.

@ Related Reading: Distributions, Chapter 38.
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Chapter 13
Fitting Curves

You can use Fit (Y X) to fit curves when you have one X variable. Curve-fitting
helps you identify trends and relationships in two-dimensional data. SAS/INSIGHT
software offers both parametric and nonparametric methods to fit curves. You can
generate confidence ellipses, fit parametric polynomials with confidence curves, and
fit nonparametric curves using spline, kernel, and loess estimators.

— SAS: Fit 1 SASUSER.MININGX
File Edit Analyze Tables Graphs Curves Yars Help
»| DRILTIHE = DEPTH
Response Distribution: Hormal
Link Function: Identity
|ﬂ Hodel Equation |
[DRILTIME = 5.0940 + ©0.0122 DEPTH |
.
12+ . A
m
’ n
L]
1]
R 16
I
L
T
I 8
H
E
6
¥ DEPTH
LI Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial} DF Hean Square OF  Hean Squarve . R=Square . F Stat . Pr > F
— 1 =10 = 1 159.9933 78 1.4840 0.5802 | 107.81 |  <.0001
LI Kernel Fit
Curve Height : Hethod C Value Bandwidth DF R-Square HMSE HSE{GLV}
Novrmal | C 0.2669 [l - 22.2246 7.646 0.7801 0.8380 0.9266
ﬂ Loess Fit
Curve Type : Height H_Interval iHethod Alpha K DF R-Square MSE HSE{GLV)
Linea : Tri-Cub 128  GCV 0.0930 =l Il I 7. 23.005 6.8927 6.5193 9.7289
~]

Figure 13.1. Fit Window with Several Curves
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Parametric Regression Fits

Fitting a curve produces a visual display that reflects the systematic variation of the
data. In this section, you will fit polynomial curves using a subset of the MINING
data set described in Chapter 1, “Getting Started.”

= Open the MININGX data set.
— Choose Analyze:Fit (Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y')
Box Plot/Mosaic Plot (Y')
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Multivariate (Y X)
Figure 13.2. Analyze Menu

The fit variables dialog appears, as shown in Figure 13.3.

Figure 13.3. Fit Variables Dialog
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— Select the variable DRILTIME, then click the Y button.
DRILTIME appears in the Y variables list.

— Select the variable DEPTH, then click the X button.
DEPTH appears in the X variables list.

— Click the Output button.
The fit output options dialog, shown in Figure 13.4, appears on your display.

SAS: Fit (¥ X))

_
o
u
_
o
_
o
_|
o
o
o
I
o

Figure 13.4. Fit Output Options Dialog

In the output options dialog, you specify which curves and tables will appear in the
fit window. The default curve is a polynomial of degree one, that is, a line. The
options set by default in this dialog are appropriate aids to a careful modeling of the
data. They are not needed here where the purpose is to produce a visual display that
reflects the trend of the data.

= Turn off all check boxes by clicking on any that are highlighted.

— Click the OK button in all dialogs.
A fit window appears, as shown in Figure 13.5.
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= SAS: Fit SASUSER.MINING>

File Edit Analyze Tables Graphs Curves Wars Help

| DRILTIHE = DEPTH
Response Distribution: Mormal
Link Function: Identity
!J Model Equation
DRILTIHE = 5.0940 + 6.06122 DEPTH
124
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R 16+
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T
1 2
H
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6
160 200 300 400
» DEPTH
!J Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
1 i = 1 159.9933 78 1.4840 0.5802 167.81 <.0001

-

Figure 13.5. Fit Window with Line

The fit window contains a plot of DRILTIME by DEPTH along with a table sum-
marizing the fit. A simple regression line is superimposed on the plot; it follows the
linear trend of the data. Notice, though, that the plot shows curvature that a straight
line cannot follow.

First examine the Parametric Regression Fit table corresponding to these data.
The R-Square value is 0.5802, which means that 58% of the variation in drilling
times is explained by DEPTH. The rest of this table contains statistics pertinent to
hypothesis testing, and they are discussed in Chapter 14, “Multiple Regression.”

Changing the Polynomial Degree

Examine the Parametric Regression Fit table in Figure 13.6. Note that next to
the polynomial degree is a slider that enables you to change the degree of polynomial
fit to try to account for the curvature in the plot not explained by the straight line.

You can use the slider in three ways to adjust curves:

e click the arrow buttons

e click within the slider
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e drag within the slider

= Click the left arrow button in the slider.
This decreases the degree of the polynomial to zero. A zero-degree polynomial fit is
just a mean line.

—

SAS: Fit SASUSER.MINING>

Parametric Regression Fits

File Edit Analyze Tables Graphs Curves Wars Help
i
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R 16+
I
L
T
I 2
H el
E o s
6
160 200 300 400
» DEPTH
LI Parametric Regression Fit
Hodel Ervor
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
o =i = 0 79 3.4905 /
)

Figure 13.6. Fit Window with Mean Line

—> Click twice on the right arrow button in the slider.
This increases the polynomial degree to 2, a quadratic fit, as shown in Figure 13.7.
The quadratic fit does a much better job accounting for the curvature in the plot. Note
also that the R-Square value for the quadratic polynomial has increased to over
70%. You can fit successively higher-degree polynomials that continue to increase
the R-Square value; but beyond a certain degree, small increases in R-Square do
not compensate for the intuitive appeal in fitting a low degree polynomial.
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= SAS: Fit SASUSER.MINING>

File Edit Analyze Tables Graphs Curves Wars Help
124
1]
R 16+
I
L
T
1 2
H
E
6
160 200 300 400
» DEPTH
LI Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
2 i b= 2 97.0521 77 1.06603 6.7639 91.53 <.0001

Figure 13.7. Quadratic Fit

—> Click within the slider, just to the right of the slider control.
This moves the slider control to the position where you click. The polynomial degree
is set to a value proportional to the slider position. On most personal computers,
clicking within the slider is the fastest way to adjust a curve.

—> Drag the slider control left and right.
When you drag the slider, its speed depends on the number of data points, the type
of curve, and the speed of your host. Depending on your host, you may be able to
improve the speed of the dynamic graphics with an alternate drawing algorithm. To
try this, choose Edit:Windows:Graph Options, and set the Fast Draw option.

1 Note: The Degree(Polynomial) is the degree being specified in the polynomial fit,
and the Model DF is the polynomial degree actually fitted.

To avoid unnecessary computation, the maximum degree that can be actually fitted
is not calculated, and the maximum Degree(Polynomial) in the slider is set to be
the number of unique X variable values minus 1. When a polynomial term for the X
variable in the specified polynomial fit is a linear combination of its lower polynomial
terms, the Degree(Polynomial) will be greater than the Model DF; that is, the
degree actually fitted is less than the degree specified in these cases..
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Adding Curves

You can add curves to a scatter plot in the fit window in two ways. You can choose
from the Curves menu or you can select Edit:Windows:Renew to reset the fit
output options. When you add a curve from the Curves menu, SAS/INSIGHT adds
either a new table entry or a whole new table that contains a summary of the new
curve fit. Suppose you want to compare polynomial fits of different degree directly
on the scatter plot. Begin by adding a second polynomial fit to the plot.

—> Choose Curves:Polynomial.

File Edit Analyze Tables Graphs Curves Vars Help

Confidence Ellipse >
Confidence Curves >
Polynomial...

Spline...

Kernel...

Loess...

Local Polynomial, Fixed Bandwidth...

Figure 13.8. Curves Menu

This displays the polynomial fit dialog shown in Figure 13.9.

—
SAS: Polynomial Fit

Figure 13.9. Polynomial Fit Dialog

— Set the degree for the new polynomial to 3 and click OK.
This adds a cubic polynomial fit to the scatter plot, as shown in Figure 13.10.

Now you have two polynomial fits in the window. Note that an entry for the cubic
polynomial has been added to the Parametric Regression Fit table. Each entry
in the table has its own slider so that you can adjust the degree of either polynomial
to compare any pair of fits.
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—

SAS: Fit SASUSER.MINING>

File Edit Analyze Tables Graphs Curves Wars Help
124 .
D /
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6
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» DEPTH
LI Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
2 2 97.0521 7 1.0663 6.7639 91.53 <0001
3 =l = 3 66.8341 76 0.3900 6.7271 67.51 <.0001

-

Figure 13.10. Fit Window with Two Polynomial Fits

Line Colors, Patterns, and Widths

Notice in Figure 13.10 that it is difficult to distinguish the two polynomial curves.
On color displays, curve colors are chosen by default to contrast with the window
background color and with existing curves. Curves are always drawn as solid lines
by default. You can set default curve widths with display options. You can use the
Tools window to change any of these curve features.

= Choose Edit:Windows:Tools to display the tools window.

The tools window displays a palette of colors, three line patterns, and five curve
widths that you can choose for the selected curve, as shown in Figure 13.11
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5AS: Tools

Figure 13.11.

Tools Window

Parametric Regression Fits

= Click on the cubic fit curve legend to select the curve.
Clicking on either the legend or the curve highlights both the legend and the curve.

—

SAS: Fit SASUSER.MININGX =L
File Edit Analyze Tables Graphs Curves Wars Help
i
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R 16+
I
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E o -
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B_ LI} -
160 200 300 400
|. DEPTH
|i Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
2 2 97.0521 7 1.0663 6.7639 91.53 <0001
3 b= 3 66.8341 76 0.9900 6.7271 67.51 <.0001 /

-

Figure 13.12. Cubic Fit Curve Selected

—> In the Tools window, click on the dotted line pattern.
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Again note that the legend in the table matches the new curve pattern.

= SAS: Fit SASUSER.MINING>

File Edit Analyze Tables Graphs Curves Wars Help
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LI Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF Mean Square DF Mean Square : R-5quare | F Stat Pr > F
2 2 97.0521 7 1.0663 6.7639 91.53 <0001
3 =l = 3 66.8341 76 0.3900 6.7271 67.51 <.0001

Figure 13.13. New Pattern for Cubic Fit

= Click in any blank area of the fit window to deselect the curve.
You can select a curve again and try various colors, patterns, or widths.

— Select the Parametric Regression Fit table.

= Choose Edit:Delete.
The selected parametric regression fit table and its associated curves are deleted from
the window.

Nonparametric Fits

SAS/INSIGHT software provides nonparametric curve-fitting estimates from
smoothing spline, kernel, loess, and fixed bandwidth local polynomial estimators
that are alternatives to fitting polynomials. Because nonparametric methods allow
more flexibility for the functional dependence of Y on X than a typical parametric
model does, nonparametric methods are well suited for situations where little is
known about the process under study.

To carry out a nonparametric regression, you need first to determine the smooth-
ness of the fit. With SAS/INSIGHT software, you can specify a particular value
for a smoothing parameter, specify a particular degrees of freedom for a smoother,
or request a default best fit. The data are then smoothed to estimate the regression
curve. This is in contrast to the parametric regression where the degree of the poly-
nomial controls the complexity of the fit. For the polynomial, additional complexity
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can result in inappropriate global behavior. Nonparametric methods allow local use
of additional complexity and thus are better tools to capture complex behavior than
polynomials.

Normal Kernel Fit

To add a normal kernel estimate in the MININGX fit window from the preceding
section, follow these steps.

= Choose Curves:Kernel.
This displays the kernel fit dialog, as shown in Figure 13.14.

SAS: Kernel Fit

Figure 13.14. Kernel Fit Dialog
= Click on OK in the dialog to display the kernel fit, as shown in Figure 13.15.
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— SAS: Fit SASUSER.MININGX
File Edit Analyze Tables Graphs Curves Vars Help
12
D
] 16
I
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I J
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B_
160 260 360 460
LI DEPTH
LI Kernel Fit
Curve Height : Hethod C Value Bandwidth DOF R-Square HSE HSE{GCY)
Normal | GCV 0.0944 | [ = 7.8576 20.759 0.8820 9.5433 a.7417

i

Figure 13.15. Normal Kernel Fit

By default, the optimal kernel smoothness is estimated based on mean square error
using generalized cross validation (GCV). Cross validation leaves out points (x;, y;)
one at a time and computes the kernel regression at x; based on the remaining n-1
observations. Generalized cross validation is a weighted version of cross validation
and is easier to compute. This estimation is carried out for a number of different
values of the smoothing parameter, and the value that minimizes the estimated mean
square error is selected (Hastie and Tibshirani 1990). This technique is described in
detail in Chapter 39, “Fit Analyses.” Note that in Figure 13.15, the Kernel Fit table
shows the Method as GCV.

You can change the degree of smoothness by using the slider in the Kernel Fit table
to change the value of ¢. Higher values of ¢ result in smoother curves closer to
a straight line; smaller values produce more flexible curves. It is often necessary to
experiment with several values before finding one that fits your data well. See Chapter
39, “Fit Analyses,” for detailed information about kernels and the ¢ parameter. Note
that if you use the slider to change the value of ¢, the Method entry also changes.

The Kernel Fit table contains several statistics for comparing the kernel fit to other
fits. The table contains the bandwidth or smoothing parameter of the kernel that cor-
responds to the value of ¢. The column labeled DF gives the approximate degrees
of freedom for the kernel fit. Smoother curves have fewer degrees of freedom and
result in lower values of R? and possibly higher values of mean square error. R-
square measures the proportion of the total variation accounted for by the kernel fit.
MSE(GCYV) is an estimate of the mean square error using generalized cross valida-
tion. These statistics are also discussed in Chapter 39, “Fit Analyses.”

This kernel tracks the data fairly well. The fit requires 20.759 degrees of freedom, in-

212



dicating that the model may still be under-smoothed. The generalized cross validation
method often results in under-smoothed fits, particularly with small data sets (Hastie
and Tibshirani 1990). In this case, the data were collected from a single drilling hole,
and this can lead to spurious cyclical patterns in the data caused by autocorrelation.
The curve may be tracking these cycles. A smoother fit is probably desirable.

= Click three times on the right arrow in the slider.
This results in a smoother kernel fit, as shown in Figure 13.16.

—

SAS: Fit SASUSER. MINING>

Nonparametric Fits

File Edit Analyze Tables Graphs Curves Wars Help
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ﬂ DEPTH
ﬂ Kernel Fit
Curve Height i Hethod C ¥alue Bandwidth DF R-Square MSE MSE{GCV)
Novrmal : C 0.2669 =) 1 ™ 22.2246 7.646 a.7801 6.8380 0.9266 ;
| ]

Figure 13.16. Normal Kernel Fit Made Smoother

Loess Smoothing

Loess smoothing is a curve-fitting technique based on local regression (Cleveland
1993). To fit a loess curve to the mining data, follow these steps:

— Choose Curves:Loess to display the loess fit dialog.
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SAS: Loess Fit

Figure 13.17. Loess Fit Dialog

= Click on OK in the dialog to display the loess fit, as shown in Figure 13.18.
As with the kernel fit, the best fit for loess smoothing is determined by general-
ized cross validation (GCV). GCV and other aspects of curve-fitting are described
in Chapter 39, “Fit Analyses.”

You can also output predicted values from fitted curves. To output predicted values
from the preceding loess fit, do the following:

—> Choose Vars:Predicted Curves:Loess.
This displays the same loess fit dialog as shown in Figure 13.17.

= Click on OK in the dialog to output the predicted values from the loess fit
A new variable, PL_DRILT, should now be added to the data window.
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= SAS: Fit SASUSER.MININGX
File Edit Analyze Tables Graphs Curves Vars Help
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H Loess Fit
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Figure 13.18. Loess Fit

You can use the slider control to adjust the loess curve just as with other curves. For
loess, the slider controls the « value for the fit. The greater the « value, the smoother

the fit.

On rare occasions, you may want to fit a curve for o values outside the bounds of the
slider. For loess and other curves, the bounds of the slider are chosen for best fit in
most cases. If you need to fit a curve with unusual parameter values, you can specify

these values in the curve dialog.

@ Related Reading: Fit Curves, Chapter 39.
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Chapter 14
Multiple Regression

You can create multiple regression models quickly using the fit variables dialog. You
can use diagnostic plots to assess the validity of the models and identify potential out-
liers and influential observations. You can save residuals and other output variables
from your models for future analysis.

]|
= SAS: Fit SASUSER.GPA ]

File Edit Analyze Tables Graphs urwes Vars Help
Ja
»| cPA = HSH HSS HSE
Response Distribution: Hormal
Link Function: Identity
LI Hodel Equation
GPA = 2.5893 + 0_1686 HSH + 0.0343 HS55 + 0.0451 HSE
LI Summary of Fit
Hean of Response 4_6352 | R=Square 0.2046
Root HSE 0_.6998 | Adj R-5q 0.1937
LI Analysis of Yariance
Source DF Sum of Squares | Hean Square | F Stat Pr > F
Hodel 3 27.7123 9.2374 18.86 <.0001
Error 220 187 . 7505 9.4898
C Total 223 135.4628
LI Type III Tests
Source DF Sum of Squares : Hean Square F Stat Pr > F
H5H 1 11.0478 11.6478 22.56 <.0001
H55 1 0.4088 9.4088 0.83 9.3619
HSE 1 0._6654 0_6654 1.36 9.2451
| Parameter Estimates
Variable DF Estimate Std Ervor t Stat Pr )Itl Tolerance @ Var Inflation
Intercept 1 2.5899 0.2942 8.80 <.0001 . 4]
H5H 1 0.1686 9.0355 4.75 <.0001 0.6492 1.5462
H55 1 0.0343 9.0376 8.91 9.3619 9.5389 1.8555
HSE 1 0.0451 0.0387 1.17 9.2451 9.6451 1.5501
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Figure 14.1. Multiple Regression Analysis
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Creating the Analysis

The GPA data set contains data collected to determine which applicants at a large
midwestern university were likely to succeed in its computer science program. The
variable GPA is the measure of success of students in the computer science program,
and it is the response variable. A response variable measures the outcome to be
explained or predicted.

Several other variables are also included in the study as possible explanatory variables
or predictors of GPA. An explanatory variable may explain variation in the response
variable. Explanatory variables for this example include average high school grades
in mathematics (HSM), English (HSE), and science (HSS) (Moore and McCabe
1989).

To begin the regression analysis, follow these steps.
— Open the GPA data set.
—> Choose Analyze:Fit (Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y')
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X))
Contour Plot (ZY X))
Rotating Plot (ZY X)
Distribution (Y)

Fit (Y X)

Multivariate (Y X)

Figure 14.2. Analyze Menu

The fit variables dialog appears, as shown in Figure 14.3. This dialog differs from
all other variables dialogs because it can remain visible even after you create the fit
window. This makes it convenient to add and remove variables from the model. To
make the variables dialog stay on the display, click on the Apply button when you are
finished specifying the model. Each time you modify the model and use the Apply
button, a new fit window appears so you can easily compare models. Clicking on OK
also displays a new fit window but closes the dialog.
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Figure 14.3. Fit Variables Dialog

— Select the variable GPA in the list on the left, then click the Y button.
GPA appears in the Y variables list.

— Select the variables HSM, HSS, and HSE, then click the X button.
HSM, HSS, and HSE appear in the X variables list.
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SAS: Fit({ ¥ X)

[

Figure 14.4. Variable Roles Assigned

= Click the Apply button.
A fit window appears, as shown in Figure 14.5.
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SAS: Fit SASUSER.GPA

Creating the Analysis
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Figure 14.5. Fit Window

This window shows the results of a regression analysis of GPA on HSM, HSS, and
HSE. The regression model for the ith observation can be written as

GPA; = (o + S1HSM; + 52HSS; + BsHSE; + ¢;
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where GPA, is the value of GPA; 3 to O3 are the regression coefficients (parameters);
HSM;, HSS;, and HSE; are the values of the explanatory variables; and ¢; is the ran-
dom error term. The ¢;’s are assumed to be uncorrelated, with mean 0 and variance

a2
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Creating the Analysis

By default, the fit window displays tables for model information, Model Equation,
Summary of Fit, Analysis of Variance, Type lll Tests, and Parameter
Estimates, and a residual-by-predicted plot, as illustrated in Figure 14.5. You can
display other tables and graphs by clicking on the Output button on the fit variables
dialog or by choosing menus as described in the section “Adding Tables and Graphs”
later in this chapter.

Model Information

Model information is contained in the first two tables in the fit analysis. The first table
displays the model specification, the response distribution, and the link function. The
Model Equation table writes out the fitted model using the estimated regression
coefficients Bo to 33:

GPA = 2.5899 + 0.1686 HSM -+ 0.0343 HSS + 0.0451 HSE

Summary of Fit

The Summary of Fit table contains summary statistics including Root MSE and
R-Square. The Root MSE value is 0.6998 and is the square root of the mean
square error given in the Analysis of Variance table. Root MSE is an estimate of
o in the preceding regression model.

The R-Square value is 0.2046, which means that 20% of the variation in GPA
scores is explained by the fitted model. The Summary of Fit table also contains an
adjusted R-square value, Adj R-Sq. Because Adj R-Sq is adjusted for the number
of parameters in the model, it is more comparable over models involving different
numbers of parameters than R-Square.

Analysis of Variance

The Analysis of Variance table summarizes information about the sources of vari-
ation in the data. Sum of Squares represents variation present in the data. These
values are calculated by summing squared deviations. In multiple regression, there
are three sources of variation: Model, Error, and C Total. C Total is the total sum
of squares corrected for the mean, and it is the sum of Model and Error. Degrees
of Freedom, DF, are associated with each sum of squares and are related in the same
way. Mean Square is the Sum of Squares divided by its associated DF (Moore
and McCabe 1989).

If the data are normally distributed, the ratio of the Mean Square for the Model to
the Mean Square for Error is an F statistic. This F statistic tests the null hypoth-
esis that none of the explanatory variables has any effect (that is, that the regression
coefficients 1, (B2, and (O3 are all zero). In this case the computed F statistic (labeled
F Stat) is 18.8606. You can use the p-value (labeled Pr > F) to determine whether
to reject the null hypothesis. The p-value, also referred to as the probability value
or observed significance level, is the probability of obtaining, by chance alone, an F
statistic greater than the computed F statistic when the null hypothesis is true. The
smaller the p-value, the stronger the evidence against the null hypothesis.
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In this example, the p-value is so small that you can clearly reject the null hypothesis
and conclude that at least one of the explanatory variables has an effect on GPA.

Type lll Tests

The Type lll Tests table presents the Type III sums of squares associated with the
estimated coefficients in the model. Type III sums of squares are commonly called
partial sums of squares (for a complete discussion, refer to the chapter titled “The
Four Types of Estimable Functions” in the SAS/STAT User’s Guide). The Type 111
sum of squares for a particular variable is the increase in the model sum of squares
due to adding the variable to a model that already contains all the other variables in
the model. Type III sums of squares, therefore, do not depend on the order in which
the explanatory variables are specified in the model. Furthermore, they do not yield
an additive partitioning of the Model sum of squares unless the explanatory variables
are uncorrelated (which they are not for this example).

F tests are formed from this table as explained previously in the “Analysis of
Variance” section. Note that when DF = 1, the Type III F statistic for a given param-
eter estimate is equal to the square of the ¢ statistic for the same parameter estimate.
For example, the T Stat value for HSM given in the Parameter Estimates table
is 4.7494. The corresponding F Stat value in the Type Ill Tests table is 22.5569,
which is 4.7494 squared.

Parameter Estimates

The Parameter Estimates table, as shown in Figure 14.5, displays the parameter
estimates and the corresponding degrees of freedom, standard deviation, ¢ statistic,
and p-values. Using the parameter estimates, you can also write out the fitted model:

GPA = 2.5899 + 0.1686HSM -+ 0.0343HSS + 0.0451HSE.

The ¢ statistic is used to test the null hypothesis that a parameter is O in the model.
In this example, only the coefficient for HSM appears to be statistically significant
(p <0.0001). The coefficients for HSS and HSE are not significant, partly because
of the relatively high correlations among the three explanatory variables. Once HSM
is included in the model, adding HSS and HSE does not substantially improve the
model fit. Thus, their corresponding parameters are not statistically significant.

Two other statistics, tolerance and variance inflation, also appear in the Parameter
Estimates table. These measure the strength of interrelationships among the ex-
planatory variables in the model. Tolerances close to 0 and large variance inflation
factor values indicate strong linear association or collinearity among the explana-
tory variables (Rawlings 1988, p. 277). For the GPA data, these statistics signal
no problems of collinearity, even for HSE and HSS, which are the two most highly
correlated variables in the data set.
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Residuals-by-Predicted Plot

SAS/INSIGHT software provides many diagnostic tools to help you decide if your
regression model fits well. These tools are based on the residuals from the fitted
model. The residual for the ith observation is the observed value minus the predicted
value:

GPA; — GPA,.

The plot of the residuals versus the predicted values is a classical diagnostic tool used
in regression analysis. The plot is useful for discovering poorly specified models or
heterogeneity of variance (Myers 1986, pp. 138-139). The plot of R_GPA versus
P_GPA in Figure 14.5 indicates no such problems. The observations are randomly
scattered above and below the zero line, and no observations appear to be outliers.

227



Techniques <+ Multiple Regression

Adding Tables and Graphs

The menus at the top of the fit window enable you to add tables and graphs to the fit
window and output variables to the data window. When there is only one X variable,
you can also fit curves as described in Chapter 13, “Fitting Curves.”

Following are some examples of tables and graphs you can add to a fit window.

Collinearity Diagnostics Table

— Choose Tables:Collinearity Diagnostics.

File Edit Analyze Tables Graphs Curves Vars Help

v Model Equation
X'X Matrix

v Summary of Fit

v Analysis of Variance/Deviance
Type I/l (LR) Tests

v Type Il (Wald) Tests
Type Il (LR) Tests

v Parameter Estimates
C.I. (Wald) for Parameters >
C.l. (LR) for Parameters >
Collinearity Diagnostics
Estimated Cov Matrix
Estimated Corr Matrix

Figure 14.6. Tables Menu

This displays the table shown in Figure 14.7.

BAS: Fit SASUSER.GPA

File Edit Analyze Tables Graphs Curvss Vars Help

!J Collinearity Diagnostics

Variance Proportion

Eigenvalue

Condition Index

Intercept

H5H

H55

3.3453
0.0216
6.0135
0.0136

1.0000
13.5083
14.2404
17.0416

0.0016
0.6378
0.0443
8.3163

0.0015
0.1018
0.6337
0.2630

0.0014
0.3579
0.03973
0.5428

Figure 14.7. Collinearity Diagnostics Table
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When an explanatory variable is nearly a linear combination of other explanatory
variables in the model, the estimates of the coefficients in the regression model are
unstable and have high standard errors. This problem is called collinearity. The
Collinearity Diagnostics table is calculated using the eigenstructure of the X’ X
matrix. See Chapter 13, “Fitting Curves,” for a complete explanation.

A collinearity problem exists when a component associated with a high condition
index contributes strongly to the variance of two or more variables. The highest
condition number in this table is 17.0416. Belsley, Kuh, and Welsch (1980) propose
that a condition index of 30 to 100 indicates moderate to strong collinearity.

Partial Leverage Plots

Another diagnostic tool available in the fit window is partial leverage plots. When
there is more than one explanatory variable in a model, the relationship of the resid-
uals to one explanatory variable can be obscured by the effects of other explanatory
variables. Partial leverage plots attempt to reveal these relationships (Rawlings 1988,
pp- 265-266).

— Choose Graphs:Partial Leverage.

File Edit Analyze Tables Graphs Curves Vars Help

v Residual by Predicted
Residual Normal QQ
Partial Leverage
Surface Plot

Figure 14.8. Graphs Menu
This displays the graphs shown in Figure 14.9.

— SAS: Fit SASUSER.GPA
File Edit Analyze Tables Graphs Cirwss Vars Help
2 2
6 2
P 2 -
A b G 6
T P P P .
H fi A A 1
1 - @ = - 0 ! - 0
e H T H T H -
v 5 5 s ] .
e o H 5 A E .
P K .
T -2 -2 -t
. -2 . : -2
0.8 8.2 0.4 4 -2 [ 2 -4 -2 ] 2 -2 0
» ¥_Intercept ¥ %_HSH Ll X_HSS ¥ ¥_HSE

Figure 14.9. Partial Leverage Plots
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In each plot in Figure 14.9, the x-axis represents the residuals of the explanatory vari-
able from a model that regresses that explanatory variable on the remaining explana-
tory variables. The y-axis represents the residuals of the response variable calculated
with the explanatory variable omitted.

Two reference lines appear in each plot. One is the horizontal line Y=0, and the
other is the fitted regression line with slope equal to the parameter estimate of the
corresponding explanatory variable from the original regression model. The latter
line shows the effect of the variable when it is added to the model last. An explanatory
variable having little or no effect results in a line close to the horizontal line Y=0.

Examine the slopes of the lines in the partial leverage plots. The slopes for the plots
representing HSS and HSE are nearly 0. This is not surprising since the coefficients
for the parameter estimates of these two explanatory variables are nearly 0. You will
examine the effect of removing these two variables from the model in the section
“Modifying the Model” later in this chapter.

Curvilinear relationships not already included in the model may also be evident in
a partial leverage plot (Rawlings 1988). No curvilinearity is evident in any of these
plots.

Residual-by-Hat Diagonal Plot

The fit window contains additional diagnostic tools for examining the effect of ob-
servations. One such tool is the residual-by-hat diagonal plot. Hat diagonal refers to
the diagonal elements of the hat matrix (Rawlings 1988). Hat diagonal measures the
leverage of each observation on the predicted value for that observation.

Choosing Fit (Y X) does not automatically generate the residual-by-hat diagonal plot,
but you can easily add it to the fit window. First, add the hat diagonal variable to the
data window.

—> Choose Vars:Hat Diag.
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File Edit Analyze Tables Graphs Curves Vars Help

Hat Diag

Predicted

Linear Predictor

Predicted Surface >
Predicted Curves >
Residual

Residual Normal Quantile
Standardized Residual
Studentized Residual
Generalized Residuals »
Partial Leverage X

Partial Leverage Y

Cook's D

Dffits

Covratio

Dfbetas

Figure 14.10. Vars Menu

This adds the variable H_GPA to the data window, as shown in Figure 14.11. (The
residual variable, R_GPA, is added when a residual-by-predicted plot is created.)

3A5: SASUSER.GPA

Edit Hnalyze Ysbies GHraphs Lurves Yars Help

[ Int [ Int [ Int [ Int [ Int |
& H55 |GPA_HS55| X _HSE |GPA_HSE| H_GPA
B._.3568: 02625 0_8277 0O_.2876:0.0132
-0.2327: 6.2652: 1.4111: 6.3368:0.0119
-1.4186:-6.7921:-1.3066 -8_.8024 0_0249
-0.1895: 6.3432: 6.2551: 6.3612:0.0094
2.2673: @.2365i-2.6935% 0.0372:0.6395
-1.9148:-6.2208: 6.8494 -6_.1168:0.0152
-1.7796: 6.5159: 1.2660: 6.6340:0.0153
-0.7359:-0.0861 :-06.3174 -0.0752:10.0122
B_3568:-0.2975: 0_8277 -0_.2724:0.0132
B.9494: 1.3925:-0_8495: 1.3216:0.0187

[

Mol |

| S
—t
[==]

S LD [0 ™ T (L e | (P

(=%

Jlm|m|m|mm|m |||

Figure 14.11. GPA Data Window with H_GPA Added

— Drag a rectangle in the fit window to select an area for the new plot.
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|_Lf_1|

— SAS: Fit SASUSER.GPA
File Edit Analyze Tahles Graphs Curvss Wars Help
»| GPA = H5H HS55 HSE
Response Distribution: HNormal
Link Function: Identity
|ﬂ Model Equation |
|GPFI = 2.5899 ¢+ 0.1686 H5H + 0.9343 H55 + 0.0451 H5E|
» Summary of Fit
Hean of Response 4.6352 R-5quare 0.2046
Root MSE 0.6998 : Adj R-5q 9.1937
» Analysis of Variance
Source DF Sum of Squares | Mean Square F Stat Pr > F
Hodel 3 27.7123 9.2374 18.86 <.0001
Evror 226 167.7565 6.4898 "|
C Total 223 135.4628
=]

Figure 14.12. Selecting an Area
— Choose Analyze:Scatter Plot (Y X).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X))
Contour Plot (ZY X)
Rotating Plot (ZY X))
Distribution (Y)

Fit (Y X)

Multivariate (Y X))

Figure 14.13. Analyze Menu

This displays the scatter plot variables dialog.
— Assign R_GPA the Y role and H_GPA the X role, then click on OK.
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SAS: Scatter Plot { ¥ X )

T
il

|

Jee | e
J |

o |t o o S o

Figure 14.14. Scatter Plot Variables Dialog

The plot appears in the fit window in the area you selected.

File Edit Analyze Tables Graphs Curves Wars Help
| cPa = HSH HS5 HSE
Response Distribution: Hormal
| Link Function: Identity 1 LI .
o | T
. Hodel Equation | L L -
GPA = 2.5899 + 0.1686 HSH + 0.9343 HS5 + 0.9451 H5E| E o _{_ _l":..-
6 = Y -
. Summary of Fit E I\I:b__ FO]
- -
Mean of Response 4_.6352 | R-S5quare 9_2046 -1 . L1 b
Root MSE 0.6998 Adj R-5q ©.1937 L T
.'-
|i Analysis of Wariance -2 M
Source DF Sum of Squares | Hean Square F S5tat Pr > F - . .
Hodel 3 27.7123 9.2374 18.86 <.0001 8.92 0.04 6.86
Error 220 107.7505 0.4898 2l H_GPA
C Total 223 135.4628

E

S

Figure 14.15. Residual by Hat Diagonal Plot

Belsley, Kuh, and Welsch (1980) propose a cutoff of 2p/n for the hat diagonal values,
where n is the number of observations used to fit the model and p is the number
of parameters in the model. Observations with values above this cutoff should be
investigated. For this example, H_GPA values over 0.036 should be investigated.
About 15% of the observations have values above this cutoff.

There are other measures you can use to determine the influence of observations.
These include Cook’s D, Dffits, Covratio, and Dfbetas. Each of these measures ex-
amines some effect of deleting the ith observation.
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= Choose Vars:Dffits.
A new variable, F_GPA, that contains the Dffits values is added to the data window.

Large absolute values of Dffits indicate influential observations. A general cutoff to
consider is 2. It is, thus, useful in this example to identify those observations where
H_GPA exceeds 0.036 and the absolute value of F_GPA is greater than 2. One way
to accomplish this is by examining the H_GPA by F_GPA scatter plot.

— Choose Analyze:Scatter Plot (Y X).
This displays the scatter plot variables dialog.

— Assign H_GPA the Y role and F_GPA the X role, then click on OK.
This displays the H_GPA by F_GPA scatter plot.

SAS: Scatter Plot SASUSER. GPA

Edit HAnalyze Yables Graphs Lurves ¥Yars Help

Figure 14.16. H_GPA by F_GPA Scatter Plot

None of the observations identified as potential influential observations (H_GPA >
0.036) are, in fact, influential for this model using the criterion |[F_GPA| > 2.
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Modifying the Model

It may be possible to simplify the model without losing explanatory power. The
change in the adjusted R-square value is one indicator of whether you are losing
explanatory power by removing a variable. The estimate for HSS has the largest
p-value, 0.3619. Remove HSS from the model and see what effect this has on the
adjusted R-square value.

From the fit variables dialog, follow these steps to request a new model with HSS
removed. Remember, if you click Apply in the variables dialog, the dialog stays on
the display so you can easily modify the regression model. You may need to rearrange
the windows on your display if the fit variables dialog is not visible.

= Select HSS in the X variables list, then click the Remove button.
This removes HSS from the model.

SAS: Fit( ¥ X))

Figure 14.17. Removing the Variable HSS

= Click the Apply button.
A new fit window appears, as shown in Figure 14.18.
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— SAS: Fit SASUSER.GPA = =
File Edit Analyze Tables Graphs urvss Vars Help
iy
»| cPA = HSH HSE
Response Distribution: Hormal
Link Function: Identity
|L| Hodel Equation |
|6PA = 2.6242 + 0.1827 HSH +  0.0607 HSE |
LI Summary of Fit
Hean of Response 4.6352 R=Square 9.2016
Root MSE 0.6996 : Adj R-Sq 0.1943
LI Analysis of Wariance
Source DF Sum of Squares | Mean Square | F Stat Pr > F
Hodel 2 27.3035 13.6517 27.89 <.0001
Error 221 108.1533 9.4534
C Total 223 135.4628
LI Type III Tests
Source DF Sum of Squares | Hean Squarve F Stat Pr > F
HS5H 1 15.9894 15.9894 32.67 <.0001
HSE 1 1.4936 1.4936 3.85 6.0820
LI Pavrameter Estimates
Variable DF Estimate S5td Error T Stat Pr )ltl Tolerance : Var Inflation
Intercept 1 2.6242 6.2917 9.80 <.0001 - 1]
HS5H 1 0.1827 0.0320 5.72 <.0001 0.8003 1.2495
HSE 1 0.0607 0.0347 1.75 0.0820 0.8003 1.2495
Ed 2]
+ .
= HSE .
e .
Q Ll T
2 B |
== G
P HsH n
it 1
el )
T T
1T I - " =
T T .
T I . L. L
= -2 ..
7 3.5 4.0 4.5 5.0
» » P_GPA ||

I

Figure 14.18. Fit Window with HSM and HSE as Explanatory Variables

Reposition the two fit windows so you can compare the two models. Notice that
the adjusted R-square value has actually increased slightly from 0.1937 to 0.1943.
Little explanatory power is lost by removing HSS. Notice that within this model the
p-value for HSE is a modest 0.0820. You can remove HSE from the new fit window

without creating a third fit window.

— Select HSE in the second fit window.

— Choose Edit:Delete in the second fit window.

This recomputes the second fit using only HSM as an explanatory variable.
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)
= SAS: Fit SASUSER.GPA o=
File Edit Analyze Tables Graphs Curves Vars Help
Y
> cra = HSH
Response Distribution: Hormal
Link Function: Identity
|ﬂ Hodel Equation |
|6PA = 2.9077 +  0.2076 HSH |
[
o
b
Py
A
3
2 4 3 i} 16
» HSH
» Parametric Regression Fit
Hodel Error
Curve Degree{Polynomial) DF  : Hean Square OF Hean Sguare : R=Square .| F Stat Pr > F
1 B 1 25. 6033 222 0.4339 9.1905 52.2% <.0001
» Summary of Fit
Hean of Response 4.6352 : R-Square 9.1305
Root MSE 0.7028 : Adj R-5q 9.1863
» Analysis of Wariance —
Source OF Sum of Squares : Hean Square | F Stat Pr > F
Hodel 1 25.8099 25_86993 52.25 <.0001
Evror 222 109.6523 9.43939
C Total 223 135. 4628
» Type III Tests
Source |  DOF  : Sum of Squares  Hean Square | F Stat Pr > F
H5H 1 25. 86093 25.8099 | 52.25 <.0001
> Parameter Estimates
Variable OF Estimate Std Error T Stat Pr >|t| Tolerance : Var Inflation
Intercept 1 2.9077 9.2436 11.94 <0001 - 2]
H5H 1 0.2076 0.0287 7.23 <.0001 1.6000 1.0000 7
= |

Figure 14.19. Fit Window with HSM as Explanatory Variable

The adjusted R-square value drops only slightly to 0.1869. Removing HSE from
the model also appears to have little effect. So, of the three explanatory variables you
considered, only HSM appears to have strong explanatory power.
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Saving the Residuals

One of the assumptions made in carrying out hypothesis tests in regression analy-
sis is that the errors are normally distributed (Myers 1986). You can use residuals
to check assumptions about errors. For this example, the studentized residuals are
used because they are somewhat better than ordinary residuals for assessing normal-
ity, especially in the presence of outliers (Weisberg 1985). You can create a distri-
bution window to check the normality of the residuals, as described in Chapter 12,
“Examining Distributions.”

= Choose Vars:Studentized Residual.

A variable called RT_GPA_1 is placed in the data window, as shown in Figure
14.20.

SAS: SASUSER.GPA

[
it
(=
1]

Edit HAnalyze ¥abiss Graphs Lsrves ¥ars Help

| Int | Int | Int | Int | Int |
GPA_HSE| H_GPR (R_GPA_1 |P_GPA_1 |RT_GPA_1
.2876:0.0132 -3363 9837 84791
-3368:9.0119 -3639 7761 a_5%183
8824 :0.0249 -9361 7761 -1_.3378
3612 :0_0094 - 3563 .9837 B_5085
.8372:0.03195 . 1867 1533 B8_1525
.1168:9.0152 .2185 5685 -A_311@
.h340:0._.0153 .5539 7761 a_7895
8752:0.0122 .1337 .9837 . -8_1907
272400132 2237 29837 -8_3191
-3216:0._0187 -3591 . 3609 1.9533

M

| w
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Figure 14.20. GPA Data Window with RT_GPA_1 Added

Notice the names of the last three variables. The number you see at the end of the
variable names corresponds to the number of the fit window that generated the vari-
ables. See Chapter 39, “Fit Analyses,” for detailed information about how generated
variables are named.

@ Related Reading: Linear Models, Residuals, Chapter 39.
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Chapter 15
Analysis of Variance

In this chapter, you consider analyses that use least-squares methods to fit the general
linear model. Such analyses include regression, analysis of variance, and analysis of
covariance. You can choose Analyze:Fit (Y X) to carry out an analysis of variance.
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You can use box plots to examine individual group means.

SAS: Fit SASUSER.DRUG

File Edit Analyze Tables Graphs ©urwvss Vars Help
[
LI CHANG_BP = DRUG DISEASE DRUG+DISEASE
Response Distribution: Hormal
Link Function: Identity
LI Hominal Wariable Information
Level DRUG DISERSE
1:1 1
2.2 2
3:3 3
44
LI Summary of Fit
Hean of Response 19.1667 | R-Square 9.5250
Root HSE 9.7886 : Adj R-5q 0.4379
LI Analysis of Wariance
Source DF Sum of Squares | Mean Square F S5tat Pr > F
Hodel 11 6353.0000 577.5455 6.63 <.0001
Evror 60 5749.0000 95.8167
C Total 71 121620000
LI Type III Tests
Source DF Sum of Squares | Hean Square F S5tat Pr > F
DRUG 3 45432222 1514. 4074 15.81 <0001
DISERSE 2 869.9833 404.5417 4.22 06.6193
DRUG+DISERSE 6 1000. 6944 166.7824 1.74 0.1271
20, 40
R o, . s
_ . ot . C
C . " . H
H ] " = = LI A
) d —. - “: N 20
H . . . " - G
G . _
= - - =" . B
B . - " P
P . -
[ - " " 0
-76
10 20 30 1 2 3 4
LI P_CHANG_BP LI DRUG |
/!
Iq ]

Figure 15.1. Fit Window with Analysis of Variance Results
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Assigning Measurement Levels

The DRUG data set contains results of an experiment carried out to evaluate the ef-
fect of four drugs (DRUG) with three experimentally induced diseases (DISEASE).
Each drug by disease combination was applied to six randomly selected dogs. The
response variable is the increase in systolic blood pressure (CHANG_BP) due to the
drug treatment. DRUG and DISEASE are classification or class variables; that is,
variables that identify distinct levels or groups. DRUG contains four levels or classes
and DISEASE contains three.

— Open the DRUG data set.

SASB: SASUSER.DRUG

File Edit HAnalyze ¥abies Braphs Lurves ¥ars Help |

[ Int [ Int | Int | | | i
DRUG | DISEASE | CHAHG_BP J
42
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Figure 15.2. Data Window

A variable’s measurement level determines the way it is treated in analyses. In the
data window, measurement levels appear above the variable names, in the upper right
portion of the column header. SAS/INSIGHT software supports two measurement
levels: interval (Int) and nominal (Nom).

Interval variables contain values that vary across a continuous range. In this data set,
the change in blood pressure (CHANG_BP) is an interval variable.

Nominal variables contain a discrete set of values. In this data set, both DRUG
and DISEASE contain a discrete set of values. However, since these are numeric
variables, by default they have interval measurement levels (Int).

You need to assign both these variables the nominal measurement level (Nom) in
order to treat them as classification variables. To do so, use the data measurement
level pop-up menu.
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= Click on the Int measurement level indicator for the variable DRUG.
This displays a pop-up menu.

e|nterval
Nominal

Figure 15.3. Measurement Levels Menu

The radio mark beside Interval shows the current measurement level. Because
DRUG is a numeric variable, it can use either an interval or a nominal measurement
level.

— Choose Nominal in the pop-up menu to change DRUG’s measurement level.
— Repeat these steps to change the measurement level for DISEASE.

Check the measurement levels for DRUG and DISEASE in the data window. Both
have Nom measurement levels.

SAS: SASUSER.DRUG
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Figure 15.4. Data with Nominal Variables DRUG and DISEASE
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Creating the Analysis of Variance

Consider the two-way analysis of variance model Kutner (1974) proposed for these
data:

CHANG_BP,;;, = 1+ + 75 + (Y7)ij + €ij

where 1 is the overall mean effect, ; is the effect of the ith level of DRUG, 7; is
the effect of the jth level of DISEASE, (y7);; is the joint effect of the ith level of
DRUG with the jth level of DISEASE, and ¢, is the random error term for the
kth observation in the ith level of DRUG and jth level of DISEASE. The ¢;;;,’s are
assumed to be normally distributed and uncorrelated and to have mean 0 and common

variance o2,

The effects for DRUG and DISEASE are often referred to as the main effects in
the model and the DRUG*DISEASE effect as an interaction effect. The interaction
effect enables you to determine whether the level of DRUG affects the change in
blood pressure differently for different levels of DISEASE.

To begin the analysis of variance, follow these steps.
— Choose Analyze:Fit (Y X).

= Select CHANG_BP in the variables list on the left, then click the Y button.
CHANG_BP appears in the Y variables list and is now defined as the response vari-
able.

—> Select DRUG and DISEASE, then click the Expand button.
Your variables dialog should now appear, as shown in Figure 15.5.
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SAS: Fit({ ¥ X)

[

Figure 15.5. Fit Variables Dialog with Variable Roles Assigned
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The Expand button provides a convenient way to specify interactions of any order.
The degree of expansion is controlled by the value below the Expand button. The
order 2 is the default, so clicking Expand constructs all possible effects from the
selected variables up to second-order effects. This adds DRUG, DISEASE, and
DRUG*DISEASE to the effects list.

T Note: You could have added the same effects by using the X and Cross buttons,
but the Expand button is faster. There is also a Nest button for specifying nested
effects. For more information on the effects buttons, see Chapter 39, “Fit Analyses.”

= Click the OK button.
A fit window appears, as shown in Figure 15.6.

You can control which tables and graphs the fit window contains by clicking the
Output button in the fit variables dialog or by choosing from the Tables and
Graphs menus. By default, the fit window contains tables for model specification,
Nominal Variable Information, Parameter Information, Model Equation,
Summary of Fit, Analysis of Variance, Type lll Tests, and Parameter
Estimates, as well as a residual-by-predicted plot.
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SAS: Fit SASUSER.DRUG

File Edit Hnalyze Tables Graphs ZLurves Mars Help
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!J Hodel Equation

CHANG_EP = 1360000 + 7_1667 P_2 + 5.1667 P_3 - 55600 P_4
+ 1.5006 P_6 - 8_1667 P_7 + 7_6667 P_19 11_1667 P_10
+ 10.3333 P_12 + 15,0000 P_13 + 8.3333 P_I5 - 4.3333 P_16

Figure 15.6. Fit Window - Model Information

Model Information

The first four tables in the fit analysis contain model information. The first table
displays the model specification, the response distribution, and the link function. The
Nominal Variable Information table shows the levels of the nominal variables.
The levels are determined from the formatted values of the nominal variables.

An additional Parameter Information table shows the variable indices for the pa-
rameters in the model equation, the X’X matrix, the estimated covariance matrix,
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and the estimated correlation matrix. The Model Equation table gives the fitted
equation for the model.

Summary of Fit

The Summary of Fit table, as shown in Figure 15.7, contains summary statistics.
The Mean of Response 19.1667 is the overall mean of CHANG_BP. The Root
MSE 9.7886 is the square root of the mean square error given in the Analysis of
Variance table. Root MSE is an estimate of o in the preceding analysis of variance
model.

The R-Square value is 0.5250, which means that 52% of the variation in
CHANG_BP is explained by the fitted model. Adj R-Sq is an alternative to R-
Square, adjusted for the number of parameters in the model.

— SAS: Fit SASUSER.DRUG g I
File Edit Analyze Tables Graphs Luwrvss Wars Help
LI Summary of Fit
Hean of Response 19.1667 : R-Square 0.5250
Root MSE 9.7886 : Adj R-5Sq 0.4379
LI Analysis of Wariance
Source DF Sum of Squares | Mean Square F S5tat Pr > F
Hodel 11 6353.06000 577.5455 6.93 <9091
Evror 60 5749.0000 95.8167
C Total 71 12192.0000
LI Type III Tests
Source DF Sum of Squarves ! Hean Square F S5tat Pr > F
DRUG 3 4543.2222 1514.4074 15.81 <.0001
DISEASE 2 809.0833 404._5417 4.22 0.0193
DRUG+DISERSE 6 16606944 166.7824 1.74 6.1271

Figure 15.7. Fit Window - Summary of Fit
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Analysis of Variance

The Analysis of Variance table summarizes the information related to the sources
of variation in the data. Sum of Squares measures variation present in the data.
It is calculated by summing squared deviations. There are three sources of variation:
Model, Error, and C Total. The Model row in the table corresponds to the variation
among class means. The Error row corresponds to € in the model and represents
variation within class means. C Total is the total sum of squares corrected for the
mean, and it is the sum of Model and Error. Degrees of Freedom, DF, are associated
with each sum of squares and are related in the same way. Mean Square is the Sum
of Squares divided by its associated DF (Moore and McCabe 1989, p.685).

If the data are normally distributed, the ratio of the Mean Square for the Model to
the Mean Square for Error is an F statistic. This F statistic tests the null hypothesis
that all the class means are the same against the alternative hypothesis that the means
are not all equal. Think of the ratio as a comparison of the variation among class
means to variation within class means. The larger the ratio, the more evidence that
the means are not the same. The computed F statistic (labeled F Stat) is 6.0276. You
can use the p-value (labeled Pr > F) to determine whether to reject the null hypoth-
esis. The p-value, also referred to as the probability value or observed significance
level, is the probability of obtaining (by chance alone) an F statistic greater than the
computed F statistic when the null hypothesis is true. The smaller the p-value, the
stronger the evidence against the null hypothesis.

In this example, the p-value is so small that you can clearly reject the null hypothesis
and conclude that at least one of the class means is different. At this point, you have
demonstrated statistical significance but cannot make statements about which class
means are different.

Type lll Tests

The Type lll Tests table is a further breakdown of the variation due to MODEL. The
Sum of Squares and DF for Model are broken down into terms corresponding to
the main effect for DRUG, the main effect for DISEASE, and the interaction effect
for DRUG*DISEASE. The sum of squares for each term represents the variation
among the means for the different levels of the factors.

The Type lll Tests table presents the Type III sums of squares associated with the
effects in the model. The Type III sum of squares for a particular effect is the amount
of variation in the response due to that effect after correcting for all other terms in
the model. Type III sums of squares, therefore, do not depend on the order in which
the effects are specified in the model. Refer to the chapter on “The Four Types of
Estimable Functions,” in the SAS/STAT User’s Guide for a complete discussion of
Type I-1V sums of squares.
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F tests are formed from this table in the same fashion that was explained previously
in the section “Analysis of Variance.” In this case, there are three null hypotheses
being tested: class means are all the same for the main effect DRUG, the main effect
DISEASE, and the interaction effect DRUG*DISEASE. Begin by examining the
test for the interaction effect since a strong interaction makes the interpretation of
main effects difficult if not impossible. The computed F statistic is 1.7406 with a
p-value of 0.1271. This gives little evidence for an interaction effect. Now examine
the main effects. The computed F statistic for DRUG is 15.8053 with a p-value less
than or equal to 0.0001. The computed F statistic for DISEASE is 4.2220 with a
p-value of 0.0193. While both effects are significant, the DRUG effect appears to be
stronger.

Now you have more information about which means are significantly different. The
results of the F test in the Analysis of Variance table indicated only that at least
one of the class means is different from the others. Now you know that the difference
in means can be associated with the different levels of the main effects, DRUG and

DISEASE.

Parameter Estimates

Parameter estimates resulting from analysis of variance models where the effects are
all classification variables are different from those observed in a regression model.
They represent a non-unique solution to the normal equations, and thus the individual
elements in the table are not as easily interpretable as they are in multiple regression.
For a complete discussion of parameter estimates involving classification variables,
refer to the chapter “Details of the Linear Model: Understanding GLM Concepts,” in
SAS System for Linear Models, Third Edition.
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— SAS: Fit SASUSER.DRUG = |
File Edit Analyze Tables Graphs Curvas Vars Help
ﬂ Parameter Estimates My
Variable DRUG : DISERSE DF Estimate Std Ervor t Stat Pr >|t| Tolerance : Var Inflation
Intercept 1 13.0000 3.9962 3.25 6.6019 . <]
DRUG 1 1 7.1667 5.6515 1.27 0.2037 @.2222 4.5000
2 1 5.1667 5.6515 6.91 6.3643 6.2222 4.5000
3 1 -5.5000 5.6515 -0.97 0.3344 a.2222 4.5000
4 2] 2] . . . . .
DISERSE 1 1 1.5600 5.6515 8.27 6.7916 0.1875 5.3333
2 1 -0.1667 5.6515 -6.03 6.9766 0.1875 5.3333
3 0] 4] . . . . .
DRUG#DISEASE | 1 1 1 7.6667 7.9924 0.96 0.3413 a.2727 3.6667
1 2 1 11.1667 7.9924 1.46 6.1675 0.2727 3.6667
1 3 <] 5] . . . . .
2 1 1 16.3333 7.9924 1.29 6.2010 0.2727 3.6667
2 2 1 15.0000 7.9924 1.88 0.0654 a.2727 3.6667
2 3 2] 2] . . . . .
3 1 1 8.3333 7.9924 1.04 6.3013 0.2727 3.6667
3 2 1 -4.3333 7.9924 -0.54 6.5897 a.2727 3.6667
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Figure 15.8. Fit Window - Parameter Estimates

Residuals-by-Predicted Plot

It is appropriate to examine the residuals from the fitted model for analysis of variance
just as you did with the multiple regression model you fit in Chapter 14, “Multiple
Regression.” The residuals-by-predicted graph illustrated in Figure 15.8, along with
several other diagnostic plots, are available for examining residuals. Since this topic

is discussed in Chapter 14, residual plots are not examined here.
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Examining the Means

Before you can interpret the results for the significant main effects you observed in
the Type Ill Tests table, you need to examine the means for the different levels of
these effects. Box plots are an excellent tool for displaying means because means and
standard deviations for each level of a variable can be placed side-by-side for easy
comparison.

Follow these steps to add box plots for each level of DRUG to the Fit(Y X) window.

= Select an area for the box plot.
Drag the cursor until you have a rectangle of suitable size.

= SAS: Fit SASUSER.DRUG o || I

File Edit Analyze Tables Graphs Curvis Vars Help

20

mm| o=ED==r| ™

10 20 30
¥ P_CHANG_BP L |

Figure 15.9. Selecting an Area
— Choose Analyze:Box Plot/Mosaic Plot ( Y).

— Select CHANG_BBP in the list at the left, then click the Y button.
This assigns the Y role to this variable.

— Select DRUG in the list at the left, then click the X button.
This assigns the X role to this variable and requests a separate box plot for each level
of DRUG. Your variables dialog should now appear, as shown in Figure 15.10.
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SAS: Box Plot/Mosaic Plot [ ¥ )
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Figure 15.10. Box Plot Variables Dialog with Variable Roles Assigned

— Click the Output button.
The output options dialog shown in Figure 15.11 appears on your display. In this
dialog, you can specify options to determine the output produced by the box plot.

SAS: Box Plot/Mosaic Plot( ¥ )

Figure 15.11. Box Plot Output Options Dialog

— Click on Means.
Means displays mean diamonds for all boxes. The central line in the mean diamond
marks the mean; the size of the mean diamond is two standard deviations, one above
and one below the mean.

— Click OK in both dialogs to create the Box Plots.
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= SAS: Fit SASUSER.DRUG = ||=] I

File Edit Analyze Tables Graphs C:iwvis Vars Help
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Figure 15.12. Box Plots for different DRUG Levels

Examine the box plot representing the four levels of DRUG. Recall that the central
line in each mean diamond marks the mean while the height of the mean diamond
shows one standard deviation on either side of the mean. The box and whiskers
display percentiles for the data. (See Chapter 4, “Exploring Data in One Dimension,”
for a complete description of the parts of the box plot.)

Follow these steps to hide the display of box and whiskers in order to display the
means and standard deviations better.

— Click on Observations in the box plot pop-up menu.
This toggles the display of observations and thus turns off the display of the box,
whiskers, and individual observations in the box plot.

Ticks...

v Axes

v Observations

v Means
Comparison Circles
Serifs
Values
Reference Lines
Marker Sizes >

Figure 15.13. Box Plot Pop-up Menu

— Click on Values in the box plot pop-up menu.
This toggles the display of values of the mean for each box plot.
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Figure 15.14. Mean Diamonds for DRUG

The largest effect noted in these plots is that drugs 1 and 2 have a higher average
increase in systolic blood pressure than drugs 3 and 4 (averaged over all three levels
of DISEASE). This difference resulted in the significant main effect for DRUG that

was observed in the Type lll Tests table.

—> Repeat the preceding steps and display box plots for the levels of DISEASE.

—

SAS: Fit SASUUSER.DRUG

.

File Edit Analyze Tables Graphs Curves Vars Help
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Figure 15.15. Mean Diamonds for DISEASE

The differences between the three DISEASE levels are not as pronounced as those
observed for DRUG. Disease 3 is associated with a lower average increase in systolic
blood pressure than the other two diseases (averaged over all four levels of DRUG).
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The smaller p-value observed for the DRUG main effect is more evidence that the
mean differences for DISEASE are not as pronounced as those for DRUG.

This example illustrates one way to use Analyze:Fit to fit the general linear model.
Turn to the next chapter to see how to fit the generalized linear model.

@ Related Reading: Box Plots, Chapter 33.
@ Related Reading: Linear Models, Chapter 39.
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Chapter 16

Logistic Regression

In the last two chapters, you used least-squares methods to fit linear models. In this
chapter, you use maximume-likelihood methods to fit generalized linear models. You
can choose Analyze:Fit ( Y X ) to carry out a logistic regression analysis. You can
use the fit variables and method dialogs to specify generalized linear models and to

add and delete variables from the model.

—

SAS: Fit SASUSER.PATIENT

File Edit Analyze Tables Graphs Ciwrvss Vars Help

»| REMISS = CELL LI TEMWP

Response Distribution: Binomial

Link Funection: Logit

LI Hodel Equation

Logit ( REMISS = 67.6333 + 9.6521 CELL + 3.8671 LI - 82.0737 TEHWP
LI Summary of Fit

Hean of Response ©.3333  Deviance 21.9534 | Pearson ChiSq 20.4234
SCALE 1.0000 : Deviance / DF ©.9545  Pearson ChiSq / DF 0.8880

Scaled Dew 21.9534 | S5caled ChiSq 20.4234

LI Analysis of Deviance

Source OF Deviance Deviance / DF | Scaled Dev : Pr > Scaled Dew

Hodel 3 12.4184 4.1335 12.4184 0.06061

Error 23 21.9534 0.9545 21.9534

C Total 26 34.3718

3] Type IIT (Hald) Tests

Source DF ChiSq Pr > ChiSgq

CELL 1 1.5507 0.2130

LI 1 4.7290 8.6297

TEHP 1 1.7687 0.1835

| Parameter Estimates

Variable DF Estimate Std Ervor ChiSq Pr > ChiSq

Intercept 1 67.6339 56.8875 1.4135 0.2345

CELL 1 3.6521 7.7511 1.5507 0.2130

LI 1 3.8671 1.7783 4.7290 0.9237

TEHP 1 -82.8737 61.7124 1.7687 0.1835
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Figure 16.1. Logistic Regression Analysis
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Displaying the Logistic Regression Analysis

The PATIENT data set, described by Lee (1974), contains data collected on 27 cancer
patients. The response variable, REMISS, is binary and indicates whether cancer
remission occurred:

REMISS =1 indicates success (remission occurred)
REMISS =0 indicates failure (remission did not occur)

Several other variables containing patient characteristics thought to affect cancer re-
mission were also included in the study. For this example, consider the following
three explanatory variables: CELL, LI, and TEMP. (You may want to carry out a
more complete analysis on your own.)

— Open the PATIENT data set.

SASB: BASUSER.PATIENT

File Edit HAnalyze ¥ables GHraphs Lurves ¥Yoers Help
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Figure 16.2. Data Window
The generalized linear model has three components:

e a linear predictor function constructed from explanatory variables. For this
example, the function is

0; = Bo + /1 CELL; + BsLl; + B3TEMP;

where 3y, 01, B2 and (s are coefficients (parameters) for the linear predictor,
and CELL;, LI;, and TEMP; are the values of the explanatory variables.

e a distribution or probability function for the response variable that depends on
the mean p and sometimes other parameters as well. For this example, the
probability function is binomial.
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e a link function, ¢(.), that relates the mean to the linear predictor function. For
logistic regression, the link function is the logit

9(pi) = logit(pi) = log(y Eip,) =0;

where p; = Pr(REMISS=1 | x;) is the response probability to be modeled, and
x; is the set of explanatory variables for the ith patient.

You can specify these three components to fit a generalized linear model by following
these steps.

— Choose Analyze:Fit ( Y X)) to display the fit variables dialog.
= Select REMISS in the list at the left, then click the Y button.
= Select CELL, LI, and TEMP in the variables list, then click the X button.

Your variables dialog should now appear, as shown in Figure 16.3.

SAS: Fit({ ¥ X)

Figure 16.3. Fit Variables Dialog with Variable Roles Assigned

To specify the probability distribution for the response variable and the link function,
follow these steps.

— Click the Method button in the variables dialog to display the method dialog.
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SAS: Fit( ¥ X))

1 P I 2 24
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Figure 16.4. Fit Method Dialog

= Click on Binomial under Response Dist to specify the probability distribu-
tion.
You do not need to specify a Link Function for this example. Canonical, the de-
fault, allows Fit ('Y X ) to choose a link dependent on the probability distribution.
For the binomial distribution, as in this example, it is equivalent to choosing Logit,
which yields a logistic regression.

= Click the OK button to close the method dialog.

= Click the Apply button in the variables dialog.
This creates the analysis shown in Figure 16.5. Recall that the Apply button causes
the variables dialog to stay on the screen after the fit window appears. This is conve-
nient for adding and deleting variables from the model.

By default, the fit window displays tables for model information, Model Equation,
Summary of Fit, Analysis of Deviance, Type Ill (Wald) Tests, and
Parameter Estimates, and a residual-by-predicted plot. You can control the ta-
bles and graphs displayed by clicking on the Output button in the fit variables dialog
or by choosing from the Tables and Graphs menus.

The first table displays the model information. The first line gives the model speci-
fication. The second and third lines give the error distribution and the link function
you specified in the Method dialog.
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— SAS: Fit SASUSER.PATIENT = ([
File Edit Analyze Tables Graphs Curvas Vars Help
[
»| REMISS = CELL LI TEWP
Response Distribution: Binomial
Link Function: Logit
LI Hodel Equation
Logit ( REHMISS 1} = 67.6333 + 3.6521 CELL + 3.8671 LI - @82.0737 TEHWP
LI Surmary of Fit
Hean of Response 6.3333 | Deviance 21.9534 : Pearson ChiSyg 20.4234
SCALE 1.0008 | Deviance / DF @.9545 | Pearson ChiSq / DF 0.8880
Scaled Dew 21.3534 | Scaled ChiSq 20.4234
LI Analysis of Deviance
Source DF Deviance  Deviance / DF @ Scaled Dev Pr > Scaled Dev
Hodel 3 12.4184 4.1395 12.4184 6.0061
Ervor 23 21.9534 0.9545 21.9534
C Total 26 34.3718
¥ Type III (Hald) Tests
Source OF ChiSq Pr > ChiSq
CELL 1 1.5507 6.2130
LI 1 4.7290 6.0297
TEHP 1 1.7687 6.1835
LI Parameter Estimates
Variable DF Estimate S5td Errvor ChiSq Pr > ChiSg
Intercept 1 67.6339 56.8875 1.4135 0.2345
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Figure 16.5. Fit Window
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Model Equation

The Model Equation table writes out the fitted model using the estimated regression
coefficients:

logit(Prob(REMISS = 1))
= 67.6399 + 9.6521*CELL + 3.8671*LI — 82.0737*TEMP
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Summary of Fit

The Summary of Fit table contains summary statistics for the fit of the model in-
cluding values for Deviance and Pearson’s Chi-Squared statistics. These values
contrast the fit of your model to that of a saturated model that allows a different fit
for each observation. If the data are sparse in the sense that most observations have a
different set of explanatory variables, as in this set of data, then the quality of these
measures is likely to be poor. Inferences drawn from these measures should be treated
cautiously.

Analysis of Deviance

The Analysis of Deviance table summarizes information about the variation in the
response for the set of data. Some of the variation can be explained by the Model.
The Error is the remainder that is not systematically explained. C Total (the total
corrected or adjusted for the mean) is the sum of Model and Error. The probability
values give a measure of whether the amount of variation is consistent with chance
alone or whether there is evidence of additional variation. In this case the Deviance
associated with the Model shows a significant effect for the model, (p = 0.0061).

Type Ill (Wald) Tests

Wald tests are Chi-square statistics that test the null hypothesis that a parameter is O;
in other words, that the corresponding variable has no effect given that the other vari-
ables are in the model. These are approximate tests that are more accurate with larger
sample sizes. In this example, only the coefficient for Ll is statistically significant (p
=0.0297).

Parameter Estimates Table

The Parameter Estimates table shows the estimate, standard error, Chi-square
statistic and associated degrees of freedom, and p-value for each of the parameters
estimated.

Residuals-by-Predicted Plot

In the diagnostic plot of residuals versus predicted values, you can examine residuals
for the model. You can point and click to identify individual observations. Because
the observed response must either be 0 or 1, the plot of the residuals versus predicted
values must lie along two straight lines. Plots of residuals versus the independent
variables and other possible explanatory variables may be more useful. You can
create scatter plots by selecting the response and explanatory variables in the data
window and choosing Analyze:Scatter Plot (Y X).
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Modifying the Model

Plots of the residuals against other variables may suggest extensions of the model.
Alternatively you may be able to remove some variables and thus simplify the model
without losing explanatory power. The Type Il (Wald) Tests table or the possibly
more accurate Type lll (LR) Tests table contains statistics that can help you decide
whether to remove an effect. If the p-value associated with the test is large, then there
is little evidence for any explanatory value of the corresponding variable.

= Choose Tables:Type lll (LR) Tests.

File Edit Analyze Tables Graphs Curves Vars Help

v Model Equation
XX Matrix

v Summary of Fit

v Analysis of Variance/Deviance
Type I/l (LR) Tests

v Type Il (Wald) Tests
Type Il (LR) Tests

v Parameter Estimates
C.l. (Wald) for Parameters >
C.l. (LR) for Parameters >
Collinearity Diagnostics
Estimated Cov Matrix
Estimated Corr Matrix

Figure 16.6. Tables Menu
This displays the table shown in Figure 16.7.

3AS: Fit SASUSER.PATIENT

File Edit Analyze Tables Graphs Curvss Vars Help

¥ Type III (LR) Tests
Source OF ChiSq Pr *> ChiSq

CELL Z2.6345 0. 1067
LI B.8752 0.0029
TEHFP 2.3874 0.1223

Figure 16.7. Likelihood Ratio Type Il Tests
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The p-values for TEMP and CELL are relatively large, suggesting these effects could
be removed. Although the numbers are different, the same conclusions would be
reached from the corresponding Wald tests. In the Fit Variables dialog, follow these
steps to request a new model with TEMP removed.

— Select TEMP in the effects list, then click the Remove button.
TEMP disappears from the effects list.

— Click on Apply, and a new fit window appears, as shown in Figure 16.8.
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— SAS: Fit 1 SASUSER. PATIENT o (=
File Edit Analyze Tables Graphs Curvss Vars Help
[
»| REMISS = CELL LI
Response Distribution: Binomial
Link Function: Logit
¥ Hodel Equation
Logit ¢ REMISS ) = - 9.5858 + 6.2916 CELL + 2.8786 LI
LI Summary of Fit
Mean of Response 0.3333 | Deviance 24.3407 | Pearson ChiSq 22.1704
SCALE 1.90000 : Deviance / DF 1.0142 : Pearson ChiSq / DF 0.3238
Scaled Dev 24.3407 | Scaled ChiSg 22.1704
¥ finalysis of Deviance
Source DF Deviance Deviance /7 DF : Scaled Dev | Pr > Scaled Dev
Hodel 2 18.0310 5.0155 18.6310 0.0066
Evvor 24 24.3407 1.0142 24.3407
C Total 26 34.3718
3 Type III (Hald) Tests
Source DF ChiSq Pr > ChiSq
CELL 1 1.0457 0.3065
LI 1 9.2875 0.0215
LI Parameter Estimates
Variable DF Estimate S5td Evvor ChiSq Pr > ChiSq
Intercept 1 -9_5858 6.2743 2.3341 6_1266
CELL 1 6.2316 6.1525 1.8457 0.3065
LI 1 2.8786 1.2513 5.2875 06.0215
Y
_+_
=T LI -
* 8.5 -
g [ ] LI E
G R [
: E " L]
H
19-0
EMESS EH L 5 e
. 5 "
T L]
-5 ]
=
7 8.2 0.4 0.6 0.8
» LI P_REMISS_1 |
/
- I~

Figure 16.8. Fit Window with CELL and LI as Explanatory Variables
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— Choose Tables:Type lll (LR) Tests in the new fit window.
This displays a Type lll (LR) Tests table in the window.

3AS: Fit 1 SASUSER.PATIENT

File Edit Analyze Tables Graphs Curvas Vars

¥ Type III (LR} Tests

Source OF ChiSq Pr > ChiSq

CELL 1 1.7322 6.1881
LI 1 7.4511 0.0063

Figure 16.9. Likelihood Ratio Type Ill Tests
The p-value for CELL in the LR test suggests that this effect could also be removed.

= Click on the variable CELL in the effects list in the Fit Dialog.
Then click on Remove. CELL disappears from the effects list.

— Click on Apply, and a new Fit window appears, as shown in Figure 16.10.

Since the new model contains only one X variable, the fit window displays a plot of
REMISS versus CELL.

Using the Apply button, you have quickly created three logistic regression models.
Logistic regression is only one special case of the generalized linear model. Another
case, Poisson regression, is described in the next chapter.

@ Related Reading: Generalized Linear Models, Chapter 39.
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= SAS: Fit 2 SASUSER.PATIENT o ||I=
File Edit Analyze Tables Graphs Curves Vars Help
Ja
»| REMISS = LI
Response Distribution: Binomial
Link Function: Logit
» Model Equation
Logit { REMISS ) = - 3.7771 + 2.8973 LI
1.84 "] ' . .
6.5 .
R [ ]
R R .
E E .
H H
1 05 T o0l -
5 5 "
5 5 .
z ..
-.5
0.0 =« = = = = . e s . . .
0.5 1.0 1.5 0.2 04 0.6 0.8
> LI » P_REMISS_2
» Summary of Fit
Mean of Response ©.3333 | Deviance 26.0730 : Pearson ChiSq 23.9330
SCALE 1.0000 : Deviance / DF 1.0429 : Pearson ChiSq / DF 9.9573
Scaled Dewv 26.0730 | Scaled ChiSq 23.9330
» Analysis of Deviance
Source DF Deviance | Deviance 7/ DF | Scaled Dev Py > Scaled Dev
Hodel 1 8.2988 8.2388 8.2988 0.0040
Evror 25 26.6730 1.9429 26.6730
C Total 26 34.3718
» Type III (Hald) Tests
Source DF ChiSq Pr > ChiSq
LI 1 5.9594 0.0146
» Parameter Estimates
Variable DF Estimate Std Evror ChiSq Pr > ChiSq
Intercept 1 -3.7771 1.3786 7.5064 6.0061
LI 1 2.8973 1.1868 5.9534 0.0146 -

-

Figure 16.10. Fit Window with LI as the Only Explanatory Variable
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Chapter 17
Poisson Regression

In Chapter 16, “Logistic Regression,” you examined logistic regression as an exam-
ple of a generalized linear model.

In this chapter, you will examine another example of a generalized linear model,
Poisson regression. You can choose Analyze:Fit ( Y X ) to carry out a Poisson
regression analysis when the response variable represents counts. You can use the fit
variables and methods dialogs to specify this generalized linear model.
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File

L4

Edit Analyze Tables

Graphs

Poisson Regression

SAS: Fit SASUSER.SHIP

Curvag  WVars  Help

LK

TYPE

YEAR PERIOD

Response Distribution:

Quasi-Likelihood {Poisson Wariance)

Link Function:

Log

0ffset:

L_HONTHS

!J Hominal Yariable Information

TYPE YEAR

Level

PERIDD

13960-64
1965-63

1360-74
1975-73

1370-74
1375-73

R ) B
o0 o0 oCw

>l

Parameter Information

Variable @ TYPE

Parameter

YEAR PERIDD

Intercept

TYPE

L1 I = v B = - ]

YEAR

(=R = =R V= Ry BN LK

PERIODD

1360-64
1365-63
1370-74
1375-73
1360-74
1375-73

Hodel Equation

Log ( ¥ ) = L_HOWTHS

5.2424 -

@.325 P_2 -~

0.8689 P_3 -~

1.60130 P_4

0.4015 P_5

- 0.4534 P_7 +

0.2437 P_8

+

0.36506 P_3

- 0.3845 P_11

Surwnary of Fit

Hean of Response
SCALE (Pearson?

10.4706
1.3004

Deviance
Deviance / DOF

38.6351
1.5478

Fearson ChiSqg
Pearson ChiSq / DOF

42.2753
1.6310

>

Analysis of Dewiance

Source OF Deviance

Deviance / DF

Hodel
Error

[ Total

8
25
33

197.6333
38.6351
146.3283

13.4542
1.5478

D

Type III (Hald) Tests

Source OF

ChiSq

Pr > ChiSq

PERIOD

0.0039
0.0006
0.0124

i

Figure 17.1.

Poisson Regression Analysis
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Displaying the Poisson Regression Analysis

The SHIP data shown in Figure 17.2 represent damage caused by waves to the for-
ward section of certain cargo-carrying vessels. The purpose of the investigation was
to set standards for future hull construction. In order to do so, the investigators needed
to know the risk of damage associated with five ship types (TYPE), year of con-
struction (YEAR), and period of operation (PERIOD). These three variables are the
classification variables. MONTHS is the aggregate number of months in service and
is an explanatory variable. Y is the response variable and represents the number of
damage incidents (McCullagh and Nelder 1989).

SAS: BASUSER.SHIP

File Edit Hnalyze Yabios Geraphs Lurves Yars Help

* 5| |Hom | Hom | Hom [Int| |Int | |
TYPE YEAR PERIOD |HOHTHS Y

1965-69:1975-79; 26370 53
1970-74:1960-74: 7064 12
1976-74:1975-79; 13699 44
1975-79:1966-74 (6] (6]
1975-79:1975-79: 7117 18
1966-64:1966-74: 44882 39
1966-64:1975-79; 17176 29
1965-69:1960-74; 28609 58
1960-64:1960-74 1179 1
1966-64:1975-79 552 1

/

[ |20 | | S P | e | | P |
Ly IS T I — el — i — ] — ] — - ] — -

—t

J/mm|m|mmmEE E

Figure 17.2. SHIP Data Set

Recall from Chapter 16 that the generalized linear model has three basic components:
e a linear function of explanatory variables. For this example, the function is
Bo + B110g(MONTHS) + 7; + 7 + 8 + (v7)i5 + (7v6)ik + (70) i

where log(MONTHS) is a variable whose coefficient (31 is believed to be 1. An
effect such as this is commonly referred to as an offset. ~y; is the effect of the
ith level of TYPE, 7; is the effect of the jth level of YEAR, 0y, is the effect
of the kth level of PERIOD, (y7);; is the effect of the ijth level of the TYPE
by YEAR interaction, (74); is the effect of the ikth level of the TYPE by
PERIOD interaction, and (76) j, is the effect of the jkth level of the YEAR by
PERIOD interaction.

e a probability function for the response variable that depends on the mean and
sometimes other parameters as well. For this example, the probability function
of the response variable is Poisson.
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e a link function that relates the mean to the linear function of explanatory vari-

ables. For this example, the link function is the log

log(expected number of damage incidents)

= fo+ B11og(MONTHS) + v; + 7 + 6 + (7v7)ij + (v0)ir + (76) jx

— Open the SHIP data set.

Recall from the previous equation that Y is assumed to be directly proportional to
MONTHS. Since log(Y") is being modeled, you need to carry out a log transforma-
tion on MONTHS. Follow these steps to create a new variable that represents the log

of MONTHS.

=—> Select MONTHS in the data window.

— Choose Edit:Variables:log( Y ).

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables > log(Y)
Observations » | sqrt( Y )

Formats > 1/Y

Copy Y*Y

Delete exp(Y)
Other...

Figure 17.3. Edit:Variables Menu

A new variable, L_MONTHS, now appears in the data window.

SAS: SASUSER.SHIP

File Edit Hnalyze Yablss Graphs

furves ¥Yars Help

=

6| |Hom | Hom | Hom

[ Int

| Int Int |

/

TYPE | YEAR | PERIOD

HONTHS

¥

1365-63:13975-79

20370

53 9.3214

1370-74: 1960-74

7064

12: 8#.8628

1976-74:1975-79

13699

44 948063

1975-79: 1960-74

0

0

1375-73:1375=73

7117

18: 8.8702

1968-64 : 1960-74

44882

33 18.7118

1960-64:1975-79

17176

29: 9.7513

1365-63: 1960-74

28603

o8 10,2615

1360-64 : 1360-74

1179

1: 7.0724

S (D |20 | | S|P | e | | P |
Ly I S =l =l = i = il = ) = ] = =

(=3

1960-64:1975-79

552

1 6.3135

dlmmmmnmmnmmm E
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Figure 17.4. Data Window with L_MONTHS Added
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= Deselect L_MONTHS in the data window. Some values of MONTHS are 0,
meaning that this kind of ship has not seen service. You need to restrict these observa-
tions from entering into the model fit. The log transformation does this automatically
since log(MONTHS) becomes a missing value for the observations with a value of 0
for MONTH. Observations with missing values for the explanatory variables or the
response variable are not used in the model fit.

Now you are ready to begin the analysis.
— Choose Analyze:Fit ( Y X)) to display the fit variables dialog

— Select Y in the list at the left, then click the Y button.
Y appears in the Y variables list.

— Select TYPE, YEAR, and PERIOD, then click the Expand button.
TYPE, YEAR, and PERIOD, along with all two-way interaction effects, appear in
the X variables list. Your variables dialog should now appear as shown in Figure 17.5.

SAS: Fit({ ¥ X)

Figure 17.5. Fit Variables Dialog with Variable Roles Assigned

The Expand button provides a convenient way to specify interactions of any order.
The order 2 is the default. You can change the order by entering a different value to
replace the 2 or by clicking on the buttons to the right or left of the 2 to increase or
decrease the order, respectively.

= Click the Method button to display the fit method dialog
This dialog enables you to specify the probability function or the quasi-likelihood
function for the response variable and the link function.
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Overdispersion is a phenomenon that occurs occasionally with binomial and Poisson
data. For Poisson data, it occurs when the variance of the response Y exceeds the
Poisson variance Var(y)=u. To account for the overdispersion that might occur in the
SHIP data set, a quasi-likelihood function with variance function Var(u)=p (Poisson
variance) will be used for the response variable. The variance is given by

Var(y) = o?p

where o2 is the dispersion parameter with value greater than 1 for overdispersion.
— Select the check box for Quasi-Likelihood.

— Click on Poisson under Response Dist.
This uses the Poisson variance function Var(yu) = p for the quasi-likelihood function.

= Click on Pearson under Scale.
This uses the scale parameter based on the Pearson y? statistic.

— Select L_MONTHS in the list at the left, then click the Offset button.
L_MONTHS appears in the Offset variables list. Your method dialog should now
appear as shown in Figure 17.6.

SAS: Fit( ¥ X))

1 ALK

.y

[ §
|

Figure 17.6. Fit Method Dialog
It is not necessary to specify a Link Function. Canonical is the default and allows

Fit (Y X') to choose an appropriate link. For this example, it is equivalent to choosing
Log as the Link Function.
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= Click the OK button to close both dialogs and display the analysis.

SAS: Fit SASUSER.SHIP

File Edit Analyze Tables Graphs Curvss Vars Help

®| ¥ = TYPE YEAR PERIOD TYPE+YEAR TYPE+#PERIOD YEAR+PERIOD

Response Distribution: Quasi-Likelihood {Poisson Variancel

Link Function: Log
0ffset: L_MOHTHS

LI Hominal Wariable Information
Level | TYPE YEAR PERIOD
a 1960-64 | 1960-74
1965-69 | 1975-719
1970-74
1975-79

LI Summary of Fit

Hean of Response 10.4706 : Deviance 6.8565 | Pearson ChiSq
SCALE {Pearson) 1.0805 | Deviance / DF 0.9795 | Pearson ChiSq / DF

8.17239
1.1676

LI Analysis of Deviance
Source OF Deviance Deviance 7 DF

Hodel 26 139.4713 5.3643
Error 7 6.8565 9.3735
C Total 33 146.32863

| Type III (Hald} Tests
Source DF ChiSq Pr > ChiSq

TYPE 2.872E-86 1.66000
YEAR 1.6880 0.6336
PERIOD 9.3303 0.5652
TYPE+YERAR 14.9175 0.1863
TYPE+FERIOD 4.8377 0.2980
YEAR+FERIOD 1.4377 0.4873

Figure 17.7. Fit Window

By default, the window includes many tables, but only a few are shown in Figure
17.7. These tables are described in the following sections. For more information
about the other tables and graphs in the window, see Chapter 39, “Fit Analyses.”

1 Note: A warning message—The negative of the Hessian is not positive definite. The
convergence is questionable—appears when the specified model does not converge,
as in this example. The output tables, graphs, and variables are based on the results
from the last iteration.
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Model Information

Begin by examining the table at the top of the fit window that describes the model.
The first line gives the effects in the model. The second line gives the response
distribution from which the variance function used in the quasi-likelihood function is
obtained. The third line gives the link function of Y. When an Offset variable is also
specified in the fit method dialog, the fourth line gives the offset in the model.

The Nominal Variable Information table contains the levels of the nominal vari-
ables. The Parameter Information table, as displayed in Figure 17.1, shows the
variable indices for the parameters.

Summary of Fit

The Summary of Fit table contains summary statistics including Mean of
Response, Deviance, and Pearson Chi-Square. SCALE (Pearson) gives
the scale parameter estimated from the Pearson x? statistic.

Analysis of Deviance

The Analysis of Deviance table summarizes the information related to the sources
of variation in the data. Deviance represents variation present in the data. Error
gives the deviance for the current model, and C Total, corrected for an overall mean,
is the deviance for the model with intercept only. Model gives the variation modeled
by the explanatory variables, and it is the difference between C Total and Error
deviances.

Type Il (Wald) Tests

The Type lll (Wald) Tests table in this example is a further breakdown of the vari-
ation due to MODEL. The DF for Model are broken down into terms corresponding
to the main effects for YEAR, TYPE, and PERIOD, and the interaction effects for
TYPE*YEAR, YEAR*PERIOD, and TYPE*PERIOD. The composite explanatory
power of the set of parameters associated with each effect is measured by the Chi-
Square statistic. The p-value corresponding to each Chi-Square statistic is the
probability of observing a statistic of equal or greater value, given that the corre-
sponding parameters are all 0.
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Modifying the Model
For this model and this set of data, there does not appear to be sufficient explanatory
power in the YEAR*PERIOD effect to include it in the model.
— Click on YEAR*PERIOD in the fit window.

— Choose Edit:Delete from the menu.

SAS: Fit SASUSER. SHIP

File Edit Analyze Tables Graphs urvss Vars Help

LI ¥ = TYPE YEAR PERIOD TYPE+YEAR  TYPE+PERIOD

Response Distribution: Quasi-lLikelihood {(Poisson Wariancel

Link Function: Log
Offset: L_MONTHS

ﬂ Hominal Variable Information
Level | TYPE YEAR PERIDD
a 1960-64 : 1960-74
1965-69 | 1975-79
1970-74
1975-79

LI Summary of Fit

Hean of Response 16.4706 : Deviance 8.5208 | Pearson ChiSq 9.8680
SCALE (FPearson) 1.9471 . Deviance / DF 0_.9468 . Pearson ChiSq / OF 1.9364

ﬂ Analysis of Deviance

Source DF Deviance Deviance / DF

Hodel 24 137.8875 5.7420
Error 3 8.5208 9.9468
C Total 33 146.3283

| Type III {(Hald} Tests
Source DF ChiSq Pr > ChiSq

TYPE 4.037E-06 1.0000
YEAR 1.6872 0.63348
PERIOD a.1632 0.6862
TYPE+YERAR 15.7385 0.1488
TYPE+PERIOD 5.3825 0.2503

Figure 17.8. Modified Fit Model
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Follow the previous steps to remove the other two interaction terms from the model.
The resulting main effects model is shown in Figure 17.9.

— SAS: Fit SASUSER.SHIP
File Edit Analyze Tables Graphs Curvse Vars Help
LK; = TYPE YEAR PERIODD
Response Distribution: MQuasi-Likelihood {Poisson Yariance)
Link Function: Log
0ffset: L_MONTHS
LI Hominal Wariable Information
Level | TYPE YEAR PERIOD
1:a 1960-64 | 1960-74
2ihb 1965-69 | 1975-79
Jie 1970-74
4:d 1975-79
5:ie
LI Summary of Fit
Hean of Response 10.4706 : Deviance 38.6951 | Pearson ChiSq 42_.2753
SCALE {Pearson} 1.3004 : Deviance / DF 1.5478 | Pearson ChiSq 7 DF 1.6916
¥ finalysis of Deviance
Source OF Deviance | Deviance / OF
Hodel 8 107.6333 13.4542
Ervor 25 38.6951 1.5478
C Total 33 146. 3283
3 Type III (Hald) Tests
Source DF ChiSq Pr > ChiSq
TYPE 4 15.4150 0.00313
YEAR 3 17.2425 0.0006
PERIODD 1 6.2483 0.0124
L |
Figure 17.9. Main Effects Model

The estimate of the dispersion parameter ¢ = o> = 1.6910 suggests that overdisper-
sion exists in the model. Type Il (Wald) Tests table shows that all of the main

effects are significant.
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Parameter Estimates

Analyses where some effects are classification variables yield different parameter
estimates from those observed in a regression setting. They represent a different ad-
ditive contribution for each level value (or combination of level values for interaction
effects), and thus the individual elements in the table are not as easily interpretable as
they are in multiple regression.

= SAS: Fit SASUSER.SHIP

File Edit Analyze Tables Graphs C:rvas Wars Help
!J Parameter Estimates
Variable | TYPE YEAR PERIOD OF Estimate S5td Evror ChiSq Pr > ChiSq
Intercept 1 =5.2424 0.3216 265.7331 <.9001
TYPE a 1 =-0.3256 0.3067 1.1266 0.2885
b 1 -0.8683 0.2580 11.3417 0.0008
c 1 -1.06130 0.4414 5.2662 0.08217
d 1 -0.4015 0.3994 1.0109 0.3147
e 5] 0 . . .
YEAR 1960-64 1 -0.4534 0.3032 2.2363 0.1348
1965-63 1 0.2437 0.2715 0.5060 0.3633
1370-74 1 0.3650 0.2534 1.3802 0.1534
1975-73 4] 4] . . .
PERIOD 1960-74 1 -0.3845 0.1538 6.2483 0.0124
1975-79 0 4] - - -

Figure 17.10. Parameter Estimates Table
Because the overall level is set by the INTERCEPT parameter, the set of parameters

associated with an effect is redundant. This shows up in the Parameter Estimates
table as parameters with degrees of freedom (DF) that are 0 and estimates that are 0.
An example of this is the parameter for the e level of the TYPE variable.

From the Parameter Estimates table, ships of types b and ¢ have the lowest risk,
and ships of type e the highest. The oldest ships (built between 1960 and 1964) have
the lowest risk and ships built between 1965 and 1974 have the highest risk. Ships
operated between 1960 to 1974 have a lower risk than ships operated between 1975
to 1979.

The analysis provides a table for the complete fitted model, but you should not use
these parameter estimates and their associated statistics individually to determine
which parameters have an effect. For further information on parameter estimates
and other features of the Fit window, see Chapter 39, “Fit Analyses.”

@ Related Reading: Generalized Linear Models, Chapter 39.
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Chapter 18
Examining Correlations

In this chapter you examine relationships between pairs of variables by looking at
correlations.

You can use correlation coefficients to measure the strength of the linear association
between two variables. You can also use confidence ellipses in scatter plots as a visual
test for bivariate normality and an indication of the strength of the correlation.

—

]

SAS: Multivariate SASUSER.GPA

File Edit Analyze Tables Graphs Curves Vars Help
700 ’ 700 ' . .
- 1
. e i
600- 600+ . o1, .
5 5 . oo :
il A . sa ! .
T J T | HEL :
¥ 5007 ¥ 500 . iy
4001 4001 e P
R PO
300{ - 300 L :
3 4 5 b 2 4 6 8 10
LI GPA LI HSH
LI Confidence Ellipses
Type Coefficient
Prediction | 08000 || =
LI Univariate Statistics
Variable H Hean 5td Dew Hinimum Hax imum
GPA 224 4.6352 0.7794 2.1200 6.0000
HSH 224 §8.3214 1.6387 2.0000 10. 0000
HS5 224 §.0893 1.6997 3.0000 16. 0060
HSE 224 8.6938 1.5679 3.0000 16. 0000
SATH 224 595.2857 86.4014 300.9000 8000000
SATY 224 504_5491 92.6105 285.0000 7600000
LI Correlation Hatrix
GPA HSH H5S HSE SATH SATV
GPA 1.0000 8.4365 0.3294 9.2890 9.2517 8.1145
HSH 9.4365 1.0000 0.5757 0.4469 9.4535 8.2211
HSS 0.3294 8.5757 1.0000 0.5794 9.2405 0.2617
HSE 6.2890 6.4469 6.5794 1.60600 6.1083 6.2437
SATH 9.2517 8.4535 0.2405 0.1683 1.06000 0.4639
SATY 0.1145 8.2211 0.2617 0.2437 0.4639 1.0000

Figure 18.1.

Multivariate Window with Correlation Analysis
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Creating the Analysis

The GPA data set contains information collected to determine which applicants at
a university were likely to succeed in its computer science program. The variable
GPA is the grade point average; HSM, HSS, and HSE are average high school
grades in mathematics, science, and English; and SATM and SATYV are scores on the
mathematics and verbal portion of the SAT exam (Moore and McCabe 1989).

Follow these steps to create a correlation analysis of the GPA data.

= Open the GPA data set.

|

ile Edit HAnalyze

SAS: SASUSER.GPA

Tabiaos

Braphs

Purvns  Yars

Help

-

[ Int

[Int

[Int

[ Int

[ Int
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/~
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H55
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SEZ
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—
=
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Female
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Figure 18.2. GPA Data

— Choose Analyze:Multivariate ( Y’s ).

Histogram/Bar Chart (Y)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X))
Scatter Plot (Y X))
Contour Plot (ZY X))
Rotating Plot (ZY X)

File Edit Analyze Tables Graphs Curves Vars Help

Fit (Y X)

Distribution (Y)

Multivariate (Y X))

Figure 18.3. Analyze Menu
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Creating the Analysis

— Select GPA, HSM, HSS, HSE, SATM, and SATV. Then click the Y button to
assign these variables the Y role.
Your variables dialog should now appear, as shown in Figure 18.4.

SAS: Multivariate { ¥ X )

[en | [En | [0 | & ]
= p—

TNy I = =
HE— ] S p— ]

T e e

Figure 18.4. Multivariate Variables Dialog

= Click OK to create the multivariate window.
By default, the multivariate window contains tables of Univariate Statistics and
the Correlation Matrix.

File Edit Analyze Tables Graphs Curves WVars Help

Ay
|! GPA HSH HS5 HSE SATH SATY
' Univariate Statistics
Variable H Hean S5td Dewv Hinimum Hax imum
GPA 224 4_6352 07794 2.1200 6.0000
HSH 224 8.3214 1.6387 2.0000 160000
HS55 224 8.6893 1.6997 3.60000 160000
HSE 224 8.6938 1.5679 3.0000 160000
SATH 224 595.285%7 86.4014 300 . 0990 800 . 0009
SATY 224 594 _5491 92.6185 2850000 7600000
' Correlation Matrix
GPA HSH HS5 HSE SATH SATY
GPA 1.0000 9._.4365 0.3294 0.2890 02517 0.1145
HSH @.4365 1.9000 B.5757 0.4469 04535 B.2211
HS5 0.3294 05757 1.0000 0._5794 B_2405 0.2617
HSE a.2890 0.4469 0.5794 1.9000 0.1083 0.2437
SATH 8.2517 0.4535 B.2405 0.1083 1.0060 0.4639
SATY 9.1145 8.2211 a.2617 0.2437 B.4639 1.0000 _!
-] I~

297



Techniques ¢+ Examining Correlations

Figure 18.5. Multivariate Window
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Creating the Analysis

Correlation Matrix

Examine the Correlation Matrix table. The correlation coefficient is a numerical
measure that quantifies the strength of linear relationships. GPA, the grade point
average, shows a correlation of 0.4365 with HSM, the high school math average.
This is not surprising since you would expect the more successful computer science

majors to have stronger quantitative skills.

GPA is not as strongly correlated with the other variables and shows a correlation of
only 0.1145 with SATV. The verbal portion of the SAT exam does not measure the

quantitative skills needed by computer science majors.

Confidence Ellipses

To learn more about correlations in the data, add a scatter plot matrix with confidence

ellipses for all of the variables under consideration.

— Choose Curves:Confidence Ellipse:Prediction: 80%.

File Edit Analyze Tables Graphs Curves Vars Help

Confidence Ellipse »

Figure 18.6. Curves Menu

Mean:

99%
95%
90%
80%
50%
Other...

Prediction:

99%
95%
90%
80%
50%
Other...

The lower half of the scatter plot matrix for the six variables appears on your display

with the 80% prediction confidence ellipses drawn, as shown in Figure 18.7.
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— SAS: Multivariate SASUSER.GPA
File Edit Analyze Tables Graphs Curves Vars Help
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Figure 18.7. Multivariate Window with Confidence Ellipses

There are two ways to interpret the ellipses: as confidence curves for bivariate normal
distributions and as indicators of correlation.

As confidence curves, the ellipses show where the specified percentage of the data
should lie, assuming a bivariate normal distribution. Under bivariate normality, the
percentage of observations falling inside the ellipse should closely agree with the
specified confidence level. You can examine the effect of increasing or decreasing
the confidence level by adjusting the slider in the Confidence Ellipses table below
the scatter plot matrix.

Confidence ellipses can also serve as visual indicators of correlations. The confidence
ellipse collapses diagonally as the correlation between two variables approaches 1 or
-1. The confidence ellipse is more circular when two variables are uncorrelated.

In this case the scatter plots for high school scores (HSM, HSS, and HSE) show a
granular appearance that indicates the data are not continuous. These scatter plots
clearly do not follow a bivariate normal distribution; therefore, it is not appropriate to
interpret confidence ellipses.
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The confidence ellipses for GPA, SATM, and SATV can be interpreted. These con-
fidence ellipses contain observations appropriate to the 80% confidence level you
specified. The nearly circular appearance of the confidence ellipse in the plot of GPA
versus SATV reflects the small correlation you observed in the Correlation Matrix
table. The ellipse in the plot of GPA versus SATM is somewhat more elongated,
reflecting a higher correlation.

1 Note: Visual interpretation of correlations can be subjective because changes in scale
affect your perception (Moore and McCabe 1989). When examining correlations,
you should use correlation coefficients as well as confidence ellipses.

@ Related Reading: Correlation Coefficients, Confidence Ellipses,Chapter 40.

References

Moore, D.S. and McCabe, G.P. (1989), Introduction to the Practice of Statistics, New
York: W.H. Freeman and Company, 179-199.
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Chapter 19

Calculating Principal Components

Principal component analysis is a technique for reducing the complexity of high
dimensional data. You can use principal component analysis to approximate high
dimensional data with a few dimensions so you can examine them visually. In
SAS/INSIGHT software you can calculate principal components, store them, and

plot them in two and three dimensions.

= SAS: Multivariate SASUSER.BASEBALL

File Edit Analyze Tables Graphs Curves Vars Help

|L| CR_ATBAT CR_HITS CR_HOME CR_RUNS CR_RBI DR_BB|

LI Eigenvalues (CORR)
Component | Eigenvalue ;| Difference  Proportion | Cumulative
. 1 5.518381 5.198635 9.9184 0.9184
24 2 B8.311665 B8.166671 8.8519 8.97083
3 0.144995 8.121377 0.0242 0.9945
. 4 0.023618 0.016008 9.6039 0.9984
P 5 0.007610 0.005739 0.0013 9.99937
E B 6 0.001811 _ 0.0003 1.0000
2
LI Eigenvectors (CORR)
M Component
-2 Variable 1 2
CR_ATBAT 0.416885 -0.310947
CR_HITS 0.414336 -0.355349
. CR_HOHME 0.378477 9.817335
-5 ) [3 CR_RUNS 0.419498 -0.225791
PCR1 CR_RBI 0.418313 0.226704
LI CR_BB 0. 400404 -0.051404
LI Correlations {Structure)
Variable PCR1
CR_ATBAT 0.9786
CR_HITS 0.9726
CR_HOHE 0.6884
CR_RUNS 0.9847
CR_RBI 8.9819
CR_BB 9.9399

l-..l

Figure 19.1. Principal Component Analysis
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Calculating Principal Components

Principal component analysis summarizes high dimensional data into a few dimen-
sions. Each dimension is called a principal component and represents a linear combi-
nation of the variables. The first principal component accounts for as much variation
in the data as possible. Each succeeding principal component accounts for as much
of the variation unaccounted for by preceding principal components as possible.

Consider the BASEBALL data set. These data contain performance measures and
salary levels for regular hitters and leading substitute hitters in the major leagues
in 1986. Suppose you are interested in exploring the relationship between players’
performances and their salaries.

If you can first reduce the six career hitting and fielding variables into two or three
dimensions—that is, two or three linear combinations of these variables—then graph-
ing these against the SALARY variable would be useful. You can then look for
relationships between performance and salary.

To create the principal component analysis, follow these steps.
— Open the BASEBALL data set.

— Choose Analyze:Multivariate (Y’s).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X))
Rotating Plot (ZY X))
Distribution (Y')

Fit (Y X)

Multivariate (Y X)
Figure 19.2. Analyze Menu

— Select the six career hitting variables in the list at the left.
These are CR_ATBAT, CR_HITS, CR_HOME, CR_RUNS, CR_RBI, and
CR_BB. Click the Y button. The selected variables appear in the Y variables list.

— Select NAME in the list at the left, then click the Label button.
NAME appears in the Label variables list. Your variables dialog should now appear
as shown in Figure 19.3.
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SAS: Multivariate [ ¥ X )

Figure 19.3. Variables Dialog with Variable Roles Assigned

= Click the Output button.
The output options dialog appears.

— Click the Principal Component Analysis check box in the output options
dialog
This requests a principal component analysis. Your output options dialog should now
appear as shown in Figure 19.4.
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SAS: Multivariate [ ¥ )

)
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Figure 19.4. Multivariate Output Options Dialog
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= Click the Principal Component Options button in the output options dialog
A principal component options dialog should now appear as shown in Figure 19.5.

SAS: Principal Component Options

'
ot
s
Fat
s
s

Figure 19.5. Principal Component Options Dialog
— Click the Eigenvectors check box in the principal component options dialog

= Click the radio mark 2 in the options dialog
This requests that the first two principal components are used for tables of eigenvec-

tors and correlations.

1 Note: By default, the analysis is carried out on the correlation matrix. You can
use the covariance matrix instead by setting options with the Method button in the
Multivariate variables dialog. The covariance matrix is recommended only when all
the variables are measured in comparable units.

= Click OK in all dialogs.
A multivariate window appears. At the bottom of the window is the principal com-

ponent analysis, as shown in Figure 19.6.
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SAS: Multivariate SASUSER.BASEBALL

File Edit Analyze Tables Graphs Curves Vars Help
s
LI Eigenvalues (CORR)}
Component | Eigenvalue : Difference | Proportion | Cumulative
. . 1 5.518301 5.198635 0.9184 0.9184
24 2 ©.311665 0.166671 8.08519 8.9763
3 9.144995 0.121377 0.0242 0.9945
. 4 9.9623618 0.916008 0.0039 0.9984
P 5 0.907610 9.985739 0.0013 8.3337
E ') ] 9.601811 _ 0.0003 1.0000
2
LI Eigenvectors (CORR)
Component
=21 Variable 1 2
CE_ATEBAT 0.416885 | -0.310947
CR_HITS 0.414336 | -0.355349
. CR_HOHE 0.378477 8.817335
-5 0 5 CR_RUNS 9.419498 | -0.225791
PCR1 CR_RBI 0.418313 0.226704
LI CR_BB 0.400404 | -0.081404
LI Correlations (Structurel
Variable PCR1 PCR2
CR_ATEAT 0.9786 -0.1736
CR_HITS 0.9726 -0.1384
CR_HOHE 0.5884 0.4563
CR_RUKS 0.9847 -0.1261
CR_RBI 0.9819 0.1266
CR_BB 9.9399 -0.0454
|- I

Figure 19.6. Multivariate Window
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Principal Component Tables

The Eigenvalues (CORR) table illustrated in Figure 19.7 contains all the eigenval-
ues of the correlation matrix, differences between successive eigenvalues, the propor-
tion of variance explained by each eigenvalue, and the cumulative proportion of the
variance explained. Eigenvalues correspond to each of the principal components and
represent a partitioning of the total variation in the sample. Because correlations are
used, the sum of all the eigenvalues is equal to the number of variables. The first row
of the table corresponds to the first principal component, the second row to the second
principal component, and so on. In this example, the first two principal components
account for over 97% of the variation.
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SAS: Multivariate SASUSER.BASEBALL

Edit Analyze Tables Graphs

Curves Yars

Help

i

Eigenvalues (CORR}

Component

Eigenvalue

Difference

Froportion

Curmulative

5.510301
0.311665
0.144335
6.023618
0.007610
0.001811

5.138635
0.166671
0.121377
0.016005
0.605733

0.9184
6.0519
0.0242
6.06037
0.0013
0.0003

06.31684
06.3/763
0.3945
6.3364
6.3337
1.0000

D

Eigenvectors (CORR)

Component

Variable

1

2

CR_ATBAT
CR_HITS
CR_HOME
CR_RUNS
CR_RBI
CR_BB

0.416885
0.414336
0.378477
0.413438
0.418313
0. 400404

-0.310347
-6.355347
6.817335
-0.225711
0.226704
-0.081404

O

Correlations {Structure)

Variable

PCR1

PCR2

CR_ATBAT
CR_HITS
CR_HOME
CR_RUHS
CR_RBI
CR_BB

6.3786
06.3726
0.8884
6.3647
6.3813
6.3333

-0.1736
-0.1384
0._.4563
-0.1261
0.12b6b
-0.0454

Figure 19.7. Principal Component Tables

The Eigenvectors (CORR) table illustrated in Figure 19.7 contains the first two
eigenvectors of the correlation matrix. Eigenvectors correspond to each of the eigen-
values and associated principal components and are used to form linear combinations
of the Y variables. The first column of the table corresponds to the first principal
component, and the second column to the second principal component.

Now examine the coefficients making up the eigenvectors.

The first component

(PCR1) appears to be a measure of the player’s overall performance as is evidenced
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by approximately the same magnitude of the coefficients corresponding to all six
variables.

Next examine the coefficients making up the eigenvector for the second principal
component (PCR2). Only the coefficients associated with the variables CR_LHOME
and CR_RBI are positive, and the remaining coefficients are negative. The coef-
ficient with the variable CR_HOME is considerably larger than any of the other
coefficients. This indicates a measure of career home runs performance versus other
performance for 1986.

One way to quantify the strength of the linear relationship between the original Y
variables and principal components is through the Correlations (Structure) table,
as shown in Figure 19.7. This correlation matrix contains the correlations between
the Y variables and the principal components.

Eigenvector coefficients of a relatively large magnitude translate into larger corre-
lations and vice versa. For example, PCR2 has one coefficient substantially larger
than other coefficients in the same eigenvector, CR_HOME. The correlation of the
variable with this PCR2 is also large.

Principal Component Plots

Examine the scatter plot of the first two principal components shown in Figure 19.6.
Each marker on the plot represents two principal component scores. The output com-
ponent scores are a linear combination of the standardized Y variables with coeffi-
cients equal to the eigenvectors of the correlation matrix.

= Click on the observations with the four highest values for PCR1.
The resulting scatter plot should now appear as shown in Figure 19.8.

These four observations correspond to Mike Schmidt, Reggie Jackson, Tony Perez,
and Pete Rose. The label for Mike Schmidt is not shown because the observation is
too close to Reggie Jackson. This is not unexpected since the first principal compo-
nent is a measure of the player’s overall career performance.

Now examine observations in the second principal component direction on the scatter
plot. Recall that the second component appeared to be a measure of the combined
performance of home runs and runs batted in versus other career performance. The
observations with large values of PCR2 correspond to Mike Schmidt and Reggie
Jackson. As one might expect, both players have high career-long home runs and
runs batted in.
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SAS: Multivariate SASUSER.BASEBALL

File Edit Analyze Tables Graphs Curves Vars Help

Jackson, Reggiem

?Fefez, Tuﬁgl

Rose, Peten

Figure 19.8. Scatter Plot of First Two Principal Components

Plotting Against Original Variables

Now that you have reduced the dimensionality of the career performance variables to
two dimensions, you can easily examine scatter plots of these principal components
versus the SALARY variable. The two principal component scores are automatically
stored in the data window.

— Choose Analyze:Scatter Plot (Y X).
This displays the scatter plot variables dialog.

— Select SALARY in the list at the left, then click the Y button.
SALARY appears in the Y variables list.

= Select PCR1 and PCR2, then click the X button.
PCR1 and PCR2 appear in the X variables list.

— Select NAME in the list at the left, then click the Label button.
NAME appears in the LABEL variables list.
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A scatter plot variables dialog should now appear as in Figure 19.9.

SAS: Scatter Plot{ ¥ X )

L R

oot |

[ | [er |
X p— ==

ISR [ Y= ) I T

Figure 19.9. Variable Roles Assigned

= Click the OK button.
A scatter plot window appears, as shown in Figure 19.10.

File Edit Analyze Iables fvaphs Cwrvss Vars Help

Schmidt, Hikem ]
2000 2000
S5 15004 S 15004
1] A
L L
i] A
R R
Y 10006 Y 1000-
Rose, Petem -
500 Jackson, Reggiem 5004
-2 [} 2 4 6 8 -2 [} 2
PCR1 PCR2

-]

Figure 19.10. SALARY versus First Two Principal Components

Examine the scatter plot of SALARY versus PCR1, recalling that PCR1 is highly
associated with overall career performance. The linear trend evident in the plot in-
dicates a strong linear relationship between a player’s salary and his overall perfor-
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mance. On the other hand, if you examine the scatter plot of SALARY versus PCR2
(which is the contrast between the combined performance of career home runs and
runs batted in versus the other performance), you can see that there is no evident
relationship.

You can also examine these scatter plots for potential outliers. Click on the observa-
tions with large values of PCR1 in the scatter plot of SALARY versus PCR1. These
observations correspond to players who have had outstanding careers.

Saving Principal Components

This completes the principal component analysis. You began with a high dimensional
set of data (six variables) and reduced it to two dimensions (two variables represent-
ing principal component scores) that accounted for over 95% of the variation. You
were then able to plot the principal component scores against the variable of interest,

SALARY.

At this point, you may want to save the principal component scores for use in subse-
quent analyses.

—> Choose Vars:Principal Components:2.

--- Curves Vars Help

Principal Components  »| 1
Component Rotation 2
Canonical Correlations »| 3
Maximum Redundancy »| Aj|
Canonical Discrimination »| Other...

Figure 19.11. Vars Menu

This causes the two variables, PCR1 and PCR2, to be retained in the data window
even after you delete the multivariate window. You can then include these variables
in later analyses.

@ Related Reading: Principal Components, Chapter 40.
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Chapter 20
Transforming Variables

A transformation generates a new variable from existing variables according to
a mathematical formula. SAS/INSIGHT software provides a variety of variable
transformations. The most commonly used transformations are available from the
Edit:Variables menu. You can perform other more complex transformations using
the Edit Variables dialog.

SAS: Edit Variables

S

oo |
S| [Ho_HITS [
| =

—r| —rf

[Con [ [ et [ e |

Figure 20.1. Edit Variables Dialog
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Common Transformations

The most common transformations are available in the Edit:Variables menu. For
example, log transformations are commonly used to linearize relationships, stabilize
variances, or reduce skewness. Perform a log transformation in a fit window by
following these steps:

— Open the BASEBALL data set.
— Create a fit analysis of SALARY versus CR_HOME.

SAS: Fit SASUSER.BASEBALL

File Edit Hnalyze Tables Graphs Curves WYars Help

»| SALARY = CR_HOME

Response Distribution: Mormal

Link Function: Identity

,!J Hodel Equation
SALARY = 318.113 + 3.9476 CR_HOHE

CR_HOHE

Parametric Regression Fit
Hodel Error
Degree{Polynomial} Hean Square Hean Square

1 Rl = 18014001.7 135268.625

| iy

Figure 20.2. Fit Analysis of SALARY versus CR_HOME

You might expect players who hit many home runs to receive high salaries. However,
most players do not hit many home runs, and most do not have high salaries. This ob-
scures the relationship between SALARY and CR_HOME. Most of the observations
appear in the lower left corner of the scatter plot, and the regression line does not fit
the data well. To make the relationship clearer, apply a logarithmic transformation.
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—> Select both variables in the scatter plot.
Use your host’s method for noncontiguous selection.

SAS: Fit SASUSER.BASEBALL

File Edit HAnalyze Tables Graphs Curves WVars Help

3] sALARY = CR_HOME

Response Distribution: HNormal

Link Function: Identity

o2 Hodel Equation

= 318.113 +  3.0476 (LI

Parametric Regression Fit

Hodel Error
Degree{Folynomial} MHean Square DF MHean Square
1 =i k= 18014001.7 135268.625

| =

Figure 20.3. SALARY and CR_HOME Selected
= Choose Edit:Variables:log(Y).

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables > log(Y)
Observations » | sqrt( Y )

Formats > 1/Y

Copy Y*Y

Delete exp(Y)
Other...
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Figure 20.4. Edit:Variables Menu
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This performs a log transformation on both SALARY and CR_HOME and trans-
forms the scatter plot to a log-log plot. Now the regression fit is improved, and the
relationship between salary and home run production is clearer.

SAS: Fit SASUSER.BASEBALL

File Edit HAnalyze Tables Graphs Curves Vars Help

Link Function: Identity

M Hodel Equation .
4.2526  +  0.4709 [N

—mDrmw| r

Parametric Regression Fit
Model Ervor
Degree{Polynomial) Hean Square DF Hean Square

1 N = 99,8503 258 0.3945
]

Figure 20.5. Fit Analysis of L_SALARY versus L_CR_HOM

The degrees of freedom (DF) is reduced from 261 to 258. This is due to missing
values resulting from the log transformation, described in the following step.

= Scroll the data window to display the last four variables.
Notice that in addition to residual and predicted values from the regression, the log
transformations created two new variables: L_SALARY and L_CR_HOM.
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SAS: SASUSER.BASEBAL L

File Edit HAnalyze Yabiss Graphe Lurves ¥ars Help

b | 26 [Int [ Int [Int [Int [Int
322 SALARY |L_SALARY|L_CR_HOM| R_L_SALA |P_L_SALA
75000 4_3175! B.6931 -0.26147 4.5790
. . 00000 . . 2526
240000 5.4806 3.5835 . 45940 . 9400
225.000 5.4161 2.1972 .12887 L2872
. . 5.4116 . . 8069
475.000 6.1633 4_2341 .0g308 . 2464
550 . 000 6.3099 1.7918 . 21362 .0963
950 . 000 6.8565 4_9416 .27688 .5796
. . 5.4889 . . 8373
166 000 4_6052 4_(052 . 81596 4211
305,000 5.7203 3.0445 .63409 . 6862
1237500 7.1208 4_8520 .58347 .5374

N

D (S0 [ | (]| | | P |t

[=rESat=rH=rE=rHA H=rb=r HA B A 8

Jm[mmmm || m|m

Figure 20.6. New Variables

The log transformation is useful in many cases. However, the result of log( Y ) is
undefined where Y is less than or equal to 0. In such cases, SAS/INSIGHT software
cannot transform the value, so a missing value (.) is generated. To see this, sort the
data in the data window.

— Select L_CR_HOM in the data window, and choose Sort from the data pop-up
menu.

SAS: SASUSER.BASEBALL
Edit Analyze Yobles GHrsphs Lurves ¥Yers Help
[ Int | Int Int| [Int [ Int
SALARY [L_SALARY R_L_SALA |P_L_SALA
75.000: 4._3175 - . .
130,000 4 8675 -

100,000 4_ (052 - -
150,000 5.0106; 0.0000 .72008
160,000 5.8752: 0.0000 .B2262
230.000: 5.4381;: 0.0000 . 18552
87.500: 4.4716! ©.0000 .21908
70,000 4_.2485: ©.0000 . 00406
- - 0.0000 -
- - 0.0000 -
75,000 4.3175: @.63931 .26147

o o o ol o o o
e oiw i i oiw o iwoiwm o iw o iw

Jl[mm[m [

I

Figure 20.7. Missing Values in Log Transformation

Missing values in the SAS System are considered to be less than any other value, so
they appear first in the sorted variable. These values represent players who have never
hit home runs. Their value for CR_HOME is 0, so the log of this value cannot be
calculated. This means the log transformation has removed data from the fit analysis.
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The following steps circumvent this problem.

= Select CR_HOME in the data window.

SAS: SASUSER.BASEBALL

File Edit HfAnalyze

Tablies Graphs

Lwrves ¥ars Help

Common Transformations

[ Int

[Int

YR_HMAJOR

CR_ATBAT

2739

354

166

563

711

1236

1115

618

214

293

241

[FEH L H W HE A W L A

136

P e et e e | il iy

Jl/mmm|mm | nn

Figure 20.8. CR_HOME Selected
= Choose Edit:Variables:Other.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations »
Formats >
Copy

Delete

log('Y')
sart(Y)
1/Y
Yy
exp(Y)

Other...

Figure 20.9. Edit:Variables Menu

This displays the Edit Variables dialog shown in Figure 20.10. In the dialog you can
see that the variable CR_HOME is already assigned as the Y variable.

= Scroll down the transformation window, and select log( Y + a ).
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SAS: Edit Variables

S

Lamse |
| [CR_HOME |

]

L

N
1| 1=

Figure 20.10. Edit Variables Dialog

— In the field for a enter the value 1, then press the Return key.
Notice that the Label value changes from log( CR_HOME ) to log( CR_HOME
+ 1) to reflect the new value of @. Setting @ to 1 avoids the problem of generating
missing values because (CR_HOME + 1) is greater than zero in all cases for this
data.

SAS: Edit Variables

Figure 20.11. Edit Variables Dialog

— Click OK to perform the transformation.

= Scroll all the way to the right to see the new variable, L_CR_H_1.
Notice that the new variable contains no missing values.

326



Common Transformations

SAS: SASUSER.BASEBALL

File Edit Hnalyze ¥sbiss Grephs Lurvss Yers Help

[ Int | Int [ Int | Int [ Int
L_SALARY|L_CR_HOH| R_L_SALA |P_L_SALA
4_3175 . . .
4_8675 . .

=
=
—

. 0000
. 0000
. 0000
. 0000
.6331
.6331
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.6331
.6331
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4.6052
5.0106
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5.4381
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Figure 20.12. New Variable

— Select L_SALARY and L_CR_H_1, then choose Analyze:Fit (Y X).
At the lower left corner of the scatter plot, you can see observations that were not
used in the previous fit analysis. Also note that the degrees of freedom (DF) is back
to 261.
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SAS: Fit 1 SASUSER.BASEBALL

File Edit Hnalyze Tables

Gbraphs

Curves Wars Help

»| L_SALARY = L_CR_H_1

Response Distribution:

Normal

Link Function: Identity

!J Hodel Equation

L_SALARY = 4.1421

+ 0.4943 L_CR_H_1

~mrmw| -

Parametric Regression Fit

Hodel

Error

Degree{Polynomial)

Hean Square

OF

Hean

Squave

1 il

-

195.3210

261

8.33%02

Figure 20.13. New Fit Analysis

@ Related Reading: Linear Models, Chapter 39.
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Other Transformations

You can use the Edit Variables dialog to create other types of transformations. Most
transformations require one selected variable, as in the previous example. Here is an
example using two variables. Suppose you are interested in batting averages, that is,
the number of hits per batting opportunity. Calculate batting averages by following
these steps.

— Choose Edit:Variables:Other to display the Edit Variables dialog
— Assign NO_HITS the Y role and NO_ATBAT the X role.

SAS: Edit Variables

e |
A [MobTs

| e
HIRATNA

iz | [

Figure 20.14. Edit Variables Dialog

= Click on the Y / X transformation.
Notice that the Label value is now NO_HITS / NO_ATBAT. You might want to
enter a more mnemonic value for Name.

—> Enter BAT_AVG in the Name field.
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SAS: Edit Variables

S
LS|
E—pi

Figure 20.15. Creating the Transformation

= Click the OK button to calculate the batting average.
The new BAT_AVG variable appears at the last position in the data window.

— SAS: SASUSER.BASEBALL

File Edit HAnalyze Yobise Graphs

furvesn

Yarg

u| 317 36 1 75.000: 0_2500
u| 4456 33 20 . a._2253
. i) 45 8 740.000 0_.2194
. 73 152 11: 225.000: @_2454
. 247 4 [i] . 8.2635
. 632 43 10 475.000: 0_2571
. 186 290 17! 550.000: 0_3204
. 295 15 50 950.900 @.2965
. 90 4 5] . 8.2397
. 1236 98 18! 100.000; 0_2285
. 359 Jo 4 J05.000: 0_2677
. 368 20 3 1237.500 6_2886
-] |~

Figure 20.16. New BAT_AVG Variable

Now look at the distribution of batting averages for each league by creating a box

plot.

— Choose Analyze:Box Plot/Mosaic Plot ( Y ).
Specify BAT_AVG as the Y variable, LEAGUE as the X variable, and NAME for
the Label role in the box plot variables dialog. Then click on OK.
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SAS: Box Plot/Mosaic Plot{ Y )

JESSE |
il

sz |

Jree | Pt Een
| g e | ]

J— P et s e

Figure 20.17. Box Plot Dialog

SAS: Box Plot SASUSER.BASEBALL

File Edit HAnalyze fablies Sropbs LDurves ¥ars Help

- D

- = -1

. T
American Hational

LEAGUE

Figure 20.18. Box Plot of Batting Averages

Most players are batting between .200 and .300. There are, however, a few extreme
observations.

= Select the upper extreme observations for each league.
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SAS: Box Plot SASUSER.BASEBALL

Edit Hnalyze Yables GBraphbs Lerves ¥Yers Help

| Mattingly, D'Boggs Hade

Brooks, Hub

Raines, Tim[l

. .
American Hational

LEAGUE

Figure 20.19. Examining the Extreme Observations

Don Mattingly and Wade Boggs led the American League in batting, while Tim
Raines and Hubie Brooks led the National League.

The Edit:Variables menu and dialog offer many other transformations. Here is the
complete list of transformations in the Edit:Variables menu:

log(Y) calculates the natural logarithm of the Y variable.
sqrt(Y) calculates the square root of the Y variable.

1/Y calculates the reciprocal of the Y variable.

Y*Y calculates the square of the Y variable.

exp(Y) raises e (2.718...) to the power given by the Y variable.

Here is the complete list of transformations in the Edit:Variables dialog:

Y+X These four transformations perform addition, subtraction,
Y-X multiplication, and division on the specified Y and X
Y*X variables.

Y/ X

a+b*yY These four transformations create linear transformations of
a-b*y the Y variable. Using the default values a=0 and b=1, the
a+b/Y second and third transformations create additive and multi-
a-b/yY plicative inverses =Y and 1 /Y.

332



Other Transformations

Y*b is the power transform. b can be positive or negative.

((Y+a)*™b-1)/b is the Box-Cox transformation. This transformation raises
the sum of the Y variable plus a to the power b, then sub-
tracts 1 and divides by b.

a<=Y<=b creates a variable with value 1 when the value of Y is be-
tween a and b inclusively, and value O for all other values
of Y. Values for a and b can be character or numeric; char-
acter values should not be in quotations. You can use this
transformation to create indicator variables for subsetting

your data.
(Y - mean(Y)) / standardizes the Y variable by subtracting its mean and di-
std(Y) viding by its standard deviation. Standardizing changes the
mean of the variable to 0 and its standard deviation to 1.
abs(Y) calculates the absolute value of Y.
arccos(Y) calculates the arccosine (inverse cosine) of Y. The value is

returned in radians.

arcsin(Y) calculates the arcsine (inverse sine) of Y. The value is re-
turned in radians.

arcsin( sqrt(Y)) calculates the arcsine of the square root of Y. The value is
returned in radians.

arctan(Y) calculates the arctangent (inverse tangent) of Y. The value
is returned in radians.

ceil(Y) calculates the smallest integer greater than or equal to Y.

cos(Y) calculates the cosine of Y.

exp(Y) raises e (2.718...) to the power given by the Y variable.

floor(Y) calculates the largest integer less than or equal to Y.

log(Y+a) calculates the natural logarithm of the Y variable plus an
offset a.

log2(Y +a) calculates the logarithm base 2 of the Y variable plus an
offset a.

log10(Y +a) calculates the logarithm base 10 of the Y variable plus an
offset a.

log((Y-a)/(b-Y calculates the natural logarithm of the quotient of the Y vari-
)) able minus a divided by b minus the Y variable. When a =
0 and b = 1, this is a logit transformation.
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ranbin(a, b)

ranexp(a)

rangam(a, b)

rannor(a)

ranpoi(a, b)

ranuni(a)

round(Y)
sin(Y)
sqrt(Y +a)
tan(Y)

generates a binomial random variable containing values ei-
ther O or 1. a is the seed value for the random transforma-
tion. b is the probability that the generated value will be 1.
If @ is less than or equal to 0, the time of day is used. This
is a special case of the SAS function RANBIN where n, the
number of trials, is 1.

generates a random variable from an exponential distribu-
tion. a is the seed value for the random transformation. If @
is less than or equal to 0, the time of day is used.

generates a random variable from a gamma distribution. a
is the seed value for the random transformation, and b is the
shape parameter. If @ is less than or equal to O, the time of
day is used.

generates a random variable from a normal distribution with
mean 0 and variance 1. a is the seed value for the random
transformation. If a is less than or equal to O, the time of
day is used.

generates a random variable from a Poisson distribution. a
is the seed value for the random transformation, and b is the
mean parameter. If @ is less than or equal to 0, the time of
day is used.

generates a uniform random variable containing values be-
tween O and 1. a is the seed value for the random transfor-
mation. If a is less than or equal to 0, the time of day is
used.

calculates the nearest integer to Y.
calculates the sine of Y.
calculates the square root of the Y variable plus an offset a.

calculates the tangent of Y.

If your work requires other transformations that do not appear in the Edit:Variables
menu or in the Edit Variables dialog, you can perform many kinds of transfor-
mations using the SAS DATA step. For more complete descriptions of the ranbin,
ranexp, rangam, rannor, ranpoi, and ranuni transformations and for complete
information on the DATA step, refer to SAS Language Reference: Dictionary.
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Chapter 21

Comparing Analyses

You can compare analyses that use different observations or variables. For example,
you can exclude certain observations from a model and see how that affects the fit.
You can delete and transform variables to create and compare different models.

= SAS: Fit SASUSER.MINING 1=
File Edit Analyze Tables Graphs Curves Vars JIi8 SAS: Fit 1 SASUSER.MINING o
File Edit Analyze Tables Graphs Curves Vars Help
[ DRILTIHE = DEPTH A
Response Distribution: Hormal LI L_DRILTI = DEPTH
Link Function: Identity Response Distribution: Hormal
Link Function: Identity
|L| Hodel Equation ‘
| DRILTIME = 6.8819 +  ©.0101 DEPTH | D] Hodel Equation ‘
[L_DRILTI =  1.9433 +  @.e011 DEPTH |
.
2.8
15 u
1]
R 2.6
1 L
L 7 2.4
T ;
I
H 16 I 2.2
E ¥
1 2.9
1.8
5
1.6
» 160 260 306 400
» DEPTH —
» Parametri
Hodel » Parametric Regression Fit
Curve Degree{Polynomial) nF Hean Squi Hodel Error
1 =l L 1 601.7: Lurve Degree{Polynomial) DF Mean Square DOF Hean Square
1 Rl = 1 7.0567 458 9.9327
» Summary of Fit
Hean of Response 8.8589 R-Square 0.3347 » Summary of Fit
Roor HSE 1.6161 ; Rdj R-5q 8.3332 Hean of Response 2.1574 R-Square 9.3200
Root HSE 9.1807 : Adj R-5q 9.3191
|3 Analysis of Variance
Source OF Sum of Squares | Hean Square | F » Analysis of Variance
Hodel 1 601. 7267 601.7267 g Source DF S5um of Squares ! Hean Square | F Stat Pr > F
PR |aan-gara Z.6113 Hodel 1 7.0567 7.0567  216.08 1 <.0001
= Ervor 458 14.9572 9.0327
| C Total 459 22.0139 7
~] | =
Figure 21.1. Comparing two Regression Analyses
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Comparing Analyses of Different Observations

There are two ways to compare analyses that use different observations. You can
extract observations or you can exclude them.

Extracting Observations

You can compare analyses made with different observations by extracting a subset,
that is, by creating a new data set that contains a subset of observations from the
original data set. Then you can request separate analyses for each data set.

Consider the MINING data. This data set contains results of an experiment to ex-
amine drilling times (DRILTIME) for different drilling methods (METHOD). As it
turned out, the experimenters encountered difficulties due to changing rock types af-
ter a depth of about 200 feet. It might be worthwhile to compare the distribution of
DRILTIME for depths greater than 200 feet to the distribution of DRILTIME for the
entire data set. To compare the two distributions, you need to select the observations
where DEPTH is greater than 200 feet and extract them into a new data window.

— Open the MINING data set.

SAS: SASUSER.MINING
File Edit HAnalyze ¥sbiss Grephs Lurves ¥ars Help

N

4
\\.
1
2
3
4
5
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7
8
3
19
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[ Int [ Int |Hom| |Int | |
DEPTH|DRILTIME [HETHOD| REP
Het
Het
Het
Ory
Dry
Dry
Het
Het
Het
Ory
Ory
Ory

&

[AaH = == Hia V== 1= - HE S R N H == 1 - N |
wole o fwo o iw o lw o fwo e fwo fwoiwoimoiw
[FLH R U N ST H H FLE N H
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Figure 21.2. MINING Data

— Choose Edit:Observations:Find.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Formats >
Copy

Delete

Examine...

Label in Plots

Unlabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 21.3. Finding Observations

This displays the Find Observations dialog.

SAS: Find Observations

Figure 21.4. Find Observations Dialog

— Select > in the Test list and 200 in the Value list.
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SAS: Find Observations

o |

Figure 21.5. Finding DEPTH > 200

= Click the OK button.
This selects all observations where DEPTH is greater than 200 feet. To see the
selected observations, either choose Find Next from the data pop-up menu or scroll
down using the vertical scroll bar on the right (as indicated by the arrow in the figure).

— SAS: SASUSER.MINING 2=
File Edit

“I-----I------- A

Analyze ¥sbiss Lraphs Lurves Yars Help

200 16.42  Dry 1
| 200 16.76 Dry 2
[ 200 .15 Dry 3
241 [N 997 Het i
242 IS §.71 Het 2
243 [l 16.19 et 3 =
244 I 7.67 Dry i
245 [ 16.24 Dry 2
246 (L1 6.19 Dry 3
247 [IF3T) §.19 Het i
Tl Zie §.80 Het 2
249 AL §.95 Het 3 7

£
%

Figure 21.6. Observations where DEPTH > 200
= Choose Extract from the data pop-up menu.

A new data set containing observations where DEPTH is greater than 200 feet ap-
pears, as shown in Figure 21.7. The new data window is named automatically by
adding a subscript to the original name. You may have to scroll to the top of the data
window to duplicate the next figure.
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5AS5: SASUSER.MINING1
File Edit Hnalyze Yabiss brapghs Lerves Vees Help
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Figure 21.7. MINING1 Data
Now create distribution analyses for both data sets.
—> Select DRILTIME in the MINING data window.

— Choose Analyze:Distribution (Y).
A distribution analysis using all the observations appears on your display.

= Select DRILTIME in the MINING1 data window.

— Choose Analyze:Distribution (Y).
A distribution analysis using the subset of observations appears on your display.

—> Move the two analysis windows side-by-side to compare the distributions.
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SAS: Distribution SASUSER.MINING

:

File Edit fAnalyze Tables Graphs Curves Yars Help D :
File Edit Analyze Tables Graphs Curves Yors Help
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DRILTIHE
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Hean §.8589 | Sum 4075.0900 LI Homents
S5td Dev 1.9792  Variance 3.9171 H 220.0000 | Sum Hgts 220.0000
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Figure 21.8. Comparing Two Distribution Analyses

The mean drilling time at depths greater than 200 feet was 9.9601, while the mean
overall was only 8.8589. The drills may have found harder rock at greater depths.
You may want to create an additional analysis to compare depths greater than 200
feet with depths less than or equal to 200 feet.

— Choose File:End to delete MINING1 and the two analysis windows.

1 Note: Sometimes you will want to compare analyses that use different subsets of
observations based on the values of some variable. If this is the case, you can assign
the variable the Group role, as described in Chapter 22, “Analyzing by Groups.”

@ Related Reading: Distributions, Chapter 38.

Excluding Observations

Another way to compare analyses using different observations is to exclude obser-
vations, that is, to remove them from calculations in the analysis. The observations
still appear in graphs. To illustrate this technique, consider a simple linear regres-
sion model with DRILTIME as the response variable and DEPTH as the explanatory
variable.
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= Select DRILTIME, then DEPTH, then choose Analyze:Fit (Y X).
This displays a fit window.

SAS: Fit SASUSER.MINING
File Edit HAnalyze Tables Graphs Curves VYars Help

!J DRILTIHE = DEFTH

Response Distribution: Hormal

Link Function: Identity

!J Hodel Equation
DRILTIME = 6.8819 + 0.0101 DEPTH

1]
R
I
L
T
I
H
E

Parametric Regrvession Fit

Hodel Errvor
Degree{Polynomial) Hean Square OF MHean Square
1 =il = 601.7267 2.6119

!J Summary of Fit

Hean of Response 8.8589 | R-Square 8_3347
Root HSE 1.6161 | Adj R-5q 8.3332

Figure 21.9. Fit Window

— Choose Edit:Windows:Copy Window in the fit window.
This creates a copy of the fit window.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables » | Copy Window
Observations » | Align

Formats > | Animate...

Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 21.10. Edit:Windows Menu
—> Move the two fit windows side by side.

— Choose Edit:Windows:Freeze in the fit window on the left.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables » | Copy Window
Observations » | Align

Formats » | Animate...

Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 21.11. Edit:Windows Menu

This freezes the window, as indicated by the frost in the corners of the window.
Freezing a window converts the window to a static image that ignores any changes
to the data. Normally, all SAS/INSIGHT windows are linked to their data, and any
changes to the data are automatically reflected in all analyses. By freezing a window,
you can compare windows using different observations without creating additional
data sets.
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SAS: Fit SASUSER.MINING

ile Edit fnalyze Tsblies Grephs Lurves ¥ars Help

SAS: Fit 1 SASUSER.MINING

(B DRILTIHE = DEPTH
Response Distribution: Hormal
Link Function: Identity E = DEPTH
Distriburion: Hormal
[T Hodel Equation |
[DRILTINE = 6.8818  +  9.0161 DEPTH |
| Hodel Equation
" | = h.8813 + 0.0i01 DEPTH |
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» DEPTH
3 Parametric Regression Fit
Hodel Error
Curve | DegreetPalynomial) | DOF | Hean Square | DF | Hean Square Parametric Regression Fit
1 0 = 1]  6e1.7267 | 458 | 2.6118 Model Errov
Degree{Polynomial) = DF  Hean Square . DF | Hean Square
D] Summary of Fit - 1 g = i 601.7267 458 | 26119
Mean of Response 8.8589 | R-Squave  0.3347
Root HSE 1.6161 | Adj R-5q  9.3332 Summary of Fit
/ Besponse 8.8583 | R-Square  0.3347
= | o~ 1.6161 | Adj R-5q  9.3332 y
i—s.l | =

Figure 21.12. Two Windows, One Frozen

Now exclude a few observations from the window on the right.

plot.

= Choose Edit:Observations:Exclude in Calculations.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations »
Formats >
Copy

Delete

Find...
Examine...
Label in Plots
UnLabel in Plots

Show in Graphs

Hide in Graphs

Include in Calculations
Exclude in Calculations
Invert Selection

Figure 21.13. Edit: Observations Menu
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This recalculates the fit analysis without the selected observations. Normally, both
windows would be recalculated, but since the window on the left is frozen, it does

not change. Now you can compare the two fit windows.

SAS: Fit SASUSER. MINING

File Edit fnalyze Tablos Graphs Lurves Vars Help

File Edit fnalyze Tables Graphs Curves Vars Help
[®1 DRILTIHE = DEPTH - = = = = = = =
Response Distribution: Hormal 5
Link Function: Identity > DRILTIHE = DEPTH
Response Distribution: Hormal
|L| Hodel Equation ‘ Link Function: Identity
| DRILTIME =  5.8819 + 0.0101 DEPTH |
[ Hodel Equation
" [DRILTIMHE = 6.89061 +  ©.6097 DEPTH |
A
, 15
R
I 15
I
L R
T I
I
T L
T
3 I
N 10
E
5
160 200 360 400 .
- DEPTH
» Parametric Regression Ff| LX
Hodel Erre
Curve DegreetPolynomial) | DF | Hean Square | DF | Hes L4 Parametric Regression Fit
1 [N = 1] e01.7267 458 | Hodel Error
Curve Degree{Polynomial) . DF  Hean Square . DF | Hean Square
o] Swmmary of Fit — =0 = 1 558.0750 455 | 7.3248
Hean of Response 8.8589 | R-Square  0.3347
Root HSE 1.6161 | Adj R-Sq  ©.3332 4 Jurmary of Fit
Hean of Response 8.8090 ; R-Square  0.3454
I Root MSE 1.5247 | Adj R-5q  ©.3439

E

Figure 21.14. Comparing Two Fit Windows
To thaw a frozen window, follow these steps.

— Choose Edit:Windows:Freeze again.
This recalculates the frozen window and restores its dynamic behavior.

—> Close all analysis windows before proceeding to the next section.
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Comparing Analyses of Different Variables

You have already seen one easy way to compare analyses using different variables.
The Apply button , discussed in Chapter 14, “Multiple Regression,” and Chapter 16,
“Logistic Regression,” , enables you to create models quickly with different effects.

In this section, you will see two additional ways to compare analyses using different
variables. In any analysis, you can delete variables or you can transform them.

Deleting Variables
You can delete any effect in a fit analysis. To see this, do the following:
— Select DRILTIME, then DEPTH, then METHOD in the data window.
—> Choose Analyze:Fit (Y X).

A fit window appears, as shown in Figure 21.15.

———————————————————————————————————————————————
= SAS: Fit SASUSER.MINING = I
File Edit Analyze Tables Graphs urvss Wars Help
[®| DRILTIME = DEPTH HETHOD
Response Distribution: Hormal
Link Function: Identity
P| Hominal Variable Information
Level METHOD
1 Dry
2  Het
» Parameter Information
Parameter | Yariable : HETHOD
1 Intercept
2 | DEPTH
3  HETHOD Dry
4 Het
» Hodel Equation
DRILTIHE = 7.5113 + 0.0098 DEPTH - 1.1873 P_3
» Summary of Fit
Mean of Response §.8589 | R-Square 0.4243
Root HSE 1.5049  Adj R-5q 0.4218
» finalysis of Variance
Source DF Sum of Squares | Mean Square | F Stat Pr > F
Hodel 2 762.9420 361.4710 168.43 <.0001
Error 457 1635.0226 2.2648
C Total 459 1797. 9645
» Type III Tests
Source OF Sum of Squares : Hean Square F Stat Pr > F
DEPTH 1 562.7783 562.7783 248.49 <.0001
HETHOD 1 161.2152 161.2152 71.18 <0001
» Parameter Estimates
Variable : HETHOD DF Estimate Std Error t Stat Pr >|t|
Intercept 1 7.5113 6.1587 47.32 <0001
DEPTH 1 0.0098 0.0006 15.76 <0001
HETHOD Dry 1 -1.1873 0.1407 -8.44 <._Be81
Het 9 a . . -

349



Techniques + Comparing Analyses

Figure 21.15. Fit Window
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= Choose Edit:Windows:Copy Window.
Now you have two identical fit windows.

— Select METHOD in one of the fit windows.

SAS: Fit SASUSER.MINING

File Edit Analyze Tables Graphs Curves Vars IS SAS: Fit 1 SASLSER.MINING ~ |
File Edit Analyze Tables Graphs Curvus Vars Help
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Response Distribution: Hormal LI DRILTIHE = DEPTH ITRENI]
Link Function: Identity Response Distribution: MNormal
Link Function: Identity |
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Level METHOD _LI Hominal Vaviable Information
1 Dry Level
2  Het 1Dy
2 Het
» Parameter Information
Parameter . Variable  HETHOD ¥ Parameter Information
1 Intercept Parameter : Variable
2 DEPTH 1 ;| Intercept
3 | HETHOD Dry 2 DEPTH
4 Het R HETHOD W
4 i Het
|L| Hodel Equation
||]RILTIHE = 7.5113  + 0.0098 DEPTH - | | ‘ﬂ Model Equation |
‘DRILTII“IE = 7.5113 + 9.6698 DEPTH - 1.1873 P73|
» Summary of Fit
Hean of Response 8.8589 | R-Squavre 0.4243 LI Summary of Fit
Roor HSE 1.5043 ' Rdj R-S5q 8.4218 Mean of Response 6.6589 R-5quare 0.4243
Root HSE 1.5649 | Adj R-5q 9.4218
» Analysis of Wariance
Source OF Sum of Squares : Hean Square F LI fAnalysis of Variance
:ndel 45; 1;%-3;23 33;-;;12 | Source DOF Sum of Squares  Mean Square | F Stat Pr > F
€ Toval ok 1797, 9645 : Hodel 2 762.9420 381.4710 | 168.43  <.0001
= Ervor 457 1035.9226 2.2648
C Total 459 1797.3645
|3 Type III Tests —
Source OF Sum of Squares : Hean Square F ﬂ Type I11 Tests
DEPTH 1 562.7783 962.7783 Source DF Sum of Squar‘e:s Hean Square F Stat Pr > F
HETHOD ! 161.2152 |  161.2152 DEPTH i 562.7783  562.7783 248,43 ool
HETHOD 1 161.2152 161.2152 71.18 <.0001
» Paramete
Variable : METHOD DF Estimate Std Error ﬂ Parameter Estimates
Intercept 1 7.59113 0. 1587 Vaviable JURALIIN 0F Estimate : Std Error t Stat Pr >t
AL 1 9.0 o9t ntercept i 75113 0.1587 47,327 <001
H;E 0 " 0 " DEPTH 1 6.6098 6.0006 15.76 <.0001
f Dry 1 -1.1873 0.1407 -8.44 <.0001
=T i Het 0 ) - .
= | L~

Figure 21.16. Two Fit Windows, METHOD Selected in One

=— Choose Edit:Delete.

This recalculates the fit window without the effect you deleted. Now you have two fit
windows for two different models.
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Figure 21.17. Comparing Two Models

File Edit Analyze
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Deleting METHOD caused the adjusted R-square value to drop from 0.4218 to

0.3332.
drilling times.

It was expected that different drilling methods might produce different

Transforming Variables

You can compare analyses by transforming variables in any window.

— Create identical fit windows for DRILTIME = DEPTH.
Either delete METHOD from the first window or choose Edit:Windows:Copy

Window in the second window.

= Select DRILTIME in one of the fit windows.
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Comparing Analyses of Different Variables

I il
SAS: Fit 1 SASUSER.MINING

File Edit Analyze Tables Graphs Curves Vars

Help

i

Figure 21.18. Two Fit Windows, DRILTIME Selected

— Choose Edit:Variables:log( Y ).

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables > log(Y)
Observations » | sqrt( Y )
Formats > 1/Y
Copy Y*y
Delete exp(Y)
Other...

Figure 21.19. Edit:Variables Menu

This recalculates the fit window using the log of the response variable (L_DRILTI).
Now you have two fit windows for two different models.
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Figure 21.20. Comparing Two Fit Analyses

In this case, the log transform did not improve the fit. To undo the log transform, you
can choose Edit:Windows:Renew.

In this chapter you have seen how to compare analysis windows that use different
observations by extracting and excluding. You have also compared analyses using
different variables by deleting and transforming. In the next chapter, you will see
how to compare analyses using Group variables.

@ Related Reading: Transformations, Chapter 20.
@ Related Reading: Linear Models, Chapter 39.
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Chapter 22
Analyzing by Groups

In SAS/INSIGHT software, you can use a group variable to process your data sepa-

rately for each value of the group variable. You can use multiple group variables to
process your data separately for each unique combination of grouping values.

— SAS: Distribution SASUSER.MINING e
File Edit Analyze Tahles Graphs Curves %ars Help

Ja

I HETHOD = Dry B HETHOD = Dvy
REF =1 REF = 2
¥ DRILTIHE »| DRILTIHE
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4 ] i) 16 12 14 16 18 20 4 ] i) 10 12 14 16 16 20
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6.3 0.3

1] 1]

e e

n n

5 5

i i

T T

y y

[EEEEEE] [
4 6 8 10 12 14 16 18 20 4 6 8 10 12 14 16
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N 86.0000  Sum Hgts 86.0000 H 60.0000  Sum Hgts 60. 0060
Hean 8.8508  Sum 708.0600 Hean 8.0563  Sum 483. 3800
Std Dev 2.2431 Variance 5.0314 Std Dev 2.0820 Variance 4.3348
Skewness 1.7471  Kurtosis 4.6370 Skewness 1.1697 | Kurtosis 1.1276
uss 6664.3416 | CSS 397.4796 Uss 4150.0252 | (5SS 255.7548
v 25.3433 : 5td Hean 0.2508 cv 25.8433 . 5td Hean 0.2688 /
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Figure 22.1. Analyzing by Groups
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Using Group Variables
You can learn more about the distribution of drilling times by constructing a distribu-
tion analysis using group variables.
—> Choose Analyze:Distribution (Y).

This displays the distribution variables dialog.

SAS: Distribution [ ¥ )

=
T

[ooey | [o2en 1 [ e || o |
e e S — S

I e W e

Figure 22.2. Distribution Variables Dialog

— In the dialog, select DRILTIME, then click the Y button.
This assigns DRILTIME the required Y role.

— Select METHOD and REP, and click the Group button.
This assigns METHOD and REP the Group role. You can scroll the Group list to
see both variables. Because there are two values for Method and three values for
Rep, this produces six groups.

— Click OK to create the distribution window, as shown in Figure 22.3.

The distribution window shows detailed information on the distributions, including
box plots, histograms, moments, and quantiles. At the top of the distribution window
is a table indicating the unique combination of values of the two group variables. You
can scroll the distribution window to the right to see other levels.
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— SAS: Distribution SASUSER. MINING N
File Edit Analyze Tabhles Graphs Curves %urs Help
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Figure 22.3. Distribution Window with Group Variables
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Comparing Groups by Copying Windows

Because there are six groups, it is difficult to compare two groups side by side. Also,
the axes are scaled to fit the data, so by default graphs use different axes.

To compare two groups side by side using the same axes, you can create a copy of
the distribution analysis, set tick marks, and align the axes.

— Choose Edit:Windows:Copy Window in the Distribution analysis.
This creates a copy of the distribution analysis.

— Move the two analyses side by side.
Now you can scroll the windows horizontally to compare any two groups. Figure
22.4 shows the first and last groups side by side.

SAS: Distribution 1 SASUSER.MINING

File Edit Analyze Tables Graphs Curves %ars Help File Edit Analyze Tables Graphs Curves %Yars Help
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| -

Figure 22.4. Comparing Distribution Analyses

The Moments and Quantiles tables below the histograms present statistics you can
compare. The box plots and histograms, however, are difficult to compare because
they use different axes. You can customize the axes with the following steps.
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= Select DRILTIME in the first distribution window.

= Choose Ticks from the histogram pop-up menu in the first window.
This displays the Ticks dialog.

= Make the adjustments shown in the following figure, and click the OK button.
This scales the DRILTIME axis for all histograms.

SAS: Ticks

Figure 22.5. Ticks Dialog

— Repeat these steps for the box plots in the first window.
This scales the DRILTIME axis for all box plots.

— Repeat these steps for the second window.
Now you can compare box plots and histograms in both windows.
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D L SAS: Distribution 1 SASUSER.MINING
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Figure 22.6. Comparing Distribution Analyses

1 Note: By default, axes in SAS/INSIGHT software are scaled to fit the data. You
can choose Edit:Windows:Align in any analysis window to align axes that use the
same variable. Aligning affects only the axis scale, not the tick marks. When aligning
histogram axes as in the preceding example, you should use the Ticks dialog to give
histogram bars the same width and position.

@ Related Reading: Distributions, Chapter 38.
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Setting Default Group Variables

Often you will want to assign Group roles to the same group variables throughout a
SAS/INSIGHT session. You can save time by setting default Group roles in the data
window so that you do not have to set them in every variables dialog.

To set default Group roles for SASUSER.MINING, follow these steps.

—> Choose Define Variables from the data pop-up menu.
This displays the Define Variables dialog.

— In the dialog, click on METHOD, then click on Group under Default Role.
This assigns the Group role to the METHOD variable.

SAS: Define Variahles

Ii

- X
J X
 p— -

[ | [ @ | [Er |

Figure 22.7. Assigning Group Role

= Click the Apply button.
This assigns the Group role to METHOD but leaves the Define Variables window
open so that you can assign roles to other variables as well.

— Click on REP, then click on Group under Default Role.
This assigns the Group role to the REP variable as well.

— Click the OK button to close the dialog
The Group role now appears above both METHOD and REP in the data window.
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SAS: SASUSER.MINING

File Edit Analyze ¥abies Graphs Cuwrves Yars

[ g Bl H = H N o = T AR ¥ H ¥ e e = HR Y |
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[FEH LS H TR L EL Y W H S L LT H

Figure 22.8. Two Group Roles Assigned

T Note: Order is significant. The order in which you assign roles is the order in which
your group variables are used in analyses.

— Choose Analyze:Box Plot/Mosaic Plot ( Y ).
Notice that the Group roles are already assigned. Only METHOD is visible, but you
can scroll the Group list to see REP.

SAS: Box Plot/Mosaic Plot [ ¥ )

v x|

|

I =
X p— S p— ]

S p—
I |

Figure 22.9. Box Plot Variables Dialog

Now every analysis you create will use the default Group roles you assigned in the
data window. If you want to create an analysis without these variables, you can select

364



Setting Default Group Variables

them in the variables dialog and click the Remove button.
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Formatting Group Variables

Usually, SAS formats in SAS/INSIGHT software determine only how data are visu-
ally displayed. Group variables, however, can use SAS formats to combine different
values into a larger group. For example, suppose you are interested only in approxi-
mate depths, not in the exact values of DEPTH. You can use a format to combine the
values of DEPTH into three groups:

e DEPTH < 100
e 100 < DEPTH < 300
e 300 < DEPTH

Once you have assigned this format to DEPTH, you can assign DEPTH a Group
role and use it as described earlier in this section. Each use of DEPTH creates three
groups containing values in the three ranges you specified.

@ Related Reading: Formats, Chapter 24.
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Chapter 23
Animating Graphs
SAS/INSIGHT software provides two ways to animate graphs.

You can animate selected observations in all graphs simultaneously. This produces
the same visual effect as brushing but gives you precise control over the display.

You can animate selected graphs individually. This restricts the animation to one
graph and animates observations and other graph features.

Animating Selection of Observations

To animate the selection of observations, follow these steps.

— Open the AIR data set.
This data set contains measurements of carbon monoxide and sulfur dioxide in city
air over various times and dates. Since these data are time-dependent, they are a good
subject for animation.

SAS: SASUSER.AIR
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13H0V¥89:05:08: Hon a_48; 1.10:9_894
13H0V¥89:06:080: Hon a.63: 1.10:1.037

-
=1
[=-]

| ]
| ]
| ]
it
~]

Figure 23.1. AIR Data
— Select CO, then SO2 in the data window using extended selection.

—> Choose Analyze:Scatter Plot (Y X ).
This creates a scatter plot of CO versus SO2.

—> Choose Edit:Windows:Animate.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows > Renew...

Variables > | Copy Window
Observations » | Align

Formats > | Aimatew.
Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 23.2. Edit:Windows Menu

This displays the animation dialog. The animation dialog contains a list of variables,
a list of values, and a slider to control speed.

—
SAS: Animate

e

Figure 23.3. Animation Dialog

= Select DAY in the list of variables, then click the Apply button.
This animates the selection of observations over all values of DAY in the order in
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which they are displayed in the animation dialog. Observations are selected in both
the scatter plot and the data window, and the current value is selected in the animation
dialog.

SAS: Scatter Plot SASUSER.AIR e[| I

File Edit Analyze Yables HGraphse Lurves ¥ars Help SAS: Animate

2 JEC

Figure 23.4. Animating Selection of Observations

=—> Adjust speed by clicking or dragging on the slider.
When the slider is at the extreme left, speed is slowest; at the right, speed is fastest.
Animation speed also depends on the speed of your host, the number of observations
in your data set, and the number of graphs displayed.

= Click the Pause button to stop the animation.
You can make the pattern of animation clearer by toggling the display of observations.

= Choose Observations from the scatter plot pop-up menu.
This turns off the display of all deselected observations.

= Click the Apply button to restart the animation.
You should begin to see the conditional distributions of CO and SO2 as DAY varies
over the day of the week.

= Click in the Value list in the animation dialog
This enables you to stop the animation on particular values. You can click in the
Value list to compare pollutant concentrations on different days.
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SAS: Scatter Plot SASUSER.AIR

File Edit HAnalyze Yabies Srephs Lurves ¥ars Help SAS: Animate

B

Figure 23.5. Animating Only Selected Observations

The concentrations of CO and SO2 vary widely through most of the days but are
much lower on Saturday and Sunday. Carbon monoxide is produced primarily by
automobile exhaust, and automobile traffic appears to be reduced on the weekends.
Sulfur dioxide concentrations are also lower; this pollutant is produced by power
plants that operate at a reduced rate on weekends.
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Animating Selected Graphs

Line plots are an effective way to look at time-dependent data. You can animate line
plots and other graphs by selecting them before using the animation dialog. This
animates lines and other features in the graph, not just selected observations.

— Select CO, then SO2, then HOUR in the data window.
The last variable you select, HOUR, will receive the X role in the line plot.

— Choose Analyze:Line Plot (Y X).
This creates a plot with two overlaid lines. The lines are jagged because the data
contain seven observations for each hour.

= Select the line plot by clicking on any edge.

SAS: Line Plot SASUSER.AIR

File Edit HAnalyze Yobles Srophs Durves VYars

Figure 23.6. Selected Line Plot

—> Select DAY in the animation dialog, then click the Apply button.
This animates the line plot, showing pollutant concentrations for each day of the
week.
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SAS: Line Plot SASUSER.AIR

File Edit HAnalyze ¥ablos Groephs ZLurves Vaers Help

8AS: Animate

e

Figure 23.7. Animating a Line Plot

Notice the peak CO concentrations on weekday mornings and afternoons. These
might be caused by increased automobile emissions during rush-hour traffic.

— When you are finished, click Cancel to close the animation dialog
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Chapter 24
Formatting Variables and Values

Formats determine how variables and values are displayed. In group variables and
model effects, formats can also determine how values are used in calculations.

You can use formats to set the width of displayed values, the number of decimal
points displayed, the handling of blanks, zeroes, and commas, and other details. The
SAS System provides many standard formats for displaying character and numeric
values.

In addition, you can use the FORMAT procedure to create your own formats.

SAS: Format

Figure 24.1. Assigning a Format
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Assigning Formats

By default, SAS/INSIGHT software displays each variable using the format supplied
in your SAS data set. If your data set contains numeric variables with no formats,
SAS/INSIGHT software chooses a format based on that variable’s values. When
you save the data, formats chosen by SAS/INSIGHT software are not automatically
saved, but any formats you assign are saved.

You can assign formats by using the Edit:Formats menu.

— Open the BASEBALL data set.
This data set contains statistics and salaries of major league baseball players.

— Select the variable SALARY.

SAS: SASUSER.BASEBALL
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Figure 24.2. SALARY Selected
—> Choose Edit:Formats:9.1.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations »
Formats > 8.0
Copy ol
Delete 10.2
11.3
12.4
13.5
14.6
E12.
Other...

Figure 24.3. Edit:Formats Menu
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This gives the variable SALARY a width of nine character positions, including the
decimal and one position after the decimal. The actual data values for SALARY
continue to be stored with double precision.

SAS: SASUSER.BASEBALL

File Edit HAnalyze ¥abies Lraphs Lerwes ¥ars Help

SALARY

Figure 24.4. Format 9.1

= Choose Edit:Formats:E12.
This gives the variable SALARY a width of 12 character positions and expresses
each value in exponential notation.

— SAS: SASUSER.BASEBALL =

File Edit Hnalyze ¥sbiss Grephs Lurvss Yars Help

__ |Nom| |Int|  [Int| | T [ S
] 317 36 1 7.50000E+01
] 4456 33 20 .
u| 1] 45 8 2.40000FE+02
u| 73 152 11; 2.25000E+02
0 547 4 8 i
u| 632 43 10 4_75000E+02
u| 186 290 17 5._50000E+02
u| 295 15 5: 9.50000E+02
0 59 4 6 i
u| 1236 98 18 1.00000E+02
u| 359 30 4: 3.05000E+02
u| 368 20 3 1.23750E+03 ¥
R | | -

Figure 24.5. Format E12.

The Edit:Formats menu provides quick access to frequently used formats. There
are many other standard formats provided by the SAS System.

= Choose Edit:Formats:Other.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations »
Formats > 8.0

Copy 9.1

Delete 10.2
11.3
124
13.5
14.6
E12.

Figure 24.6. Edit:Formats Menu

This displays the Format dialog. In the dialog, the fields W and d specify the width
and decimal places to be used by the formats. Note that the SALARY variable and
the E12. format are currently selected.

SAS: Format

Figure 24.7. Format Dialog

= Select DOLLARw.d in the Format list.
Formats are listed alphabetically, so the DOLLARwW.d format is above the Ew. for-
mat.
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SAS: Format

Figure 24.8. Format DOLLARw.d

The example in the upper right corner of the dialog illustrates the format you have se-
lected. DOLLAR is the standard format for display of currency in the United States.
There is also a DOLLARX format sometimes preferred in European countries.

— Click OK to set the format you prefer.

— SAS: SASUSER.BASEBALL =

File Edit HAnalyze Yablas SHraphs Lurves ¥ars Help
H------- T L
] 10 317 36 1 $75
] C 446 33 20 .

] uT [i10] 45 8 $240

] 35 73 152 11 $225

] CF 247 4 ] .

] C 632 43 18 $475

] 2B 186 230 17 $550

] RF 235 15 9 $350

] 0OF J0 4 a .

] 1B 1236 i) 18 $100

] C 393 30 4 $305

] 368 20 3 $1,230 £
~] | -

Figure 24.9. SALARY Formatted

Now the variable SALARY uses the format you assigned. By default, this format is
also used for axes in subsequent analyses. You can modify the axes, however, to use
other formats.

— Choose Analyze:Distribution (Y ).
This creates a distribution analysis of SALARY. The box plot and histogram axes
use the format you assigned to the SALARY variable in the data window.

= Select SALARY in the distribution window.
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File Edit

SAS: Distribution SASUSER.BASEBALL

Analyze

Ipbles

Graphs

Formatting Variables and Values

Curves ¥ars

Help

3] sALAry |

%1,000

$1,500

SHLARY

L

3]

Homents

H

Hean

Std Dewv
Skewness
uss

Cw

263.0000
535.3253
451.1187
1.5630
128657066
84.1756

Sum Hgts
Sum
Variance
Kurtosis
C55
S5td Hean

263.0000
140348. 567
203508.064

3.065%30
53319112.8
27.8172

Figure 24.10. Distribution Analysis, SALARY Selected

= Choose Edit:Formats:8.0.
This assigns the 8.0 format to SALARY on axes in the distribution window. In the
data window, SALARY continues to use the DOLLAR format.
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= SAS: Distribution SASUSER.BASEBALL ==

File Edit MfAnalyze Tables Graphs Curves ¥Ysrs Help

Jas
2] sALArY
500 1000 1500 2000
- - 0 7]
12| SOLARTY — SAS: SASUSER.BASEBALL =
File Edit HAnalyze 7Yables Graphs Lurses ¥ars Help
» | 22 | Hom | Int [ Int | Int [ Int]] %
322 POSITION| HO_OUTS| HO_ASSTS| NO_ERROR SALARY =
u 1{10 317 36 1 $75
0.0014 = 2|C 446 33 20 -
" 3|uT 80 45 8 $240
1] u 4|35 73 152 11 $225
e = 5| CF 247 4 8 .
s L 6iC 632 43 10 $475
i L 7| 2B 186 290 17 $550
y 0.90954 L] 8| RF 2495 15 5 $350
" 3| 0F 90 4 7] .
= 18|1B 1236 98 18 $100 | ¢
-] I
0_
0 250 500 750 1000 1250 19500 1750 2000 2250
] SALARY
LI Homents
N 263.0000 | Sum Hgts 263.0000
Hean 535.9259 | Sum 140948.567
Std Dew 451.1187 : Variance 203508.064
Skewness 1.5899  Kurtosis 3.6530
uss 128857066 | C55 53319112.8
v 84.1756 | 5td Hean 27.8172

Figure 24.11. SALARY Axes Formatted

You can also format individual values in analysis tables. For example, suppose you
need to see greater precision for the mean and standard deviation.

— Select the values for Mean and Std Dev in the Moments table.
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SAS: Distribution SASUSER.BASEBALL

File Edit HAnalyze Tables bGraphs Curves ¥ars Help

ﬂ Homents

H 263.0000 | Sum Hgts 2630000
Hean 535.9253 I 140345567
S5td Dev LEITM LT Yariance 203508.064
Skewness 1.5899 | Kurtosis 3.0590

uss 128657066 EESS 53319112.8
cv 84.1756 | 5td Hean 27.8172

Figure 24.12. Moments Table, Values Selected

— Choose Edit:Formats:14.6.
Now the mean and standard deviation show six digits after the decimal.

SAS: Distribution SASUSER.BASEBALL
File Edit HAnalyze Tables Graphs Curves ¥Ysrs Help

LI Homents

N 263.0000 | Sum Hgts 263.0000
Hean 535.925887 146948.5607
S5td Dev LEIMBETT)E Yariance 203503.064
Skewness 1.5899 | Kurtosis 3.659a

uss 128657066 €55 93319112.8
R 84.1756 | 5td Hean 27.8172

Figure 24.13. Moments Table, Values Formatted
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Creating Formats

Although there are many formats available in the SAS System, occasionally you will
want to create your own. To do this, use the FORMAT procedure.

For example, suppose you want to consider certain groupings of baseball players
based on the length of their careers. You can combine the values of YR_MAJOR
into four groups, as follows.

—> Enter PROC FORMAT statements in the Program Editor.

SAS: PROGRAM EDITOR—Untitled

File Edit View Locals bGlobals Help

00081 proc format;

0006 2 value yearfmt low-5="Rookie”
G-10="Veteran”
11-21="5enior”

21-high="Pete & Tony~;

Figure 24.14. Program Editor

=—> Choose Run:Submit.

File Edit View Tools Run Solutions Help
Submit

Recall Last Submitted
Submit Top Line
Submit N Lines...
Submit Clipboard
Signon...

Remote Submit...
Remote Get
Remote Display
Signoff...

Figure 24.15. Run Menu
— Select YR_MAJOR.

385



Techniques + Formatting Variables and Values

SAS: SASUSER.BASEBALL

File Edit HAnalyze Yabies Grephs Lurves ¥Yere Help

-t

M

M
[pHE-IE Rt THL HVH )

-
=

[CICCICIIDCICICICICIE]

Figure 24.16. YR_MAJOR Selected

= Choose Edit:Formats:Other.
This displays the Format Dialog.

SAS: Format

Figure 24.17. Format Dialog

—> Enter YEARFMT in the Name field.

— Enter 12 in the w field, then press the Return key.

Now the example in the upper right of the dialog shows a value formatted with
YEARFMT.
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SAS: Format

Figure 24.18. YEARFMT Entered

= Click OK to close the Format dialog
Now YEARFMT is used to display the values of YR_MAJOR.

BAS: SASUSER.BASEBALL

File Edit HfAnalyze Yables bBraphs Lerevss Yars

YR_HMAJOR
Rookie
Rookie
Senior
Rookie
Senior
Senior
Veteran
Veteran
Senior
Veteran
Veteran
Veteran

Figure 24.19. YEARFMT Assigned

By default, the new format is used to display values wherever you use YR_MAJOR.
Formats are not used in calculations except for nominal variables in model effects or
for group variables. In these cases, the format is used to determine the groups. You
can see this use of formats by creating a box plot.

=—> Deselect YR_MAJOR in the data window.

— Choose Analyze:Box Plot/Mosaic Plot ( Y ).
This displays the box plot variables dialog.

— Assign YR_MAJOR the X role and CR_HITS the Y role.
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SAS: Box Plot/Mosaic Plot [ ¥ )

I
Bl

s |

RPNy IVFETN (e
I I —

T R TN BT |

Figure 24.20. Box Plot Variables Dialog
— Click the OK button to create the box plot.

SAS: Box Plot SASUSER.BASEBALL

File Edit HfAnalyze ¥abios Graphe Lurees ¥are Help

L =] e T | DY

Pete & Tony Rookie Senior
YR_HAJOR

Figure 24.21. Box Plot of CR_HITS by YR_MAJOR
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Since YEARFMT defines four formatted values, there are four boxes in the box plot.
One of the boxes has no whiskers because it represents only two observations. Pete
Rose and Tony Perez, ballplayers of exceptional hitting ability and longevity, are in a
class by themselves.

To learn more about SAS formats, refer to SAS Language Reference: Dictionary. To
learn more about creating your own formats with PROC FORMAT, refer to the SAS
Procedures Guide.

@ Related Reading: Box Plots, Chapter 33.
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Chapter 25
Editing Windows

SAS/INSIGHT software provides many ways to edit the contents of your analysis
windows. You can zoom in and out to see more or less detail. You can move, resize,
add, and delete graphs and tables. You can align graphs. If you change your mind
about your window layout, you can renew any window to restore its original state.

SAS: Distribution SASUSER.GPA

File Edit HfAnalyze Tables Graphs Curves ¥asrs Help

EAm0S0D

L] 13
DEEY
0.2
0
e
n
s
i
T
9 a1
o PR 5
1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 16.5
¥ HsH
lq

Figure 25.1. Adding a Graph to a Window
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Zooming Windows

Zooming a window means adjusting the focus to make objects in the window larger
or smaller. Zooming is most useful when you want to see more detail. For example,
you may use zooming to explore data in a scatter plot matrix.

— Open the GPA data set.
This data set contains college grade point averages, high school math, science, and
English averages, and SAT scores of first-year college students.

— Select all the variables.
Click on the variables count in the upper left corner.

SAS: SASUSER.GPA

File Edit HAnalyze ¥ablss Graphe Lerves Yers Help

Iq Int Int Int Int Int Int Hom |

670 600 {Female
16 G3io 700 (Hale
Gl 390 Female
570 530 Hale
700 640 : Female
G40 530 :Female
G3a 560 (Hale
Gla 460 (Hale
570 570 (Hale
550 500 :Female
G670 GO0 : Female
540 580 :Female

P
P
-

[y
[y
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(==Ni VHI- RIS U T FERT LR
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iR oemiEiwmim &
—

—t
[=-Ha VN~ - T -H - - H Kl -1 ]

—t
[ F-Ho k] - - H o - B N - i - -1 N H - P H K- T
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Figure 25.2. Selecting All Variables

— Choose Analyze:Scatter Plot (Y X).
This creates a seven-by-seven scatter plot matrix.
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SAS: Scatter Plot SASUSER.GPA

File Edit Hnalyze Ysbies GDraphs Lurves ¥ers Help

JL3] 6.00

SEX

Female

Figure 25.3. Scatter Plot Matrix

Some of these plots show interesting patterns. However, it is difficult to see the plots
when they are so small. To change the size of the plots, follow these steps.

= Choose Edit:Windows:Tools.
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File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables » | Copy Window
Observations » | Align
Formats > | Animate...
Copy Freeze
Delete Select All
Tools
Fonts
Display Options...
Window Options...
Graph Options...

Figure 25.4. Edit:Windows Menu

This displays the Tools window. At the top, the window contains three tools, each
indicating a different mode of operation. To select and identify objects, use the arrow.
To manipulate objects, use the hand. To zoom, use the magnifying glass.

—> Click on the magnifying glass in the Tools window.
Now the magnifying glass in the window is highlighted, and the cursor changes from
an arrow to a magnifying glass.

——
SAS: Tools

Figure 25.5. Tools Window

—> Move the magnifying glass to the center of the window and click several times.
When it is near the center of the window, the magnifying glass is large.
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Clicking near the center makes objects larger.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Yabies Draphs Turves W¥ars Help

Figure 25.6. Zooming In

= Move the magnifying glass to the edge of the window and click several times.
When it is near the edge of the window, the magnifying glass is small.

Clicking near the edge makes objects smaller until all objects fit in the window.
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SAS: Scatter Plot SASUSER.GPA

File Edit Hnalyze Tsblies Braphs Lurves Yars Help

»

SEX

Female

Figure 25.7. Zooming Out

—> Click several times between the center and the edge of the window.
The degree of magnification is proportional to the distance of your cursor from the
center or the edge of the window. Clicking between the center and the edge makes

fine adjustments. By clicking in this area, you can give the plots exactly the size you
want.
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fnalyze

Giraphs

Zooming Windows

SAS: Scatter Plot SASUSER.GPA

Lurves  Yers Help

»

6.0

Figure 25.8. Making Fine Adjustments

To zoom in on a specific area, you can drag a rectangle with the magnifying glass.

— Drag a rectangle around the plot of GPA versus HSM.
On some hosts, to drag a rectangle it is necessary to begin moving the mouse as soon
as you depress the mouse button.
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SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Yabies SHraphs ferves Vars

6.00

Figure 25.9. Zooming in on GPA versus HSM

You can restore the original size of the plots by clicking repeatedly near the edge of
the window. If you prefer, instead of clicking repeatedly, you can press the mouse
button down and hold it down. On most hosts, holding has the same effect as repeated
clicks.

When you have zoomed in far, you may find it easier to Renew the window, as
described in the next section.
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Renewing Windows

Renewing restores the original state of the window. Renewing also gives you the
opportunity to change the variables and options used to create the window.

— Restore the arrow tool by clicking on the arrow button in the Tools window.

—> Choose Edit:Windows:Renew.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > Renew..
Variables ! Copy Window
Observations » | Align
Formats > | Animate...
Copy Freeze
Delete Select All
Tools
Fonts
Display Options...
Window Options...
Graph Options...

Figure 25.10. Edit:Windows Menu

This displays the Scatter Plot variables dialog used to create the window.

SAS: Scatter Plot [ ¥ X )

JEti | e
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[FEso | PR
e

Ry =i W =

Figure 25.11. Scatter Plot Variables Dialog
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= Click OK to re-create the scatter plot matrix at its original size, as shown in
Figure 25.3.

You can also use Edit:Windows:Renew to adjust variables and options associated
with your window.

— Choose Edit:Windows:Renew again to display the variables dialog
— In the dialog, select SATM, SATV, and SEX in both Y and X lists.

— Click Remove to remove these variables.

SAS: Scatter Plot ( ¥ X )

I B
Bl BN

e

I |
e

Sy e BT W

Figure 25.12. Removing Variables
= Click Output to display the output options dialog
— In the options dialog, click on the Labels button to display variable labels.

SAS: Scatter Plot [ ¥ X )

Figure 25.13. Setting Variable Labels
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= Click OK in both dialogs to renew the window.
The matrix that was seven-by-seven is now four-by-four, and it displays variable la-

bels instead of names.

SAS: Scatter Plot SASUSER.GPA

File Edit HAnalyze Yabies Draphs Turves W¥ars Help

LI 6.60

College Grade Point Ave|.

High School Hath Averag

High Schoel 5cience Ave

High School English Ave

Figure 25.14. Renewed Window

To reset the scatter plot output to display variable names again, follow the same steps
to display the scatter plot options dialog, then click on the Names button under

Variable: in the dialog.
@ Related Reading: Scatter Plot Matrix, Chapter 5, Chapter 35.
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Adding and Deleting

Many windows contain Graphs and Tables menus that enable you to add the most
commonly used graphs and tables to any window. For example, in the Fit window you
can add residual plots; in the Distribution window you can add tests for distributions.

If a graph you need is not listed in the Graphs menu, you can use the Analyze menu
to add any graph to any window. For example, suppose you want to create a scatter
plot with marginal histograms. To create this combination of graphs, first create a
distribution analysis on two variables.

— Choose Analyze:Distribution ( Y ).

File Edit Analyze Tables Graphs Curves Vars Help
Histogram/Bar Chart (YY)
Box Plot/Mosaic Plot (Y)
Line Plot (Y X)

Scatter Plot (Y X)
Contour Plot (ZY X)
Rotating Plot (ZY X))
Distribution (Y)
Fit (Y X)

Multivariate (Y X))

Figure 25.15. Analyze Menu

This displays the Distribution variables dialog.

— Select GPA and HSM, then click the Y button.

This assigns GPA and HSM the Y role in the Distribution analysis.

SAS: Distribution [ ¥ )

o
=

T I T
H N I (5 |

[T G i [ e | T

Figure 25.16. Distribution Variables Dialog
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— Click the Output button.
This displays the output options dialog.

= In the output dialog, turn off all options except Histogram/Bar Chart.

s S|
oy st
e

e

Figure 25.17. Output Options Dialog
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= Click OK in both dialogs to create the distribution analysis.

SAS: Distribution SASUSER. GPA

File Edit HAnalyze Tables Graphs Curves ¥Yare Help

[T TR BN ]

1.8 2.2 2.6 3.0 3.4 3.8 4.2 4.6 5.0 5.4 5.8 6.2
GPR
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Figure 25.18. Distribution Window

Now you have a distribution window with two histograms. To add a scatter plot of
both variables, follow these steps.

= Drag the bottom right corner of the window to the right.
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This increases the window size to provide blank space to the right of the histograms.

—> Drag a rectangle to select an area in the window.

e ——
SAS: Distribution SASUSER.GPA r
File Edit HfAnalyze Tables Graphs Curves ¥ars Help
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Figure 25.19. Area Selected

— Choose Analyze:Scatter Plot (Y X ).
This displays the scatter plot variables dialog.

—> In the dialog, assign GPA the Y role, and HSM the X role.
= Click OK to add the scatter plot to the distribution window.
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SAS: Distribution SASUSER.GPA

File Edit finalyze Tables Graphs Curves Yars Help
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Figure 25.20. Distribution Window with Scatter Plot

You can delete any graph or table in the distribution window. For example, in this
window the two small tables that contain variable names are not needed.

— Click on any edge of the GPA table to select it.

= Use extended selection to select the HSM table also.
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SAS: Distribution SASUSER.GPA
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Figure 25.21. Tables Selected
= Choose Edit:Delete to delete the tables.

File Edit Analyze Tables Graphs Curves Vars Help

Windows >
Variables >
Observations »
Formats >
Copy

Delete

Figure 25.22. Edit:Windows Menu
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SAS: Distribution SASUSER.GPA
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Figure 25.23. Tables Deleted

By choosing from the Analyze menu and choosing Edit:Delete, you have created
a window containing one scatter plot and two histograms. In the same manner, you
can add any graph and delete any graph or table in a window.
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Moving and Sizing

Now you have a window containing one scatter plot and two histograms. To make
marginal histograms, you should position the graphs so that common axes are paral-
lel.

You can move any graph or table by dragging on its side.

= Drag the HSM histogram below the scatter plot.
Press the mouse button down on any side of the histogram. Move the mouse to the
right. Release the mouse button when you have the histogram positioned below the
scatter plot.

SAS: Distribution SASUSER.GPA

File Edit HAnalyze Tables Graphs Curves ¥uore Help
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Figure 25.24. Histogram Moved

Now the histogram is in approximately the right place, but it is too large and its
orientation is wrong. A marginal histogram should be smaller and the bars should be
pointing downward.

You can resize and reorient any graph by dragging on a corner.

= Drag the lower right corner of the HSM histogram upward.
Press the mouse button down on the lower right corner. Move the mouse upward.
Release the mouse button when the histogram is about half its original size.
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SAS: Distribution SASUSER.GPA

File Edit fnalyze Tables Graphs Curves ¥srs Help
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Figure 25.25. Histogram Resized

To change the orientation of the histogram, you can flip it over by dragging one corner
across another.

= Drag the upper right corner down past the lower right corner.
This flips the histogram so that the bars are pointing downward.
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SAS: Distribution SASUSER.GPA =
File Edit fnalyze Tables Graphs Curves Vurs Help
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Figure 25.26. Histogram Reoriented

Now you have a scatter plot and one marginal histogram. To orient the other his-
togram correctly requires two flips.

—> Drag the upper left corner of the GPA histogram past the lower right corner.
This flips the histogram across its diagonal. The bars that were vertical are now
horizontal.
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SAS: Distribution SASUSER.GPA

File Edit fnalyze Tables Graphs Curves ¥srs Help
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Figure 25.27. Histogram Reoriented

= Drag the upper right corner left past the upper left corner.
This flips the histogram so that the bars are pointing to the left.
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Figure 25.28. Histogram Reoriented

—> Size and move both histograms to the margins of the scatter plot.
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SAS: Distribution SASUSER. GPA

File Edit HMAnalyze Tables Graphs Curves ¥ars Help
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Figure 25.29. Scatter Plot with Marginal Histograms

Now both histograms are correctly oriented and placed at the margins of the scatter
plot.
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Aligning Graphs

Now that you have created a scatter plot with marginal histograms, you may notice
that the axes are not perfectly aligned. For example, the tick label 1.5 in the HSM
histogram appears to the right of the tick label 2 in the scatter plot. Similarly, the tick
label 6.20 in the GPA histogram appears below the tick label 6.00 in the scatter plot.
This occurs because, by default, axes are chosen to maximize the display of the data.
You can override this behavior to align axes in different graphs.

= Click once in any empty area to deselect the histogram.

= Choose Edit:Windows:Align.
This aligns the HSM and GPA axes in all graphs.

SAS: Distribution SASUSER.GPA

File Edit HAnalyze Tables BGraphs Curves ¥ars

Density

Figure 25.30. Graphs Aligned

You can align any axes that display the same variable. When you do not
want to align all axes in a window, select the axes of interest before choosing
Edit:Windows:Align.

Once you have moved, sized, added, deleted, and aligned objects in your windows,
you will often want to save and print them. The next three chapters describe how to
save and print data, graphs, and tables.
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Chapter 26
Saving and Printing Data

Saving a data set means copying the data from a SAS/INSIGHT data window to a
SAS data set. SAS/INSIGHT software automatically saves observation colors, mark-
ers, and other states as a variable in the SAS data set.

You can print the contents of any SAS data set to the SAS Output window and to a
hardcopy device by using the PRINT procedure.

— SAS: Output—Untitled e
File Edit ¥iew Tools Solutions Help
HOTE: At top.
The 5A5 System [
Obs drug disease chang_bp
1 1 1 42
2 1 1 44
3 1 1 36
4 1 1 13
5 1 1 19
G 1 1 22
7 1 2 33
g 1 2 40
9 1 2 26
16 1 2 34
11 1 2 33
12 1 2 21
13 1 3 31
14 1 3 -3
15 1 3 19
16 1 3 25
17 3 25
| . il
~J | =

Figure 26.1. PROC PRINT Output
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Saving Data

All data analysis in SAS/INSIGHT software uses a copy of a SAS data set stored in
memory. Since your original SAS data set is not stored in memory, it is not affected
by changes you make in the data window.

When you save the data, you copy the data in memory to a SAS data set stored on
disk. Saving the data makes a copy of

e all data values, including any you have edited with the Data:Fill menu
e all variables and observations, including any you have created
e measurement levels for up to 250 variables

e all observation states, including color, marker shape, show/hide, in-
clude/exclude, label/nolabel, and select states

Observation states are stored in a special variable _OBSTAT_ that is automatically
read in the next time you open the data set. Thus, if you have colored, marked, hidden,
excluded, and labeled observations, you can save all these states, exit SAS/INSIGHT
software, and invoke SAS/INSIGHT software again later without losing your work.
You can also set the values of the _OBSTAT_ variable to initialize observation
states. For an example of this, see Chapter 30, “Working with Other SAS Products.”

The following steps illustrate how to save data to a SAS data set.

— Open the DRUG data set.

SAS: SASUSER.DRUG

Analyze Toblss SHrephs Lurves VYars Help

| Int [ Int | | |
DISERSE | CHARG_BP

S| LD |20 | ™ | S | [ [ | P [
T Pt o o ] et o o ot

—

i
72
n
n
n
n
n
n
n
n
n
n
-

Figure 26.2. DRUG data

= Choose File:Save:Data.
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LEiIe Edit Analyze Tables Graphs Curves Vars Help

New

Open...

Save > | Data...

Print... Graphics Catalog...

Print setup... | Graphics File...
Print preview Tables

End Initial Tables
Statements
Options

Figure 26.3. File:Save Menu

This displays a dialog. By default, the data set you save to has the same name as the
data window in your SAS/INSIGHT session. If you prefer, you can select another
library and enter another data set name in the dialog.

= Click OK to save the data.
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SAS: Save Data

Figure 26.4. Save Dialog
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Printing Data

You can print the contents of the data window by saving it as a SAS data set and using
the PRINT procedure. PROC PRINT sends its output to the Output window. You can
send the contents of the Output window to a file or printer.

—> Enter a PROC PRINT statement in the Program Editor.

— SAS: Program Editor—Untitled e =]

File Edit ¥iew Tools Hun Solutions Help

00001 proc print data=sasuser.drug; run;|]
0ooe2
0O003
0e004
0005
VOO0 6
0007

Figure 26.5. Program Editor

=—> Choose Run:Submit.

File Edit View Tools Run Solutions Help
Submit

Recall Last Submitted
Submit Top Line
Submit N Lines...
Submit Clipboard
Signon...

Remote Submit...
Remote Get
Remote Display
Signoff...

Figure 26.6. Run Menu

This displays the observations in the Output window.
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Ll

ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1
ai1e1

— SAS: Output—Untitled
File Edit View Tools Solutions Help
The 5A5 System
Obs dyvug disease chang_bp
1 1 1 42
2 1 1 44
3 1 1 36
4 1 1 13
5 1 1 13
6 1 1 22
7 1 2 33
8 1 2 40
3 1 2 26
19 1 2 34
11 1 2 33
12 1 2 21
13 1 3 31
14 1 3 -3
15 1 3 13
16 1 3 25
| | 17 1 3 25

_OBSTAT_

SRR DoDDD000 00

SRR DoDDD000 00

SRR DoDDD000 00

Figure 26.7. Output Window

You can send the contents of the Output window to a file or to a printer by choosing
File:Print in the Output window. On many hosts, the SAS System is installed so
that this menu sends the contents of the Output window to a default printer. You can
also choose this menu to save the window contents to a file and later route them to a

printer using appropriate host commands.
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LEiIe Edit View Tools Solutions Help
New

Open...

Open Object...
Save

Save As...

Save As Object...
Import Data...
Export Data...
Print Setup...
Print Preview...
Print utilities
Print

Send Mail...
Close

Figure 26.8. File Menu
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Alternatively, you can redirect SAS System output from the Output window to a text
file by using the PRINTTO procedure.

For more information on printing from the Output window, refer to the SAS com-
panion for your host. For more information on PROC PRINT and PROC PRINTTO,
refer to the SAS Procedures Guide.
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Chapter 27
Saving and Printing Graphics

If you have SAS/GRAPH software installed, you can save any SAS/INSIGHT win-
dow to a graphics catalog. You can modify graphics using the Graphics Editor and
print them on any SAS/GRAPH device. You can save graphics files in bitmap formats
including GIF, TIFF, and PostScript™.

On Windows and OS/2 hosts, SAS/INSIGHT software prints using host printing fa-
cilities. On other hosts, you can print using SAS/GRAPH software or host-provided
screen-dumping utilities.

To improve your output, you can choose proportional fonts and set display options.

Major League Baseball Players: Career Longevity
| Pete Rose
¥R_MAJOR- ZTony Perezm m
[
0 10 Z0
Years in the Major Leagues
0.1+
D
e
n
3 0.05
i
t
b
o Cr—
00 25 50 F5 100 12.5 1530 175 200 225 25.0
Years in the Major Leagues
Kernel Density Estimation
Curve Weight | Method C Value Bandwidth Mode AMISE (Mormal)
— | Normal | AMISE 07852 =l I = 1.7318 44141 0.0005

Figure 27.1. Printed Output with Title
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Choosing Fonts

Proportional fonts make your output more readable. Choose Edit:Windows:Fonts
to display the fonts dialog.

File Edit Analyze Tables Graphs Curves Vars Help

Windows > | Renew...
Variables » | Copy Window
Observations » | Align

Formats » | Animate...

Copy Freeze

Delete Select All

Tools

Fonts

Display Options...
Window Options...
Graph Options...

Figure 27.2. Edit:Windows Menu
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Fonts

Figure 27.3. Fonts Dialog
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The appearance of the fonts dialog depends on your host, and its contents depend on
the fonts you have installed. On most hosts, you can simply click on a font name,
click on other settings if desired, then click OK to set the font.

The font you choose is used to display tables, data values, and axis labels in graphs.

Tick labels in graphs use a slightly smaller font from the same font family.

SAS: Fit SASUSER. SHIP

File Edit Hnalyze Tables Graphs Curves Vars Help

Ly =  L_MONTHS
Response Distribution: Normal
Link Function: Identity

Model Equation
- 41393 + 07852 L_MONTHS

L_MONTHS

Parametric Regr
Model

Dagree(Polynomial) Mean Square | DF
1 =l -~ 314071 24

| -

Figure 27.4. Fit Analysis with Proportional Font
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Setting Display Options

To improve presentation output, SAS/INSIGHT software provides display options.
Choose Edit:Windows:Display Options to produce the display options dialog.

File Edit Analyze Tables Graphs Curves Vars Help

Variables >

Observations »
Formats >
Copy

Delete

Renew...

Copy Window
Align

Animate...

Freeze

Select All

Tools

Fonts

Display Options....
Window Options...
Graph Options...

Figure 27.5. Edit:Windows Menu

SAS: Display Options

Figure 27.6. Display Options Dialog

The Background option enables you to choose a Black or White background.
Because they provide maximum contrast, black and white are the best background
colors for exploratory data analysis.

Printing on black-and-white printers may translate colors to shades of gray. If gray
shades do not reproduce well on your printer, choose Foreground:Monochrome
to improve your output. The figures in this book are set as in Figure 27.6.
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The remaining display options are described in detail in Chapter 29, “Configuring
SAS/INSIGHT Software.” You can choose File:Save:Options to save all option
settings to use as defaults in subsequent SAS/INSIGHT sessions.

Saving Graphics

If you have SAS/GRAPH software installed, you can save graphics catalogs in either
Graph or Image format. You can use SAS/GRAPH software to save graphics files
in a variety of bitmap formats.

Saving Graphics Catalogs

To save SAS/GRAPH catalogs from SAS/INSIGHT software, follow these steps.

= Select any graphs or tables you want to save.
If no graphs or tables are selected, you will save all objects visible in the
active window. To save all objects in the window, visible or not, choose
Edit:Windows:Select All. Choosing this menu selects all graphs and tables in the
active window.

— Choose File:Save:Graphics Catalog.
This calls up the save graphics catalog dialog.

LEiIe Edit Analyze Tables Graphs Curves Vars Help

New

Open...

Save > Data...

Print... Graphics Catalog...

Print setup... | Graphics File...
Print preview | Taples

End Initial Tables
Statements
Options

Figure 27.7. File:Save Menu

— Click the Graph or Image radio button to set your preference.
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SAS: Save Graphics Catalog

Figure 27.8. Graphics Catalog Dialog
You can also specify catalog, entry, and description for your graphics output.

Set the One Per Entry option if you want to store each graph and table as a separate
catalog entry. Entry names are derived from the name of the graph or table.

Set the Titles and Footnotes option if you want to use SAS titles and footnotes.

If you set both One Per Entry and Titles and Footnotes options, and if your
window contains group variables, an additional title is generated to show the group.
The group title is similar to the BY-group title in SAS/GRAPH output.

= Click OK to save the catalog

Saving Graphics Files

You can use SAS/GRAPH software to save graphics files in a variety of bitmap for-
mats. To save bitmaps, follow these steps.

= Select any graphs or tables you want to save.
If no graphs or tables are selected, you will save all objects visible in the active

window.

= Choose File:Save:Graphics File to display the graphics file dialog
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L- Edit Analyze Tables Graphs Curves Vars Help

New
Open...

- Data...

Print... | Graphics Catalog...
End | Graphics File...
Tables

Initial Tables
Statements
Options

Figure 27.9. File:Save Menu

———
5A5: Save Graphics File

Figure 27.10. Graphics File Dialog

— Enter your file name, choose a format, and set additional options.
Use the Full Color or Grey Scale options to control the colors stored in graphics
files. Usually Grey Scale produces smaller files for faster printing.

Set the One Per File option if you want to store each graph and table in a sepa-
rate file. If you set this option, the directory name is derived from the name you
enter. Eight-character file names are derived from the name of the graph or table; for
example, “scatter” for scatter plots, or “parametr” for parameter estimates.

Set the Titles and Footnotes option if you want to use SAS titles and footnotes.

If you set both One Per File and Titles and Footnotes options, and if your
window contains group variables, an additional title is generated to show the group.
The group title is similar to the BY-group title in SAS/GRAPH output.
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— Click OK to save the graphics file.
T Note: Clicking OK overwrites any files with the same file name.

For more information on saving graphics in bitmap formats, refer to the chapter on
“Exporting SAS/Graph Output” in SAS/GRAPH Software: Reference.

Printing

Methods of printing vary greatly among different hosts. This section describes briefly
the typical steps in printing on most personal computers and workstations. For more
information on printing, refer to your host documentation and to the SAS companion
for your host. See also the host changes and enhancements reports for Releases 6.10
and 6.11, as several hosts have improved printing in these releases.

Briefly, SAS/INSIGHT supports three ways of printing. If your host provides screen-
dumping utilities, you can print anything that is visible on the display. Alternatively,
on many hosts you can copy graphs and tables to the clipboard and then print the
clipboard. Finally, you can use host printing facilities or SAS/GRAPH software to
print directly from SAS/INSIGHT windows.

Printing from the Display

Many hosts provide tools or interfaces to print directly from the display. On UNIX
hosts, tools such as xwd and Xv deliver high-quality output. On Windows hosts, you
can print the active window directly from the display by following these steps.

= Choose File:Print.
—> Set the Print as Bitmap check box.
— Click OK.

Printing from the display restricts you to printing objects that are visible. For more
flexibility, you can print from the clipboard.

Printing from the Clipboard

Windows hosts support printing from the clipboard. To print graphs and tables from
the clipboard, follow these steps.

= Select any graphs or tables you wish to print
Drag a rectangle through the graphs and tables, or click on their edges. If no graphs
or tables are selected, you will print all objects visible in the active window.
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SAS: Fit SASUSER.SHIP

File Edit Hfnalyze Tables Graphs Curves Wars Help

] Ly = L_HONTHS

Response Distribution: Hormal

Link Function: Identity

LI Hodel Equation
LY = - 4.1393 + 9.7852 L_HONTHS

L_HMONTHS

Parametric Regression Fit
Hodel Evror
Degree{Polynomial) Mean Square OF Mean Square : R-Square

LB 31,4071 24 09,4887 0,228

Figure 27.11. Selected Graphs and Tables
— Choose Edit:Copy to copy selected objects to the clipboard.
— Choose File:Print.
— Set the Print as Bitmap check box.
— Set the Contents of list to Clipboard (bitmap).
— Click OK.

Printing from the clipboard is not supported on all hosts. For a more general way of
printing, you can print directly from a SAS/INSIGHT window.

Printing from the Window

Printing from the window is the most flexible way to print. To print from a
SAS/INSIGHT window, follow these steps.

—> Select any graphs or tables you wish to print
If no graphs or tables are selected, you will print all objects visible in the
active window. To print all objects in the window, visible or not, choose
Edit:Windows:Select All to select all graphs and tables in the window.
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= Choose File:Print.
On Windows and OS/2, this displays a host Print dialog, with options such as the
Print as Bitmap option in the preceding sections. If you receive a host Print dialog,
click OK. This displays the SAS/INSIGHT Print dialog.

SAS: Print

Figure 27.12. SAS/INSIGHT Print Dialog

In the SAS/INSIGHT Print dialog, the Fill Page option expands your output to fill
the area of the page. The One Per Page option prints each graph and table on
a separate page. The Titles and Footnotes option prints using SAS titles and
footnotes.

If you set both One Per Page and Titles and Footnotes options, and if your
window contains group variables, an additional title is generated to show the group.
The group title is similar to the BY-group title in SAS/GRAPH output. An example
of the group title for histograms of YR_MAJOR by LEAGUE is shown in Figure
27.13.

—> Set options as needed, then click OK in the Print dialog

Clicking OK in the Print dialog routes your printing through host printing facilities
if they are provided. Windows and OS/2 provide such facilities, and they are docu-
mented in SAS companions and host changes and enhancements reports.

If your host does not support host printing, your printing is routed through
SAS/GRAPH software. You will be prompted for an output device if you have not
specified one with the GOPTIONS TARGETDEVICE= option.
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Major League Baseball Players: Career Longevity

League at the end of 1986 = American

404

20

MOBoESoHm

1 3 5 7 9 11 13 15 17 19 21
Years in the Major Leagques

Figure 27.13. Output with Title and Group Title

An alternative way of printing is to save your graphics to catalogs and print them
from SAS/GRAPH software. This enables you to edit your output before printing.
SAS/GRAPH printing and graphics catalogs are described in SAS/GRAPH Software:

Reference.
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Chapter 28

Saving and Printing Tables

SAS/INSIGHT software uses the Output Delivery System (ODS) to save tables. Thus
you can save and print analysis tables to keep records of your SAS/INSIGHT session.
You can also save tables as SAS data sets to use them as input for further analysis.

— SAS: Output—Untitled—PROC UNKNOWN running

|

Eile Edit Eiew quls

Hean of Response

Root MSE
Source OF
Model 4
Error 21
C Total 25

1I

Solutions  Help

HOTE: Thumb position at 42.

The S5AS System

Surmary of Fitx
1.8744 R-Square
0.6266 Adj R-5q

Analysis of Wariance

Sum of Squares
34.8924
8.2442
43.1366

Hean Square
8.7231
B8._3926

0.8083
B.7725

Stat Pr > F
22.22 <.008]1

Figure 28.1. Output Tables
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Saving and Printing Tables as Output Objects

SAS/INSIGHT software saves and prints tables using the Output Delivery System.
The Output Delivery System enables you to save tables as output objects. You can
edit and manipulate output objects using the OUTPUT procedure, and you can save
output objects as text files, catalogs, or SAS data sets.

— Invoke SAS/INSIGHT software, create analyses, and select any tables of interest.
To select tables, drag a rectangle across the tables or click on their edges. If you have
no tables selected, you will save or print all tables in the window.

SAS: Fit SASUSER.SH