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Introduction

Who Should Use This Guide

This guide is for business analysts and data stewards who are using SAS Data Loader for Hadoop as a self-service way to prepare, integrate, and cleanse big data without writing code. This product enables users to run code and data quality functions on Hadoop, and then to load that data into memory for visualization and analysis. Thus, SAS Data Loader for Hadoop improves productivity, performance, and accuracy.

Note: If you are deploying the SAS Data Loader for Hadoop Trial Edition, do not refer to this guide. Instead, use the instructions that are provided at http://www.sas.com/en_us/software/data-management/data-loader-hadoop.html.

About vApp Deployment

SAS Data Loader for Hadoop runs inside a virtual machine called a vApp. The vApp is a complete and isolated operating environment that is accessed through a web browser. Each instance of SAS Data Loader for Hadoop is accessed by a single user. The vApp is started and stopped by a hypervisor application called VMware Player Pro.

The vApp architecture greatly simplifies the software installation and update processes. The installation runs without user input, and there are no configuration files or system options to configure after installation. The addition of site-specific client configuration settings is simple and quick. The software informs you when an update is available, and a single click installs the update.

How to Use This Guide

For business analysts, data stewards, and other users:
This guide, the SAS Data Loader for Hadoop: vApp Deployment Guide, documents the installation, configuration, and settings of the SAS Data Loader for Hadoop vApp on the client machine. This document also includes the system requirements for the vApp.

Install the vApp after your system administrator has deployed the accompanying offering, SAS In-Database Technologies for Hadoop.

The SAS Data Loader for Hadoop: User's Guide documents how to use the product’s directives, and it shows examples of various tasks that you can perform. It also explains how to update your vApp and manage your license.

For system administrators and Hadoop administrators:

The SAS Data Loader for Hadoop: Administrator's Guide documents the installation, configuration, and administration of the offering, SAS In-Database Technologies for Hadoop, on the Hadoop cluster. This document also includes the system requirements for this offering.

Note: SAS In-Database Technologies for Hadoop must be installed first and before the installation of the SAS Data Loader for Hadoop vApp in order for the vApp to communicate successfully with the Hadoop cluster.

Follow the instructions in Chapter 2, “Deploying the SAS Data Loader for Hadoop vApp,” on page 3 to deploy the SAS Data Loader for Hadoop vApp on your desktop and play it in VMware Player Pro.

When you complete all of the deployment steps, an instance of the SAS Data Loader for Hadoop web application will be running in a virtual machine on your desktop. The application will be configured to communicate with your Hadoop cluster.

Then refer to Chapter 3, “Post-Deployment Tasks,” on page 21 for general information about operating and managing the vApp.

To use the features of SAS Data Loader for Hadoop to interact with your Hadoop data, see SAS Data Loader for Hadoop: User's Guide.
Deploying the SAS Data Loader for Hadoop vApp

Overview

This chapter takes you through the process of deploying the SAS Data Loader for Hadoop vApp on your desktop and playing it in VMware Player Pro.

Note: These instructions are for users who are deploying SAS Data Loader 2.2 for Hadoop. If you are deploying the SAS Data Loader for Hadoop Trial Edition, do not refer to this guide. Instead, use the instructions that are provided at http://www.sas.com/en_us/software/data-management/data-loader-hadoop.html.

Here are the general steps of the installation process, which this chapter covers in detail:

1. Review and comply with the system requirements.
2 Review and comply with the prerequisites.

3 Obtain the Software Order Email, and then download and expand the SAS Data Loader software.

4 Create a shared folder for files that are stored and referenced by SAS Data Loader for Hadoop.

5 Install the VMware Player Pro hypervisor, and configure it to play the vApp for SAS Data Loader.

6 Open the SAS Information Center web application, and configure it to run SAS Data Loader.

7 Copy Hadoop configuration files into the shared folder.

8 Start the SAS Data Loader web application and complete the configuration process.

9 Set the general preferences for SAS Data Loader.

---

**Step 1: Review System Requirements**

The client host for SAS Data Loader for Hadoop must meet the following hardware and software requirements:

- Operating system: 64-bit Windows 7 or later, or Windows Server 2008 R2 or later.
- System memory (RAM): Minimum 8 GB, but 16 gigabytes or more is recommended. The SAS Data Loader virtual machine requires at least 4 GB of available memory.
- Disk space: At least 30 GB of free hard-drive space.
- BIOS: Must be enabled for virtualization technology.
- Processors: at least 2 cores (4 logical processors), but 4 core (8 local processors) or more is recommended.
- Web browsers, without Kerberos security: Windows Internet Explorer 9 or later, Mozilla Firefox 14 or later, or Google Chrome 21 or later.
- Web browsers, with Kerberos security: Mozilla Firefox 14 or later, or Google Chrome 21 or later.
- Hypervisor: VMware Player Pro version 6 or 7.
- Hadoop: Cloudera CDH 5.2 or Hortonworks HDP 2.1.

---

**Step 2: Review Prerequisites**

Please meet the following prerequisites before you install and configure the vApp for SAS Data Loader:
Contact your SAS administrator as needed to confirm that your Hadoop cluster is ready to accept connections from the vApp for SAS Data Loader. To enable these connections, the administrator must first install and configure SAS In-Database Technologies for Hadoop, as described in the *SAS Data Loader for Hadoop: Administrator’s Guide*.

During the configuration process, you need to identify the location of Hadoop JAR files that are stored on the client host. Contact your Hadoop administrator to ensure that the latest Hadoop JAR files have been copied to your computer.

To use the directives Copy Data to Hadoop and Copy Data from Hadoop, you need to copy JDBC drivers from the Hadoop cluster to the shared folder on your client host, as directed by your Hadoop administrator. For details, see “Install JDBC Drivers and Add Database Connections” in Chapter 5 of *SAS Data Loader for Hadoop: User’s Guide*. If the SAS Data Loader for Hadoop vApp is already started, be sure to restart it after you copy the files.

If your site uses Kerberos security, your Hadoop administrator needs to configure Kerberos on the Hadoop cluster and on your client host, as described in the *SAS Data Loader for Hadoop: Administrator’s Guide*. The Hadoop administrator also needs to provide Kerberos configuration values and the locations of the Kerberos files that were installed on your client host. If you do not have this information, contact your Hadoop administrator.

Configure the supported browser on the client host to support Integrated Windows Authentication (IWA). This configuration process might have been performed by your Hadoop administrator. To confirm or add IWA support, see Support for Integrated Windows Authentication in the *SAS Intelligence Platform: Middle-Tier Administration Guide*.

If your site intends to use the directive Load Data to LASR, then your SAS Administrator needs to install a grid of SAS LASR Analytic Servers, release 6.4 or later. For more information, including configuration prerequisites, see “Load Data to LASR” in Chapter 5 of *SAS Data Loader for Hadoop: User’s Guide*.

---

**Step 3: Download and Expand the SAS Data Loader for Hadoop Client Software**

**Introduction**

If your computer meets the system requirements, and if the prerequisites are complete, then follow these steps to install the vApp for SAS Data Loader.

**Start with the Software Order Email**

The Software Order Email outlines the installation process and provides important contact and reference information. You will want to save this email for later reference.

Your Software Order E-Mail includes a license file. Save the license file to an appropriate directory for future reference during the configuration of SAS Data Loader for Hadoop. To keep the license file with the installed software, create
the install directory now, such as C:\Program Files\SAS Data Loader for Hadoop\2.2.

The installation steps that are introduced in the Software Order Email are described in this section in greater detail.

Download the Client Software for SAS Data Loader Using the SAS Download Manager

Download SAS Download Manager, and then use SAS Download Manager to download the client software for SAS Data Loader. Follow these steps:

1. Open the URL that is specified in the Software Order Email for downloading SAS Download Manager.
2. On the Downloads web page, click the version of SAS Download Manager that applies to Windows operating environments.
3. On the SAS Login web page, either enter your email address and password, or create a new profile.
4. In the SAS Download Manager table, locate the platform Microsoft Windows for x64. In that row, click the link in the Request Download column.
5. Click Accept to accept the license agreement for SAS Download Manager.
6. If you receive a pop-up message, click Run to begin the download.
7. In the Ready to Execute dialog box, click Run.
8. In the Choose Language dialog box, select a language for SAS Download Manager and click OK.
9. On the Order Information page, enter the order number and installation key that are provided in the Software Order E-Mail. You can copy and paste the installation key. When you are finished, click Next.
10. If you are prompted to do so, enter your user name and password and click OK.
11. On the Specify Order Details page, click the link to review your order. In the Notes field, add text that identifies this particular order, for future reference. iClick Next when you are ready to move ahead.
12. On the Specify Order Options page, accept the default selection, which downloads the complete order. Click Next.
13. On the Specify SAS Software Depot Directory page, enter a new path for a new depot, such as C:\SAS Data Loader 2.2 Software Depot. The SAS Data Loader for Hadoop client software must be installed in an empty depot directory.
14. On the Final Review page, review and print your order information, and click Download. SAS Download Manager proceeds to download your client software order. At any point you can click Stop the Download Process. You can restart the process later.
15. On the Download Complete page, click Next.
On the final page, review and print the download information, and then click Finish to close SAS Download Manager.

Expand the Contents of the Downloaded ZIP File

The SAS Download Manager installs a ZIP file in your SAS software depot. Follow these steps to expand the contents of that ZIP file:

1. Open the directory of your SAS Data Loader software depot. Locate the ZIP file in the following directory:
   
   `your-data-loader-software-depot\SAS Data Loader for Hadoop \2_2\VMWarePlayer`

2. Copy the ZIP file and paste it into a program files directory, such as `C:\Program Files\SAS Data Loader\2.2`.

3. If you use WinZip, right-click the ZIP file in the program files directory and select Open with WinZip. In the WinZip application, click Unzip to expand the compressed files into the current directory.

4. If you do not use WinZip, right-click the ZIP file and select Expand All to expand the compressed files.

5. Wait for the files to expand before you continue.

Step 4: Create a Shared Folder

Create a folder on your local computer in a location that you will remember. You might want to create it within the same directory as the SAS Data Loader program files. This folder, which is referred to as the shared folder, will be used for all the files that are stored and referenced by SAS Data Loader for Hadoop. These files persist between vApp plays and between vApp updates.

You will need to refer to this folder in the next step when you configure VMware Player Pro.

See Also

“About the Shared Folder” on page 24

Step 5: Install and Configure VMware Player Pro

The VMware Player Pro hypervisor enables you to play and power-off the vApp for SAS Data Loader in your Windows operating environment. When you play the vApp, you run a guest operating system in a block of memory that is reserved for that purpose. The hypervisor provides a web address that enables you to open the SAS Data Loader: Information Center and SAS Data Loader for Hadoop web applications.
Follow these steps to install and configure VMware Player Pro:

1. Purchase and download VMware Player Pro at [http://www.vmware.com/products/player](http://www.vmware.com/products/player). A free version of the software, VMware Player, is also supported and is available for personal or non-commercial use.

2. Open VMware Player Pro.

3. Click **Open a Virtual Machine**.

4. In the Open a Virtual Machine window, navigate to the directory where you expanded the ZIP file. Select the VMX file for SAS Data Loader, and then click **Open**.

5. When the SAS Data Loader information is displayed in VMPlayer Pro, click **Edit virtual machine settings**.
6 In the Virtual Machine Settings window, click the **Options** tab.

7 Under **Settings**, click **Shared Folders**.

8 In the right panel under **Folder sharing**, select **Always enabled**, and then click **Add**.
9. On the first page of the Add Shared Folders Wizard, click **Next**.

10. On the Name the Shared Folder page, click **Browse**, and navigate to the folder that you created in “Step 4: Create a Shared Folder”. Click **OK**.

11. On the Name the Shared Folder page, change the contents of the **Name** field to **SASWorkspace**. Spell this name exactly as shown. Then click **Next**.

   **Note:** The host path can point to a folder of any name that you choose. However, you must specify **SASWorkspace** in the **Name** field.

12. On the Specify Shared Folder Attributes page, click **Finish** to accept the default selection and close the wizard.

13. In the Virtual Machine Settings window, click the **Hardware** tab. Under **Device**, click **Network Adapter**. Verify or select **Connect at power on** and **NAT: used to share the host's IP address**.
Step 6: Open and Configure SAS Data Loader: Information Center

Open the Information Center

SAS Data Loader: Information Center is a web application that enables you to configure SAS Data Loader for Hadoop, download vApp updates, access product documentation, and start the SAS Data Loader for Hadoop web application.

Follow these steps to open SAS Data Loader: Information Center:

1. Open VMware Player Pro if it is not already open, and click **SAS Data Loader**.

2. When SAS Data Loader appears, click **Play virtual machine**.

14 Click **OK** to close the Virtual Machine Settings window.
VMware Player Pro requires a minute or two to play the vApp. When the vApp is ready, VMware Player displays the message Welcome to your SAS Data Loader Virtual Application. (If an informational Removable Devices window appears, review the information about removable devices and click OK.)
4 In the window SAS Data Loader – VMware Player Pro, locate the HTTP address to connect to the SAS Data Loader

5 Open a supported browser, and enter the HTTP address in the browser’s address bar. Press Enter to open SAS Data Loader: Information Center.

Complete the Basic Configuration

Follow these steps to complete the basic configuration of the SAS Data Loader: Information Center:

1 The first time you open the Information Center, the Settings window appears. In the SAS Data Loader license field, specify the location of your SAS Data Loader license file. The license filename has the format SAS_vApp_order-number_license.txt. The file is located in the sid_files subdirectory of the software depot where you downloaded the SAS Data Loader software, and it is also attached to your Software Order Email.

2 Right-click in the Hadoop version field and select a version from the list.
If your site does use Kerberos security, go to “Complete Additional Steps for Kerberos” on page 14.

Note: If you are unsure about the use of Kerberos security at your site, contact your network administrator or Hadoop administrator.

If your site does not use Kerberos security, follow these steps:

a  Make sure that you have not selected Run Data Loader in secure mode.

b  Click OK to save your settings. SAS Data Loader: Information Center proceeds to update configuration files for a minute or two.

c  SAS Data Loader: Information Center displays a message telling you to copy configuration files from the Hadoop cluster to the shared folder. Click Close, and continue to “Step 7: Copy Hadoop Configuration Files into the Shared Folder” on page 15 for instructions.

Complete Additional Steps for Kerberos

As one of the prerequisites for installing SAS Data Loader for Hadoop, your Hadoop administrator was asked to provide you with the information that you need to configure Kerberos security. The administrator was also asked to deliver certain files to you or install those files on your client host.

In the Setup window for SAS Data Loader: Information Center, follow these steps to configure Kerberos security on your client host:
1 Click **Run SAS Data Loader in secure mode**.

**CAUTION!** Do not click “Run Data Loader in secure mode” and click “OK” unless you are certain that you will configure a Hadoop cluster that uses **Kerberos authentication**. After you click **Run Data Loader in secure mode** and click **OK**, you cannot reconfigure your vApp to connect to an unsecured Hadoop cluster. If you need to configure an unsecured Hadoop cluster at that point, you are required for reasons of security to download a new vApp.

2 In the **Hostname** field, enter the name of your client host as it was defined by your Hadoop administrator. This host name is different from your normal network host name.

3 In the **User ID for host login** field, enter your normal login ID.

4 In the **Realm for user ID** field, enter the Kerberos realm for your host name, as provided by your administrator. The Kerberos realm is similar to a Windows domain.

5 In the **krb5 configuration** field, enter the location of your Kerberos configuration file.

6 In the **Host keytab** field, enter the location of the host keytab file. The three keytab files authenticate the host, SAS, and the vApp HTTP server to one another and to the Active Directory authentication provider.

7 In the **SAS server keytab** field, enter the location of the SAS server keytab file.

8 In the **HTTP keytab** field, enter the location of the keytab file of the HTTP server in the vApp for SAS Data Loader.

9 In the **Local JCE security policy jar** field, enter the location of this Java archive file. This Java Cryptology Extension defines the implementation of encryption at your site.

10 In the **US JCE security policy jar** field, enter the location of the United States JCE JAR file.

11 Click **OK**. SAS Data Loader: Information Center proceeds to update configuration files for a minute or two.

12 SAS Data Loader: Information Center displays a message telling you to copy configuration files from the Hadoop cluster to the shared folder. Click **Close**, and continue to the next topic for instructions.

---

**Step 7: Copy Hadoop Configuration Files into the Shared Folder**

With the assistance of your Hadoop administrator, locate the following files on your Hadoop cluster:

- core-site.xml
- hdfs-site.xml
- hive-site.xml
Step 8: Start and Configure SAS Data Loader for Hadoop

Follow these steps to start and configure SAS Data Loader for Hadoop:

1. Open the SAS Data Loader for Hadoop: Information Center if it is not already open.

2. In the SAS Data Loader: Information Center, click Start SAS Data Loader.

Note: When starting SAS Data Loader for Hadoop, if an error occurs stating that VT-x or AMD-v is not available, see “Troubleshoot the vApp Start Process” in Chapter 7 of SAS Data Loader for Hadoop: User’s Guide.

3. The SAS Data Loader web application opens in a new tab in your web browser. The first time you open the application, the Configuration window appears:
4 In the **Host** field of the Configuration window, enter the fully qualified name of the host that supports your Hadoop cluster.

   Note: Contact your Hadoop administrator as needed to determine Hadoop configuration values.

5 In the **Port** field, enter the number of the Hadoop port on the host that supports your cluster.

6 In the **User ID** field, enter the name of the user account that will be used to connect to the Hadoop cluster.

7 In the **Oozie URL** field, enter the URL to the Oozie Web Console, which is an interface to the Oozie server. The URL is similar to the following example: http://host_name:port_number/oozie/. Oozie is a workflow scheduler system that is used to manage Hadoop jobs.

8 In the **Schema for temporary file storage** field, either accept the Hive default schema or click **Specify a different schema** and enter the name of an existing Hadoop schema.

9 If you intend to use the directive Load Data to LASR (to copy data to an existing grid of SAS LASR Analytic Servers), then click **LASR Analytic Servers**. For additional steps, see “Load Data to LASR” in Chapter 5 of SAS Data Loader for Hadoop: User's Guide.

10 At this point you can configure connections to the databases that you will use to copy data to and from Hadoop. To configure database connections now, see “Install JDBC Drivers and Add Database Connections” in Chapter 5 of SAS Data Loader for Hadoop: User's Guide.

11 Click **QKB** to view the default locale, which is English. To change the default locale, right-click and select from the list.
12 To configure the processing of profile jobs, click **Profiles** and see “Configure Profile Jobs” in Chapter 4 of *SAS Data Loader for Hadoop: User’s Guide*. Profile jobs report on the structure and quality of the data in one or more Hadoop tables.

13 Click **OK** to close the **Configuration** window.

To configure general preferences, see “Step 9: Set General Preferences” on page 18.

---

**Step 9: Set General Preferences**

Follow these steps to set general preferences in SAS Data Loader for Hadoop:

1. If the **Configuration** window is not already open, click the More icon in the SAS Data Loader window and click **Configuration**.

2. In the **Configuration** window, click **General Preferences**.

3. Select **Identify each table as “new”**... to display a new icon with all new source and target tables. Also specify the **Number of days** to display the new icon. The default value is 1.

4. Specify a **Maximum length for SAS columns**. This maximum prevents errors and manages table size when character data types are read into SAS or written from SAS using SAS/ACCESS. You can specify any integer value between 1 and 32767. Use caution when setting this value, since data truncation can occur if the specified length is too small to accommodate your data.

5. Click **Output table format** to display the following list of available formats:
   - The **Hive default** format is the format that is specified in the Hadoop cluster.
   - **Text**
   - **Parquet** is a structured format that supports the efficient processing of columns with Impala.
- **Orc**, the Optimized Row Columnar format, improves processing efficiency in Hive.

- **Sequence**, or SequenceFile, is a key-value format that is used with MapReduce.

  Click the format that you prefer. All of the target tables that you generate will use the selected format.

6 If you prefer the text format, then you can also choose a **Delimiter** to separate values in tables. You can choose the Hive default, comma, tab, space, or other. If you choose **Other**, then you enter the delimiter of your choice. The delimiter can be any single character, or a 3-digit octal number, beginning with a backslash. Valid values range from \000 to \177 (1 to 127).

7 Click **OK** to save your selections and close the Configuration window.
Post-Deployment Tasks

Overview: Post-Deployment Tasks

This section provides the following information about ongoing operation and management of the vApp:

- "Updating the SAS Data Loader vApp"
- "Updating Your Configuration"
- "Usage Notes for VMware Player Pro"
- "Closing and Reopening SAS Data Loader for Hadoop"
- "About the Shared Folder"

See Also


Updating the SAS Data Loader vApp

All of the client software for the SAS Data Loader for Hadoop runs inside the vApp. The vApp is a virtual machine that runs a separate operating system. All of the files that are accessed by the vApp are stored in a Shared Folder that resides in this host operating environment. This architecture enables you to
install vApp updates with one-button simplicity. Each update completely replaces the entire vApp. After the vApp update, there are no configuration or migration procedures.

vApp updates require less than 15 minutes, given reasonable broadband capacity. When you update the vApp, you might also see an Information Center link to notes that describe the release’s changes.

Follow these steps to check for the availability of vApp software updates, and to download and install updates.

1. Open the browser tab for the SAS Data Loader: Information Center if it is not already open. See “Closing and Reopening SAS Data Loader: Information Center” on page 23.

2. Locate the Notifications section in the bottom left corner of SAS Data Loader: Information Center.

3. To check to see whether a vApp update is available, click Check for Updates.

4. If a vApp update is available, open the Run Status directive to ensure that you have named and saved your jobs. If jobs are still running, click Refresh to see their current status.

5. For any running directives, either wait for them to complete, or select the Stop option from the action menu .

6. Close the SAS Data Loader tab in the web browser.

7. Return to SAS Data Loader: Information Center and click Update. The software update process stops the vApp, replaces the vApp, and then starts the new vApp in the VMware hypervisor.

8. When the SAS Data Loader: Information Center indicates that the vApp update is complete, click Start SAS Data Loader.

**Updating Your Configuration**


**Usage Notes for VMware Player Pro**

You can close and reopen the SAS Data Loader web application without shutting down the vApp. The vApp continues to play until you shut it down in VMware Player Pro.

Do not close the SAS Data Loader – VMware Player Pro window while the vApp is playing.

Note that if the vApp is playing, and if you click in the window SAS Data Loader – VMware Player Pro, the cursor disappears. This behavior is expected; it
ensures that you have to physically enter the web address in a web browser to open SAS Data Loader: Information Center. To restore your cursor, click Ctrl+Alt.

**CAUTION! Do not pause or suspend the vApp for SAS Data Loader.** VMware Player Pro provides a capability to suspend vApps. Suspending the vApp for SAS Data Loader is not supported. Do not select **Player > Suspend Guest**. Suspending the vApp can interrupt communications between the SAS Data Loader web client and the Hadoop cluster. Use the Power Off/Shutdown Guest option instead.

---

**Closing and Reopening SAS Data Loader for Hadoop**

**Closing and Reopening SAS Data Loader: Information Center**

While the vApp is still playing, you can close the tab for SAS Data Loader: Information Center at any time without closing the browser tab for SAS Data Loader for Hadoop.

To reopen SAS Data Loader: Information Center, enter the HTTP address (from the display in VMware Player Pro) in the browser’s address bar.

**Closing and Reopening the SAS Data Loader for Hadoop Browser Tab**

While the vApp is still playing, you can close the browser tab for SAS Data Loader at any time. Any jobs that are running on the Hadoop cluster continue to run, and their run status continues to be collected.

To reopen SAS Data Loader after you close its browser tab, open SAS Data Loader: Information Center and click **Start SAS Data Loader**.

**Powering Off the SAS Data Loader for Hadoop vApp**

To completely close SAS Data Loader, you need to power off (shut down) the vApp in VMware Player Pro, as follows:

1. In the browser, close the tab for SAS Data Loader if it is open.

2. In the SAS Data Loader – VMware Player window, click **Player > Power > Shut Down Guest**. (The term guest refers to the guest operating system that runs the vApp.)

3. In the VMware Player dialog box, click **Yes** to confirm that you want to power off the vApp.

**Reopening SAS Data Loader**

To reopen SAS Data Loader after it has been powered off, follow these steps:
1. Open VMware Player Pro.

2. Select SAS Data Loader, and then select Play virtual machine.

3. In the window SAS Data Loader – VMware Player Pro, locate the HTTP address to connect to the SAS Data Loader. Enter the HTTP address in the browser’s address bar. The SAS Data Loader: Information Center opens in a new tab in your browser.

4. In the SAS Data Loader: Information Center, click Start SAS Data Loader. The SAS Data Loader web application opens in a new tab in your browser.

---

### About the Shared Folder

The shared folder contains all of the files that are stored and referenced by the SAS Data Loader for Hadoop. The folder is located outside of the vApp. For example, it can be located in the same directory as your SAS Data Loader program files. The contents of the shared folder persist across vApp updates, which eliminates the need for migration or configuration during those updates.

You create and configure the shared folder during the deployment process. (See “Step 4: Create a Shared Folder” on page 7 and “Step 5: Install and Configure VMware Player Pro” on page 7.) In the computer’s file system, you can give the folder any name that you choose. However, SASWorkspace must be specified in the Name field of the vApp’s shared folder settings in VMware Player Pro.

The subfolders that are created inside the shared folder are as follows:

- **Configuration** contains sasdemo.pub, which is an SSH key file. The file is moved to a grid of SAS LASR Analytic Servers when Hadoop data is to be loaded into those servers for analysis using the Load Data to LASR directive.

- **Configuration\DMServices and HadoopConfig** contains a database of Hadoop configuration data and all saved directives. The database is populated automatically after your initial configuration of the SAS Data Loader: Information Center.

- **InClusterBundle** contains two self-extracting script files (*.sh) that administrators use to deploy the SAS In-Database Technologies for Hadoop across the Hadoop cluster. A JAR file (*.jar) contains utilities that deploy the SAS Quality Knowledge Base across the Hadoop cluster.

- **Logs** contains the log files that are generated when you enable vApp logging in the Settings menu in SAS Data Loader: Information Center.

- **JDBCDrivers** contains the drivers that enable the loading of data into and out of Hadoop.

- **Profiles** contains all of the profiles that are created with the Profile Data directive.

- **SASData** contains the SAS data that enables the SAS instance on the client host to communicate with the SAS instances on the Hadoop cluster.
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